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Abstract—The exhaustion of IPv4 address space increases
pressure on network operators and content providers to continue
the transition to IPv6. The IPv6 transition mechanisms such as
Teredo and 6to4 allow IPv4 hosts to connect to IPv6 hosts. On
the other hand, they increase network complexity and render
ineffective many methods to observe IP traffic. In this paper,
we modified our flow-based measurement system to involve
transition mechanisms information to provide full IPv6 visibility.
Our traffic analysis focuses on IPv6 tunneled traffic and uses
data collected over one week in the Czech national research and
education network. The results expose various traffic character-
istics of native and tunneled IPv6 traffic, among others the TTL
and HOP limit distribution, geolocation aspect of the traffic, and
list of Teredo servers used in the network. Furthermore, we show
how the traffic of IPv6 transition mechanisms has evolved since
2010.

Index Terms—Teredo, 6to4, IPv6, Transition Mechanisms.

I. INTRODUCTION

Despite IPv6 being the standard for several years its adop-
tion is still in process [5]. There are several ways of getting
IPv6 connectivity, the dual-stack being the preferred one. Most
IPv6 studies deal with native IPv6. However, there are other
globally used options known as transition mechanisms. They
can provide IPv6 connectivity on networks without native IPv6
connectivity enabled or without an IPv6 ready infrastructure.

The transition mechanisms tunnel IPv6 traffic through IPv4
network. Despite being supported by major operating systems,
there is a lack of studies investigating the characteristics
of the tunneled IPv6 traffic. In this context, this paper in-
vestigates border traffic of the Czech national research and
education network operator (CESNET) and attempts to answer
the following question: What are the characteristics of IPv6
transition mechanisms, in terms of their usage, popularity and
impact on native IPv4 and IPv6?

Our research is mainly motivated by an exhaustion of
the IPv4 address space and an exerting pressure on network
operators and content providers to deploy IPv6. The transition
mechanisms are used to facilitate the IPv6 adoption. Unfor-
tunately, they introduce extra elements in the network which
add to complexity and decrease performance and security. As
a result, many existing methods for measuring and monitoring

978-1-4799-0539-3/13/$31.00 ©2013 |EEE

25

large-scale networks become ineffective.

The contribution of our work is threefold: (i) we provide
an enhanced version of our flow-based IPv6 measurement
system prototype, which enables IPv6 visibility in large-
scale networks, (ii) we analyze and show IPv6 transition
mechanisms traffic characteristics including a tunneled one and
(iii) we show how the traffic of IPv6 transition mechanisms
has evolved since 2010.

The paper is organized as follows. Section II outlines related
work. Section III provides an overview of Teredo and 6to4
transition mechanisms. Section IV describes the methodology
and measurement setup. Section V investigates properties of
IPv4 traffic carrying IPv6 payload. Section VI focuses on
the characteristics of encapsulated IPv6 traffic. Section VII
evaluates the use of IPv6 tunneled traffic. Finally, we draw
conclusions and outline future work in Section VIII.

II. RELATED WORK

The most widely used and discussed tunneling transition
mechanisms are Teredo and 6to4. Although there are several
studies focusing on performance evaluation of transition mech-
anisms listed below, the characteristics of the traffic generated
by the tunneling transition mechanisms are not well known.

A study by Aazam et al. [1] provides a performance eval-
vation and a comparison of Teredo and Intra-Site Automatic
Tunnel Addressing Protocol (ISATAP) mechanisms with focus
on certain parameters like throughput, end to end delay, round
trip time and jitter. A study by Zander et al. [16] compares
Teredo tunneling capability and performance with native IPv6
and 6to4 using measurements related to web services. Teredo
increases the time needed to fetch web objects compared to
IPv4 or native IPv6. The conclusion is that Teredo seems to be
limited by a lack of Teredo infrastructure forcing encapsulated
packets to travel long distances. Moreover, the throughput is
partially limited by the performance of Teredo relay servers.

A study by Bahaman et al. [2] discusses the performance
of 6to4 with focus on communication over TCP. It states that
the TCP transmission ability is reduced by the use of 6to4.
However, it is still suitable for early stages of the transition
period.
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Other papers discuss the impact of transition tunnels on
network security. Krishnan et al. [11] present security concerns
with recommendations on how to minimize security exposure
due to tunnels. It is pointed out that tunnels can have negative
impact on deep packet inspection and that transition mecha-
nisms such as Teredo allow inbound access from the public
Internet to a device through an opening created in a network
address translation (NAT) device. This increased exposure can
be used by attackers to effectively attack a device hidden
behind a NAT device. A generally proposed security practice is
to avoid the usage of tunnels at all and deploy other transition
schemes like dual-stack.

Finally, Sarrar et al. [14] provides a brief insight into
tunneled traffic in a study of the world IPv6 day impact on
IPv6 traffic. The Teredo and 6to4 transition mechanisms were
monitored and the Teredo was discovered to carry mainly
control traffic. The study also showed that IPv6 fragments
were responsible for a significant portion of 6to4 traffic. The
authors suspect that these fragments were caused by broken
software which most likely forgot to take the IPv6 header size
into account.

III. INVESTIGATED IPV6 TRANSITION MECHANISMS

The IPv6 traffic is usually divided between native traffic
and tunneled traffic. The tunneled traffic is considered the one
encapsulated using other protocols, e.g. UDP or IP protocol
41. This division is not necessarily accurate, since the traffic
that seems to be native IPv6 can in fact originate from a
client using some transition mechanism like Teredo or 6to4.
To clarify this point we will differentiate between native IPv6
traffic, encapsulated tunnel traffic (IPv4 traffic containing IPv6
payload) and decapsulated tunnel traffic. The word tunnel
might be omitted for the sake of brevity.

Teredo and 6to4 are the two most frequently used transition
mechanisms in the CESNET network. Mechanisms like ISA-
TAP, Anything in Anything (AYIYA) and others based on IP
protocol 41 (6in4, 60overd) do not contribute to the tunneled
traffic significantly and do not appear in our analysis, therefore
we will not describe them in detail. We did not analyze NAT64
and DNS64 mechanisms since they should appear as a native
IPv6 traffic on the outside.

Teredo [9] is designed to provide IPv6 connectivity to
an endpoint behind a NAT device. It requires two network
components for operation: relays and servers. Teredo servers
are used for initialization of Teredo (Fig.1, communication
@), and after that for opening a port on the user’s NAT device
in case of communication which is not initialized by the user.
Relays are used for routing and bridging the IPv4 and IPv6
networks. Each Teredo endpoint uses a statically configured
server and a relay, which can cause increased latency and
low throughput in case of a distant server or relay. Teredo
uses UDP for packet encapsulation making the traffic harder
to identify.

6to4 [3] is only suitable for hosts with a public IPv4 address.
It uses encapsulation in IP protocol 41 packets hence it is
relatively easy to detect and monitor. The 6to4 relay servers
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Fig. 1: Teredo and 6to4 principles: @ Teredo start setup, @ Teredo
traffic transiting over IPv4 network, @ 6to4 traffic transiting over
IPv4 network, @ communication between Teredo and 6to4 endpoint

are acting as a bridge between the IPv4 and IPv6 networks.
These relays use any-cast prefix 192.88.99.0/24 therefore the
optimal (nearest) relay server should automatically be used for
communication.

Fig. 1 shows traffic between two endpoints (communication
@), one of which uses Teredo and the other one 6to4. The
IPv6 traffic from Teredo client travels part of its path in Teredo
tunnel to be later decapsulated on the edge of IPv6 Internet and
shortly after that to be encapsulated again, this time by 6to4
to travel the rest of its path over IPv4 Internet to the network
of its destination. Depending on where the observation point
is located, the tunnel (either Teredo or 6to4) or native IPv6
traffic can be observed.

IV. METHODOLOGY AND MEASUREMENT SETUP

To perform a thorough inspection of tunneled traffic, we
need to decapsulate packet headers of inner packets. We use
the same flow-based framework as in [7] which has been
further modified [8] to extract more detailed information from
tunneled data. The main part of the framework is a plug-in
which replaces input and processing parts of existing flow
generator INVEA FlowMon Exporter [10].

Every packet is being processed to extract basic flow statis-
tics and the processing of inner headers continues to the point
when previously extracted fields indicate absence of observed
encapsulation types.

Teredo protocol is detected when IPv6 header is found
encapsulated in UDP packet, AYIYA is searched for in packets
on TCP or UDP port 5072. Other protocols are recognized
by IPv6 address format, which is protocol specific and the
6to4 protocol can be additionally identified by usage of IPv4
anycast address belonging to 6to4 relay. If encapsulation is
present, its type and encapsulated IPv6 header fields are used
to extend the set of extracted fields and to identify individual
flows taking place inside the tunnel.
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Fig. 2: CESNET monitored links

Probe Bits/s Packets/s Flows/s
Telia 1.65G 2749k 22.1k
NIX 717G 10724k 26.7k
PIONIER 0.51G 75.6k 2.8k
SANET 1.87G 2423k 53k

TABLE I: Observation points IPFIX statistics

Since we need to define new elements for flow records,
Internet Protocol Flow Information Export (IPFIX) protocol
is used. It allows using Enterprise Elements which can extend
flow records with additional tunnel information. The frame-
work is able to recognize and extract information from Teredo,
AYIYA and other protocols that are based on IP protocol 41
such as ISATAP, 6to4 and 6over4. We provide the source code
of the measuring tool under BSD license at the project web
page [8].

Resulting flow data provides us with information about
the encapsulated source and destination addresses, ports and
transport protocol, which is a common five-tuple used to
distinguish individual flows. We respect this principle and
thus have separated the flows encapsulated in the same tunnel
based on the value of these elements. Apart from these key
elements the framework gives information about Time to Live
(TTL), encapsulated HOP limit, TCP flags and ICMPv6 type
and code, when present. Moreover, additional information
about tunnel type is provided, including Teredo header and
trailer types when present. The framework also newly supports
geolocation using MaxMind [12] GeolP database for both
outer and encapsulated addresses.

The data are collected from several observation points
located at the borders of CESNET network by passive probes;
see Fig.2. All measured lines are at least 10 Gbit/s and to-
gether transport about 80,000 flows/s during work hours, which
results in total traffic of 15.4 Gbit/s. We use IPFIXcol [15]
framework to collect the extended flow data over TCP and to
store them. New elements can therefore be defined and used
without any further difficulties or limitations.

The IPFIX data was collected over one week in January
2013 without use of any sampling. Table I shows the average
amount of traffic for all observation points. The total amount
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of stored data took approximately 2,485 GB of disk space. All
statistics presented below are based on flow count.

V. CHARACTERISTICS OF IPv4 TUNNEL TRAFFIC

In this section we describe characteristics of IPv4 traffic
containing IPv6 payload. The analysis is based purely on
information from IPv4 headers and extended flow data are only
used to accurately identify relevant flows. Three characteristics
that can give us insight into tunneled traffic are addressed.
Firstly, we describe TTL values of the various traffic sets, and
then we look into a geolocation aspect. Lastly, the basic flow
statistics are presented.

A. Frequency of TTL and HOP Values

We study the distribution of T7TL values of the observed
flows. It is known that some operating systems use specific
values, as shown in [6]. Microsoft Windows has the default
TTL set to 128. The value of 64 is mostly used by Mac OS X
and Linux devices, including devices running Android. We
expect that these operating systems form a majority and are
therefore the most significant. Fig. 3 shows the most frequently
used TTL values for IPv4 flows carrying IPv6 payload. The
TTL values are most frequent near the values set by OS
vendors and the frequency is decreasing rapidly in less than
ten hops. Therefore, we assume that most of the packets reach
their destination in less than 32 hops. Thus we classify the
flows according to their TTL numbers into four significant
groups. The Windows traffic seems to be the most frequent
one taking 60.3 % of the total, while Linux machines are not
present so often with only 23.8 %. Apart from the Windows
and Linux ranges, there are devices that set TTL to 255 and
32. Although the 255 are usually Cisco routers, in case of
tunneled traffic we observed that the 6to4 traffic from anycast
addresses have TTL set to 255 as well. The portion of the 255
range is 3.8 % and most of it originates from 6to4 relays. TTL
numbers 24 and 26 are dominant in the group of values from
1 to 32, which makes 12.2 % of the total number of flows. We
discovered that this is caused by a 6to4 tunnel that passes two
observation points. The tunnel is heavily used and causes a
large portion of tunneled traffic, which also affects other 6to4
measurements.

Overall, the TTL distribution of IPv4 traffic is different as
shown in Fig. 4. The Linux portion of the traffic is higher and
the TTL values of 32 and 255 are not as significant. A more
detailed examination of the flow records shows that this is
caused mainly by a high ratio of HTTP traffic. Even though
there are more clients using Windows operating system, most
of the web servers are based on Linux and therefore the
responses have TTL less than 64. The DNS protocol shows
similar characteristics except that the DNS traffic that we
observe at our metering points is mostly generated by recursive
domain name servers. Since the Linux DNS servers are the
most widely used, they significantly contribute to the traffic
generated by Linux machines.

IPv6 uses HOP limit instead of TTL. Fig. 5 shows HOP limit
distribution of native and decapsulated IPv6 traffic. Unlike
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Fig. 3: TTL value distribution of IPv4 traffic containing IPv6 payload
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Fig. 5: HOP value distribution of IPv6 traffic

[Pv4, the HOP limit of 64 is the most frequent. We assume that
Linux based machines use default HOP limit 64 and Windows
machines use default HOP limit 128. This setting can be
overridden by Stateless Address Autoconfiguration. Therefore,
clients in managed networks (e.g. universities) might have the
HOP limit set to different value, regardless of their operating
system. We verified this fact on several Linux and Windows
based machines. Due to significant share of HTTP(S) in IPv6
traffic, large portion of Windows traffic is expected. Since the
share of HOP limit 128 is negligible, we expect that common
HOP limit in observed IPv6 networks is set to 64.

B. Location of IPv4 and IPv6 Endpoints

The second characteristic that we evaluate is geolocation
aspect of the IPv4 and IPv6 traffic. We focus on data from
Telia link only, which connects the CESNET network to the
United States. This highlights the differences in geolocation
characteristics better. The statistics are computed separately
for the incoming and outgoing lines and are shown in Fig. 6.
The IPv4 is more symmetric since the country statistics for
both directions are similar. This is a normal behavior since
most of the requests initiate a response and the routes are also
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Fig. 6: Top 10 country distribution for native IPv4, IPv6 and
decapsulated IPv6 addresses

symmetric. The IPv6 have different properties. We discovered
that the addresses that cannot be geolocated are mostly link-
local addresses (fe80::/10) or local-link multicast addresses
(ff02::/16). Such addresses should not be routed at all, which
indicates that there are routers with erroneous IPv6 configura-
tion. This misconfiguration also causes the asymmetry of the
traffic, as such requests cannot be answered.

C. Duration and Size of Flows

The third group of characteristics is represented by flow
duration, number of packets per flow and packet size (bytes
per packet) statistics. For evaluation we employ empirical
complementary distribution function (CCDF). We use the
following formula to compute CCDF values:

n

F(x):P(X>x):1—%Zl{xi§x}

i=1

(1)

where 1{z; < z} is the indicator whether the event
{z; < x} has occurred or not. The CCDF function describes
how often the selected variable is above a particular level.
From all traces we filtered out four subsets of traffic: TCP or
UDP encapsulated traffic (TCP/UDP), all encapsulated traffic
(ALL), IPv6 native or decapsulated traffic (IPv6) and IPv4
traffic (IPv4). The subsets were chosen in order to compare the
tunneled traffic with other common traffic types. Further, for
each of the subsets and each of the characteristics CCDF has
been computed. Fig.7, 8 and 9 show the calculated CCDFs.

The majority of the flow duration of all subsets (Fig.7)
accounts for durations shorter than 10 seconds. The flow
durations longer than 10 seconds represent only 11% or
less. The TCP/UDP contains much fewer short duration
flows (TCP/UDP: 32.16 % < 0.01 sec.; ALL: 54.66 %; 1Pv4:
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Fig. 9: CCDF of packet size

59.84 %) which is explained by the absence of connection-
maintaining flows necessary for other subsets. We can observe
slightly increased frequencies of the flow duration between
7 and 11 seconds especially at TCP/UDP and ALL subsets.
Hence, the tunneled traffic generally contains fewer short
duration flows than IPv4 or IPv6 traffic.

The packets per flow distribution (Fig.8) suggests that
single packet flows form only 31.6 % in the case of TCP/UDP,
51.42 % in the case of ALL, 57.99 % and 55.82 % in other
cases. We expected tunneled traffic to behave in a similar
way as IPv6 traffic. Nevertheless, we can observe a vertical
shift between ALL and IPv6 CCDEF. This shift is caused
by single packet flows and it is caused by DNS traffic to
root DNS servers, which uses IPv6 protocol. The slope of
CCDF for TCP/UDP and ALL is higher than the slope for
other subsets, which states higher frequencies of certain packet
counts. In conclusion, the distribution of the packet counts of
the tunneled traffic is slightly different from the distribution
of the IPv4 and IPv6 traffic.

The last characteristic described by CCDF is packet size
(Fig.9). In the case of encapsulated traffic we consider the
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outer packet size including the encapsulation header. The ear-
lier study of the packet size distribution mentions a significant
difference between CCDFs of packet sizes. The authors of [4]
state that the distribution of IPv4 traffic fits a heavy-tailed
distribution, whereas IPv6 traffic does not. We expect the
tunneled traffic to have similar characteristics as IPv6 traffic,
and thus the CCDFs are expected to be similar, too. The Fig.9
shows some discrepancies in this hypothesis. The packets
larger than 400 bytes in the tunneled traffic represent only
5 %, while in the IPv6 the portion is still 15 %. Furthermore,
packets smaller than 70 bytes are not present in the tunneled
traffic, although they account for 26 % of IPv6. This is caused
by a shift of graph to a higher packet size given by the
encapsulation. The IPv4 header is usually 20 bytes long and in
case of Teredo there are another 8 bytes for the UDP header.
Even taking this shift into account there is still a noticeable
drop at size of 200 bytes which is caused by a high share of
ICMPv6 and BitTorrent control traffic.

VI. IPVv6 TUNNELED TRAFFIC ANALYSIS

In this section we focus on characteristics of encapsulated
IPv6 traffic for which we use the same data set as in Section V.
We show HOP limit statistics, detected Teredo servers and
geolocation characteristics. We discuss the most used TCP and
UDP ports inside the tunnels.

A. Distribution of HOP Limits

Fig. 10 shows HOP limit distribution for the encapsulated
IPv6 traffic. The main difference from the TTL (Fig.3) and
HOP limit (Fig.5) statistics is that the values here are dis-
tributed with much less entropy. The limits 21, 64, 128 and 255
are achieved and also the most frequent ones. This is caused
by the fact that most of the traffic never traversed the IPv6
network and the HOP limit was therefore never decreased.
In fact, when the values are lower, we can be reasonably
certain that the packets already traversed IPv6 network and are
heading towards the IPv4 destination. The value 21 is used for
Teredo bubbles by Windows 7 with Service Pack 1 and earlier.
The Teredo bubbles are used as a special mechanism for NAT
traversal, which is consistent with the fact that most of the
clients are behind a NAT. We can see that some packets reach
the value of the zero HOP limit, which is a known problem
when the HOP limit is set as low as to 21. The value of 255
is used for IPv6 neighbor discovery messages, so that when
host receives such packet with HOP limit lower than 255, the
packet is considered invalid [13].

B. Teredo Servers

There are two ways of detecting Teredo servers. Firstly, we
can look at the traffic using UDP protocol on port 3544, which
is a well-known Teredo port, and select the addresses that
communicate most often. The shortcoming of this approach is
that some other services might be using the Teredo port and
therefore the results might not be accurate. Since we are able
to decapsulate Teredo traffic, we can derive IPv4 addresses of
Teredo servers directly from Teredo IPv6 addresses. This way
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Fig. 10: HOP value distribution of encapsulated IPv6 traffic

we can even detect Teredo servers that are not communicating
directly through our observation points. Table Ila shows Top
10 servers that were discovered in the encapsulated IPv6
addresses. Using the WHOIS database we confirmed that a
majority of servers is operated by Microsoft, which is only
to be expected since Teredo is a Microsoft technology. The
most of Microsoft Teredo servers we identified are actually IP
addresses of “teredo.ipv6.microsoft.com”, which is the default
Teredo server name configured under Windows. The address
83.170.6.76 has a hostname indicating that it serves as a
Miredo server (Teredo implementation for Linux and BSD).
The last address belongs to CZ.NIC (Czech top level domain
operator), which is known to promote IPv6 deployment in the
Czech Republic and operates local Teredo and 6to4 servers.

Table IIb shows Teredo servers discovered as the most active
on Teredo port 3544. This way we detect only Teredo servers
that are establishing connections through our observation
points. We can see that most users use Teredo servers in the
United States or Great Britain to get IPv6 connectivity. This is
known to increase latency of such connections and therefore
we would recommend using local servers to Czech users, such
as the CZ.NIC servers.

C. Location of Tunnel Endpoints

The geolocation statistics of tunneled traffic are computed
for Teredo and 6to4. We use encapsulated IPv6 addresses to
determine the countries for each flow. Incoming and outgoing
traffic is taken separately just as in Fig.6. The statistics are
shown in Fig. 11. The tunneled traffic shows very different
geolocation characteristics compared to native and decapsu-
lated IPv6 traffic even though both are from the same link.
Most of the native and decapsulated IPv6 communication takes
place inside the EU, while large portion of tunneled traffic
communication is performed with the USA and Russia.

To identify applications that are using IPv6 connection pro-
vided by transition mechanisms, we created a list of the most
used encapsulated TCP and UDP ports. We observed several
ports that can be found both in the source and destination port
Top 10. The source and destination ports Top 10 represent
32.0 % and 40.5 % of the traffic respectively. The well-known
ports are - HTTP - 80 (0.85 % of traffic as source port, 5.61 %
as destination port), HTTPS - 443 (0.58 % and 1.48 %) and
DNS - 53 (1.49 % and 1.48 %). Among the most frequent ports
are ports 49001 (15.96 % and 9.91 %) and 51413 (10.12 % and
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Server IP  Ratio Owner Country
65.55.158.118 28.33% Microsoft UsS
94.245.121.253 2798 % Microsoft GB
157.56.149.60  26.49 % Microsoft US
157.56.106.184 10.18 % Microsoft US
94.245.115.184 6.41% Microsoft GB
83.170.6.76 0.04%  B. Schmidt DE
170.252.100.131 0.01 % Accenture US
94.245.127.72  0.01 % Microsoft GB
94.245.121.251 0.01 % Microsoft GB
217.31.202.10 0.01 % CZ.NIC CZ
(a) Based on Teredo IPv6 addresses
Server IP Ratio Owner Country
94.245.121.253  43.24%  Microsoft GB
65.55.158.118 1891 % Microsoft usS
157.56.149.60 17.86%  Microsoft US
94.245.115.184  10.00 % Microsoft GB
157.56.106.184  6.50 % Microsoft US
94.245.121.254  0.72% Microsoft GB
94.245.115.185 0.22% Microsoft GB
65.55.158.119  0.18% Microsoft uUS
83.170.6.76 0.18%  B. Schmidt DE
157.56.149.61 0.17 % Microsoft US

(b) Based on UDP port 3544

TABLE II: Top 10 discovered Teredo servers
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Fig. 11: Top 10 country distribution for encapsulated IPv6 addresses

16.07 %) which are used by BitTorrent clients (namely Vuze
and Transmission). We discovered that these ports are heavily
used within the 6to4 tunnel as mentioned in Section V.

VII. EVALUATION OF IPV6 ADOPTION

In this section we describe the deployment of the IPv6
protocol with respect to tunneled traffic. The overall statistics
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of IPv6 and tunneled traffic are mentioned. We provide a
historical comparison to our previous measurement [7].

The network activity shows the correlation with human ac-
tivity. Both IPv6 and tunneled traffic are considerably smaller
during the weekend than during week days. As for the IPv6
traffic, the increase of traffic volume starts at 6 AM, reaches
the peak around 11 AM and holds the high level till 4 PM.
Then the traffic steadily decreases and reaches the minimum at
3 AM the next day. The tunneled traffic shows slow increase
that starts at 6 AM and peaks around 6 PM. The decrease
begins at 10 PM and reaches the minimum at 5 AM the next
day. The possible cause of this shift from the IPv6 diurnal
pattern is the fact that the tunneled traffic is widely made by
BitTorrent clients.

We measured the tunneled traffic back in 2010 on three
CESNET border links to SANET, PIONIER and NIX. We
found that the tunneled IPv6 was responsible for 1.5 % of total
flows, which is the same share as we measured today. But
the relative amount of bytes transferred has almost doubled

from 0.66% to 1.28% of total bytes today. The share of

the native and decapsulated IPv6 was only 0.10% (0.21 %
of bytes) compared to 3.39 % (4.42 % of bytes) today. The
known services by port (HTTP, HTTPS and DNS) had a share
less than 1% of total flows. Today’s share of these services
is significantly higher (see Section VI). The measurements
show that the overall usage of both tunneling IPv6 transition
mechanisms and native IPv6 has been raising.

We distinguish between the encapsulated and decapsulated
tunneled traffic, as mentioned in Section III. The decapsulated
tunneled traffic is included in the measured IPv6 traffic. When
we filter out the decapsulated Teredo and 6to4 traffic, they ac-
count together for 5.91 % of the measured IPv6 traffic. Teredo
traffic takes part of 83.13 % of the decapsulated tunneled traffic
and 6to4 16.87 %. Hence we should not consider all measured
IPv6 traffic as native IPv6 traffic.

The main contributor to tunneled traffic was Teredo with an
occurrence of nearly 89 % followed by 6to4 with over 11 %,
therefore the relative amount of 6to4 traffic has increased.
We then detected the use of 13 Teredo servers compared to
53 today. The complete list of the detected servers can be
downloaded at the project web page [8].

VIII. CONCLUSION AND FUTURE WORK

In this paper we have taken a detailed look at the IPv6
transition mechanisms. We have provided an improved version
of our tool for investigating IPv6 tunneled traffic. Considerable
progress has been made with regard to understanding tunneled
traffic behavior, especially concerning Teredo and 6to4 traffic.
The results of this paper suggest that encapsulated traffic
differs from IPv4 and IPv6 in several characteristics including
TTL values, geolocation aspect and flow duration. Moreover,
we have provided the list of Teredo servers and described the
evolution of IPv6 adoption.

This paper is the first step towards enhancing our under-
standing of encapsulated IPv6 traffic. We hope that our find-
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ings will be beneficial as a background to additional research
into IPv6 transition mechanisms. To further our research we
are planning to carry out an in-depth analysis of tunneled IPv6
traffic concerning the security matter. To be able to handle
security incidents, the security threats will be identified and
detection methods will be developed. Since our results are
encouraging, they should be validated on other large-scale
networks. On a wider level, research is also needed to evaluate
the contribution of the IPv6 transition mechanisms to the IPv6
adoption.
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