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Abstract—The rapid growth of IPTV services and the resulting
increase in traffic volumes is raising concerns over energy
consumption. In this paper we propose to save energy by shifting
particular IPTV traffic from power-hungry electronic routing
to greener optical switching. The traffic profile of IPTV results
in such a hybrid switching approach to allow both energy and
bandwidth efficiencies. To achieve this goal we designed a novel
protocol that allows the use of optical bypass in IPTV networks.
By means of a trace-driven analysis of a large dataset we demon-
strate the energy efficiencies obtained to be substantial, reaching
power savings of over 40% under normal load conditions. This
result represents a four-fold increase in energy efficiency when
compared with recent proposals.

I. INTRODUCTION

The past few years have witnessed the rapid roll-out of
IPTV services. IPTV has been launched by major service
providers worldwide [1] and its popularity is on the rise. Ac-
cording to the most recent report from Digital TV Research [2],
in the period from 2011 to 2013 the number of IPTV customers
has increased from 36 to over 90 million, and is expected to
reach 191 million by the end of 2020.

IPTV is a resource intensive service with stringent quality
of service requirements. Each video stream is encoded at a bit
rate that can vary from around 4Mbps (SDTV) to 20 Mbps
(HDTV). In the future this figure may increase by one or two
orders of magnitude, with the advent of ultra high definition
video standards (4K, UHDTV). Besides the resulting increase
in bandwidth requirements, the number of TV channels offered
is also expected to grow. Current IPTV operators already
offer near one-thousand TV channels [3] to its customers.
But recent trends anticipate the likely growth of the number
of TV channels in the near future. Narrowcasting services –
broadcasting to a very small audience [4] –, for example, are
growing in importance.

The increase in bandwidth required to support an increasing
number of users and of TV content has led to concerns about
the energy consumed by the infrastructure. Various studies
have highlighted the effects of GreenHouse Gases (GHG)
emissions and their consequences on climate change [5] and
on the economy. ICT represents an important source of energy
consumption and of GHG emissions, with 37% of the total ICT
emissions due to the network infrastructure [6].

In this paper we focus our attention in the energy consump-
tion of traditional (push-based) linear TV over IP networks. In
this type of system TV programs are broadcast on the different
channels according to a known schedule (content is therefore

pushed to users). This type of service is fundamentally differ-
ent from pull-based approaches such as time-shifted TV1 or
VoD. Linear TV broadcasts do not have the natural scaling
properties of time-shifted TV [7], increasing the challenge
of improving the efficiency of these networks. For instance,
the intrinsic nature of linear TV services precludes the use of
energy optimisation approaches based on caching techniques,
as recently-proposed for time-shifted TV [7], [8]. Alternative
techniques are therefore needed.

Today, IPTV systems2 are inefficient. In current deploy-
ments all TV channels are distributed to all local routers,
despite particular channels having no viewers at particular
time periods. Considering this inefficiency problem, we have
proposed a scheme [9] – selective pre-joining – where only
a selection of TV channels is distributed in the network,
instead of all. We have shown, based on real data, that by
using this scheme it is possible to save bandwidth and energy
while affecting a very small number of channel switching
requests. For instance, we have demonstrated that if core
routers pre-joined only the channels that have viewers the
effect in the quality of service would be residual (less than
0.1% channel requests would be affected) while achieving
important efficiency gains.

In this paper we propose to go further in terms of energy-
efficiency by following a different approach. The technique
we propose is based on the introduction of optical switching
in the network. The rationale is the fact that optical switch-
ing techniques are more energy-efficient than their electronic
counterpart [10]. In particular, we assess the opportunities for
performing optical bypass in IPTV networks, and propose a
novel protocol for this purpose. With optical bypass, traffic not
destined for a given network node is not processed electroni-
cally by that node. This traffic is all-optically switched.

By avoiding electronic processing and performing optical
switching instead, energy savings are to be expected. We
demonstrate in this paper this hypothesis to be true. For
this purpose, we evaluated our protocol by means of trace-
driven analyses using a dataset from an operational IPTV
service provider. The dataset scales up to 150 TV channels, six
months, and 255 thousand users. We demonstrate that by using
the proposed scheme IPTV service providers can significantly
reduce the energy consumption of their networks. For instance,
for normal traffic load conditions our proposal presents a
four-fold increase in energy-efficiency when compared with
selective pre-joining [9].

1On-demand access to previously broadcast TV content, also known as
catch-up TV.

2We will henceforth use IPTV to refer to linear TV services distributed over
an IP network.ISBN 978-3-901882-83-8 c� 2016 IFIP
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II. BACKGROUND

A. IPTV networks

A traditional “walled garden” IPTV network can be split
logically into three main domains – the access network, the
metropolitan network, and the IP network. The IP network
usually has a two-level, hierarchical structure [11]: the regional
network (sometimes called edge) and the core (Figure 1).
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Fig. 1. IPTV network

In an IPTV system, live TV streams are encoded in a
series of IP packets and delivered through the network to
the residential broadband access network. The core network
comprises a small number of large routers in major population
centres. The core routers are often highly meshed, with high-
capacity WDM fibre links interconnecting them. In the regional
network, routers are normally lower-end routers with high port
density, where IP customers get attached to the network. These
routers aggregate the customer traffic and forward it toward
the core routers. The metro network serves as the interface
between the regional network and the access network. The
access network connects each home to one of the edge switches
in the provider’s network. There is a wide variety of access
technologies: from ADSL (Asymmetric Digital Subscriber
Line) to fibre-based solutions (FTTx). Inside the household,
a residential gateway connects to a modem and one or more
Set Top Boxes (STBs). Finally, each STB connects to a TV.

The TV channels are distributed from the TV head-end
to edge nodes (DSLAMs in Figure 1) through bandwidth-
provisioned multicast trees. Current networks use static IP
multicast within a single network domain. By static multicast
we mean all receivers are known beforehand, and no new group
members are allowed to join – we have a static set of receivers
for all TV content. Again referring to Figure 1, this means all
DSLAMs join all multicast groups (thus receive content from
all TV channels). This occurs despite the fact that particular
channels have no viewers at particular time periods [9].

B. Core optical IP networks

An optical IP network can be seen as being made up of
two layers, the IP layer and the optical layer. This is shown
in Figure 2. In the first generation of optical networks, all
the lightpaths incident to a node had to be terminated, i.e.,
all the data carried by the lightpaths would be processed and
forwarded by IP routers. This is represented in the figure
by lightpath 1. This wavelength is OEO (Optical-Electrical-
Optical) converted at each node. In contrast, the new genera-
tion of optical networks includes elements such as the Optical
Cross Connect (OXC) which allow some lightpaths to bypass
the node. This approach allows IP traffic whose destination is
not the intermediate node to directly bypass the intermediate
router via a cut-through lightpath. This is represented by
lightpath 2. This wavelength bypasses all nodes.
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Fig. 2. Optical network employing optical bypass techniques

Several researchers have pointed out that optical bypass
technology is one important method to reduce the power con-
sumption of IP networks [10], [12], [13]. This technique can
save energy because it can reduce the total number of active
IP router ports, and these play a major role in the total energy
consumption of an optical IP network [13]. Shifting traffic
from power-hungry routers to low-power optical switches by
means of optical bypass is therefore an effective technique to
save energy in optical networks.

III. OPTICAL BYPASS OF POPULAR TV CHANNELS

With the goal of reducing energy consumption, in this
paper we consider the introduction of energy-friendly optical
switching techniques in the core of optical IPTV networks.
In particular, we propose the introduction of optical bypass.
With optical bypass traffic not destined for a given IP router is
placed onto a wavelength that is not processed by that router.
Instead, this traffic is all-optically switched. Due to the circuit-
switching nature of optical networks, however, only long-lived
flows can be considered realistic targets for optical bypass.

Conveniently, some IPTV traffic is in this category. Some
TV channels are very popular, having viewers everywhere in
the network, at any particular time. Optically switching such
long-lived flows can therefore be advantageous energy-wise.
Other less popular and niche channels have periods without
any viewers in particular locations, so it is wasteful to dis-
tribute them continuously everywhere. The dynamic nature of
electronic packet-switching nodes is therefore ideal to switch
this type of traffic. This guarantees the network is bandwidth
efficient, by allowing these TV channels to be quickly removed
from or added to the network as needed.
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A. Protocol for optical bypass in IPTV

Considering the above, we propose a protocol to be used
in the core of IPTV distribution networks, blending electronic
routing with all-optical switching. We assume the network
core to be composed of hybrid nodes, each including a
multicast-capable WDM optical cross connect (OXC) and a
multicast-enabled IP router, as illustrated in Figure 2. The
inclusion of the OXC between the input ports and the router
allows optical bypass to be performed. We further assume
these nodes to be GMPLS-capable. A unified control plane
such as GMPLS allows the integration of optical circuit-
switching techniques with electronic packet-switching. The
main idea of the scheme is for popular TV channels to be
all-optically switched (switched at the optical layer), while the
rest are electronically routed (switched at the IP layer). The
network distributes the two different groups of channels in two
(disjoint) sets of wavelengths. The wavelengths from one set
optically bypass the nodes, whereas the other wavelengths are
sent to the routers for processing. We restrict the use of the
proposed scheme to the optical network core, as this is the
only location where it is realistic to assume the presence of
OXC equipment in the medium-term.

Algorithm 1 Processing at the IPTV source
1: while true do
2: sleep(�⌧ )
3: send to core-reg nodes(ACTIVE CHANNELS REQ)

{Wait until all requests are received...}
4: CPop ALL TV CHANNELS
5: CNonPop ;
6: for i = 1 to NUMBER OF NODES do
7: CPop CPop \ActiveCh[i]
8: end for

{CPop now includes all popular TV channels}
9: for i = 1 to NUMBER OF NODES do

10: CNonPop CNonPop [ (ActiveCh[i] /2 CPop)
11: end for

{CNonPop now includes the other TV channels with
viewers}

12: �o  [Wavelengths filled with CPop channels]
13: �e  [Wavelengths filled with CNonPop channels]
14: send to all nodes(SWITCH CHANGE REQ, �o, �e)
15: end while

Algorithm 2 Processing at each core-regional node
1: while true do
2: MESSAGE = msg rcv from source()
3: if MESSAGE == ACTIVE CHANNELS REQ then
4: ActiveCh get(McastFwdTable)
5: send to source(ActiveCh)
6: end if
7: end while

The protocol for optical bypass in IPTV networks consists
of three algorithms. Algorithm 1 runs at the IPTV source,
Algorithm 2 runs at core-regional nodes (Figure 1), and
Algorithm 3 runs at the core nodes (including core-regional
ones). The details of the proposed protocol follows.

Step 1. After a specified time interval, �⌧ , the source
transmits a message requesting all hybrid core-regional nodes

Algorithm 3 Processing at each core node
1: while true do
2: MESSAGE = msg rcv from source()
3: if MESSAGE == SWITCH CHANGE REQ then
4: for all � 2 �o do
5: switch optically(�)
6: end for

{Wavelengths in the set �o are optically bypassed}
7: for all � 2 �e do
8: route electronically(�)
9: end for

{Wavelengths in the set �e are sent to the router}
10: end if
11: end while

to submit their active channels (algorithm 1, lines 2-3). An
active channel is a channel for which there is at least one
viewer. This message sent by the source serves as a trigger
for all core-regional routers to send this information back to
the source as soon as possible. Considering that all nodes are
GMPLS-capable, this information can be sent as a TE Notify
message. RSVP-TE Notify messages were added to RSVP-TE3

to provide general event notification to nonadjacent nodes.
Step 2. Each regional-core node then sends information on its
active channels to the IPTV source. As the active channels
are those being distributed by the regional-core router to its
region, the multicast forwarding table of this router contains
a line with their multicast group addresses and the interfaces
used to forward packets to. The information requested can thus
be easily retrieved and sent back to the source (algorithm 2,
lines 3-6). Again, an RSVP-TE Notify message can be used.
Step 3. Once the source receives these sets from all routers, it
checks which TV channels should be optically switched (the
popular ones), and which should be electronically routed (the
remainder channels with viewers). The popular channels are
those which have viewers everywhere. Their multicast group
addresses are present in the multicast forwarding tables of
every core-regional router. The intersection of all sets received
by the source thus results in a new set with the list of popular
channels4 (algorithm 1, lines 6-8). The union of the active
channels of each set which are not popular results in a set
with the non-popular TV channels (algorithm 1, lines 9-11).
Step 4. The TV channels are distributed, from the source,
in two distinct sets of wavelengths: �o and �e. The popu-
lar channels are distributed using N different wavelengths:
�o = N⇥�. The others are sent in a disjoint set of M different
wavelengths: �e = M⇥�. The number of wavelengths in each
set depends on the number of TV channels and its bit rate, and
on the capacity of each wavelength. The IPTV source decides
the composition of each set of wavelengths and informs all
core nodes of its decision (algorithm 1, lines 12-14). This
information can be sent in the form of an RSVP-TE PATH
message. This is one of the messages used to allocate resources
in the network. In multicast scenarios, only one PATH message

3As its name implies, the Resource Reservation Protocol - Traffic Engineer-
ing (RSVP-TE) is an extension of the resource reservation protocol (RSVP)
for traffic engineering, and is used as part of the GMPLS control plane for
this purpose.

4We are abusing the term “popular” in this paper. If one TV channel has
a single viewer in each region then it is included in the popular set. We use
this term to ease the understanding of the scheme.
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needs to be sent to multiple receivers, thus conserving network
bandwidth.
Step 5. Each core node then sets up its switching state to
optically switch the �o group (these wavelengths will therefore
optically bypass the routers), and electronically route the �e

group (algorithm 3, lines 3-10).

IV. METHODOLOGY AND DATASET

The research community working on IPTV systems has
relied upon hypothetical user models which are sometimes
different from reality and can lead to incorrect estimation
of system performance. Constant-rate Poisson models are
generally used as workload model for these systems. Exam-
ples include [14], [15], among several others. Unfortunately,
these models does not capture IPTV user behaviour well. For
instance, users switch channels more frequently than these
simple models predict. This fact was proved by Qiu et al. [3].
The authors made a comprehensive analysis of real data from
an operational nationwide IPTV system (AT&T) where they
show that the simple mathematical models generally used are
not good. Faced with this concern, the solution we propose in
this paper is evaluated by means of trace-driven analysis of a
large dataset from an IPTV provider.

The analysis of our dataset led us to the same conclusions
as in [3]. In Figure 3 we exemplify one of the problems
of using a simple Poisson distribution as a mathematical
model to represent the behaviour of IPTV users. The figure
presents the Cumulative Distribution Function of the number of
channel switches during one-minute periods (a zapping period,
according to [1]). The analysis was done on the entire dataset
we describe in Section IV-A. In the figure we compare the
empirical data with a Poisson distribution with parameter �

equal to 1.948 (the one that fits better the empirical data).
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Fig. 3. Number of channel switches in zapping mode

As can be seen, the Poisson model is conservative in
terms of the number of channel switches a user performs
during zapping periods. For example, the probability of a user
making five channel switches or more in a one-minute period
is negligible when using the Poisson distribution. But in fact
by observing the empirical data one can conclude that there is
a 20% probability of a user switching channels five times or
more during a zapping period.

A. Dataset

We obtained a collection of IPTV channel switching logs
from an IPTV service offered by an operational backbone

TABLE I. DATASET STATISTICS

Trace duration 6 months
Number of users 255 thousand
Number of DSLAMs 680
Average number of daily channel switching events 13 million
Size of the dataset 700 GB

provider. This is a commercial, nationwide service, offering
150 TV channels over an IP network. The access links
use ADSL technology and the network is composed of 680
DSLAMs distributed along 11 regions. To give an idea of
the scale of the dataset, the 700GB trace spans six months
and records the IGMP messages on the channel changes of
around 255 thousand users. The number of daily channel
switchings clocks 13 million on average. Table I summarises
these statistics.

B. Validation of the dataset

To assure the representativeness of our dataset and the
evaluation that ensues, we compared the results from Qiu et
al [3] with the results from the analysis of our dataset (the two
datasets are from different IPTV services offered in different
countries). For validation we analysed the number of online
users during the course of representative weeks, and found
the same very strong diurnal patterns as Qiu et al. [3]. We
also examined the long term distribution of channel popularity
and found the same high skewness of popularity, which can
be modelled using Zipf-like distributions. Finally, we also
conclude that IPTV users switch channels very similarly in
both studies. By analysing the entire dataset we observed that
55% of all channel switching was linear, up or down to the
next or previous TV channel (in constrast to more targetted
switching). Qiu et al. [3] reported 56% in the AT&T dataset.
The full detail of this validation is out of scope of this paper.
We leave an in-depth analysis as future work.

V. EVALUATION

For the reasons explained before, the scheme we propose
is evaluated by means of a trace-driven analysis. The IPTV
trace detailed in Section IV-A is used as input to the analysis
performed. All results we present next arise from the analysis
of the entire data set (6 months, 255 thousand users). The
evaluation is threefold. First, we investigate the scalability of
the protocol. Second, we analyse the opportunities for optical
bypass when running the proposed protocol in the network
under study. Finally, we analyse the impact the use of this
protocol has in power consumption of the IPTV network.

A. Scalability

For a network protocol to be scalable it is important that
it does not impose a significant processing overhead to the
network nodes and that it does not add a great amount of
signalling traffic to the network. By guaranteeing a relatively
long update interval for the control information (the �⌧

variable in the proposed protocol) it is possible to guarantee a
low overhead to the nodes and to the network as a whole. On
the other hand, to assure the best performance it is important
that the network state5 is consistent with network usage (in this

5In this context, the network state consists of the wavelength switching
configuration at each node, and the set of TV channels transported in each
wavelength group, �

o

and �
e

.
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particular case, it should reflect channel popularity). Having a
short update interval marries with this objective.

It is known that channel popularity is relatively stable over
short time frames, and that it becomes more dynamic when
longer time frames are considered [16]. Regular updates may
therefore not be needed. We analyse the henceforth called
TV channel churn rate in the 11 core-regional nodes of this
network to attest this. We compare the active TV channels at
time ⌧ with the active channels at time ⌧ +�⌧ , for different
values of �⌧ . The number of channels that are different
between the two sets in two consecutive periods is the TV
channel churn rate. The results are shown in Figure 4, for each
region, and for five values of �⌧ . The median of the channel
churn rate over the whole period of the trace (6 months) is
presented, with the lower and upper error bars representing
the 5th- and 95th-percentile, respectively.

Region 11
Region 10
Region  9
Region  8
Region  7
Region  6
Region  5
Region  4
Region  3
Region  2
Region  1

Region 11
Region 10
Region  9
Region  8
Region  7
Region  6
Region  5
Region  4
Region  3
Region  2
Region  1

Region 11
Region 10
Region  9
Region  8
Region  7
Region  6
Region  5
Region  4
Region  3
Region  2
Region  1

Region 11
Region 10
Region  9
Region  8
Region  7
Region  6
Region  5
Region  4
Region  3
Region  2
Region  1

Region 11
Region 10
Region  9
Region  8
Region  7
Region  6
Region  5
Region  4
Region  3
Region  2
Region  1

●
●
●
●
●
●
●
●
●
●
●

●
●
●
●
●
●
●
●
●
●

●

●
●
●

●
●
●
●
●
●
●

●

●
●
●

●
●
●

●
●
●
●

●

●
●
●

●
●
●

●
●

●
●

●

∆T=30 sec
∆T=15 m

in
∆T=1 hour

∆T=6 hours
∆T=1 day

0 5 10 15 20 25 30 35
TV channel churn rate

Fig. 4. TV channel churn rate for all eleven regions, for five values of the
update interval

By analysing the results in Figure 4, we conclude that
the churn rate is usually quite low, particularly for values
of �⌧ below 1 hour. A long update interval of 15 minutes,
for instance, seems a good compromise. It does not represent
a significant overhead to the network, while at the same
time guarantees that the network state changes with channel
popularity dynamics.

B. Opportunities for optical bypass

The protocol proposed divides the TV channels into three
groups: the popular channels, the unpopular channels, and
the channels without viewers. The channels from the former
group optically bypass the routers. Those from the second
group are sent for the router for electronic processing. Finally,
those from the latter group are not distributed by the IPTV
source (when a user switches to a channel without viewers a
request is sent to the source for its quick distribution and the
channel becomes part of the group of unpopular channels). To

understand the opportunities for optical bypass in the core of
the IPTV network, we need to quantify how many channels
would be included in each group, at regular intervals. For
this purpose, we retrieve the number of channels in each set
(popular, unpopular, and channels with no viewers), for the
entire trace. We consider for the analysis an update interval
equal to 15 minutes, for the reasons explained above. This is
the periodicity with which we retrieve the number of channels
in each set. In Figure 5 we present the results obtained
(median, 5th-, and 95th-percentile) from the analysis of the
entire dataset.
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Fig. 5. Average number of TV channels that are optically bypassed,
electronically routed and not distributed, respectively

We start the analysis from the bottom of the figure. On
average, one fifth of the TV channels do not need to be
distributed by the IPTV source. Recall that not distributing this
traffic has a negligible impact on the service [9]. The remaining
80% TV channels are distributed to the network core. Around
50% of the TV channels can be optically bypassed. This means
that, on average, at any one time, half of the channels have
at least one viewer in each region. The number of channels
requiring electronic processing can thus be reduced to around
30%.

C. Impact on energy consumption

After understanding that by using the proposed protocol
there are clear opportunities to introduce optical bypass in
IPTV networks we now analyse the impact this has on energy
consumption. By employing this technique energy savings are
expected for two reasons. First, some traffic flows (the popular
TV channels) bypass some routers. This reduces the number
of bits requiring electronic processing, thus avoiding energy-
expensive OEO conversions, buffering, and forwarding table
lookups. The work is shifted to optical switches, which are
at least two orders of magnitude more energy efficient when
compared to its electronic equivalent [10]. Second, as TV
channels without viewers are not distributed, network load is
reduced and even less bits require electronic processing in the
routers.

1) Selective pre-joining in core optical networks: Before
presenting results from our proposal, we return to the scheme
proposed in [9], selective pre-joining, and use it as our base-
line. However, we consider an optical network scenario, which
was not considered by the original study. As in this work we
consider a core optical network, we need to integrate the power
consumption of the optical layer components into the model.
This will allow a fair comparison with the proposal made by
Ramos et al. [9]. In fact, this refined model will reinforce the
effectiveness of selective pre-joining.

Several factors affect the power consumption of a core
network node [17]. First, the base chassis power. This is the
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TABLE II. LINECARD POWER PROFILE

Energy component and description Estimate from [18].
Power consumed by unconnected linecard card (Pc) 6.936 W
Power consumed per connected Ethernet port (PE ) 1.102 W
Per-packet processing energy (Ep) 197.2 nJ
Per-byte energy (Eb) 3.4nJ

power to maintain the chassis on. It is a fix amount independent
of load, including the power consumed by components such
as fans, memory, etc. Second, the number of active linecards.
A linecard is the electronic circuit that interfaces with the
network. Third, the number of active ports in each linecard.
Fourth, port capacity. This is the line rate forwarding capacity
of individual ports. Fifth, port utilisation. This is the actual
throughput flowing through a port, relative to its capacity.
Sixth, power consumption of the transponders. In optical net-
works, associated with each wavelength (port) is a transponder
(OEO converter), as was shown in Figure 2. The transponder
interfaces the router to a fibre optic cable. Its main function
is to perform the required OEO conversions. Considering this,
the power consumption model is presented in Equation 1.

P = Pch +
LX

i=0

Pli +KTPT (1)

In this equation Pch refers to the power consumption of the
chassis. L is the number of linecards that are active, and Pli is
the power consumption of linecard i. The power consumption
of each linecard is calculated based on the model proposed by
Sivaram el al. [18] for a NetFPGA card, and is presented as
Equation 2. By using a high-precision hardware-based traffic
generator and analyser, and a high-fidelity digital oscilloscope,
the authors devised a series of experiments allowing them to
quantify the per-packet processing energy and per-byte energy
consumption of such linecard.

Pl = Pc +KPE +NIEp +REb (2)

In this equation Pc is the constant baseline power con-
sumption of the NetFPGA card (without any Ethernet ports
connected); K is the number of Ethernet ports connected; PE

is the power consumed by each Ethernet port (without any
traffic flowing); NI is the input rate in packets per second
(pps); Ep is the energy required to process each packet; R is
the traffic rate in bytes per second (we assume the input rate is
equal to the output rate); Eb is the total per-byte energy (this
includes the energy required to receive, process and store a
byte on the ingress Ethernet interface, and the energy required
to store, process and transmit a byte on the egress Ethernet
interface). The inputs to this model are presented in Table II,
again based on the measurements reported in [18].

Finally, returning to Equation 1, KT is the number of
transponders (one per port) and PT is the power per transpon-
der. Every time a new port needs to be turned on, a new
transponder is also activated. We assume the power consump-
tion for each transponder to be 73 W, based on Alcatel-Lucent
WaveStar OLS 1.6T ultra-long-haul systems [19]. This figure
has been used in related work [13], [20].

For evaluation we consider the three scenarios presented
in Table III: 150SD, an IPTV service offering of 150 SDTV

TABLE III. DESCRIPTION OF THE THREE SCENARIOS

Scenario Media format Bit rate TV channels Bandwidth savings
150SD SDTV 4 Mbps 150 0.3 Gbps
700HD HDTV 20 Mbps 700 7 Gbps
3kUHD 4K 200 Mbps 3000 300 Gbps

channels; 700HD, 700 HDTV channels; and 3kUHD, 3000
UHDTV channels. The first two scenarios represent current
IPTV service offerings, whereas the latter is a futuristic sce-
nario. For the first scenario, we assume a router with four
linecards with 4x1Gbps Ethernet ports each. For the second
scenario we scale up the node to sixteen linecards of the
same type, for it to be able to handle the increased aggregate
throughput. The capacity of each node is now assumed to
be equal to 64Gbps. The capacity of the nodes of the third
scenario has to scale up to the Tbps range. We assume fourteen
4x40Gbps linecards for an aggregate capacity of 2.2Tbps. This
is a different type of linecard from the one measured by
Sivaram et al. [18]. We therefore assume a 4x40Gbps linecard
presents the same power profile as fourty 4x1Gbps.

The results we present first illustrate the relative power
savings of using the selective pre-joining scheme as a factor of
the baseline traffic load, according to equation 3. The baseline
traffic load is the load of a node that does not use the scheme.
This load obviously includes IPTV traffic.

P (baseline)� P (selective joining)

P (baseline)
⇤ 100 (3)

In Equation 3, P (baseline) is the power consumption at
baseline traffic load, whereas P (selective joining) is the
power consumption when using the proposed scheme (a lower
value due to the decrease in IPTV traffic). In the figures we
present results for baseline load values varying from 25% to
75%.

In accordance to the results presented in the previous
section (Figure 5), we assume that only 20% of the channels
are not distributed to the core. The results we present in Figure
6 thus correspond to a reduction of IPTV traffic in the network
core to 80%. In this figure the lines labeled (IP only) are the
results without considering optical components in the power
consumption model (as per [9]), whereas (IP + opt) are the
results using our augmented model, considering the optical
transponders.
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Fig. 6. Power savings of using the selective pre-joining scheme proposed by
Ramos et al [9] considering an optical IP network (core network)
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As can be seen, by considering the optical ports the
results change significantly. The main reason is the fact that
the transponders are power-hungry equipment. This results
in an increased advantage in using the selective pre-joining
scheme in some scenarios, as reducing traffic load decreases
the number of active transponders. It is particularly relevant to
mention scenario 700HD, which is typical in current networks
(this scenario is based on AT&T’s IPTV service offering [3]).
The use of the scheme proposed in [9] increases the power
savings to around 10% under normal traffic loads [11] when
we consider optical components.

One aspect that deserves explanation is the lines in the plots
not being completely smooth (the little “steps”). This is partic-
ularly evident in the first two scenarios, 150SD and 700HD.
The reason is that the x-axis represents the baseline traffic load
in the node (without selective pre-joining), while the power
savings arise from the new traffic load (with selective pre-
joining) being lower. The power saving peaks that appear in the
graph represent transition points, when a particular event that
increases significantly the energy consumption occurs: when
an additional linecard needs to be turned on or the activation of
another transponder (as this component consumes more power
than a linecard, the peaks are more pronounced). For instance,
in the 150SD (IP only) scenario there is a peak precisely in
the middle of the plot. This is because a 50% load in that
scenario represents a data rate equal to 4Gbps. At this point, the
network node has to turn on a new linecard (recall that we are
assuming 4x1Gbps linecards). With selective pre-joining the
network load would be lower than the baseline traffic load, a
bit under 4Gbps. So the linecard does not need to be turned on
yet. While the traffic load does not increase over that transition
point the proposed scheme therefore presents a higher-than-
average power saving advantage. In the 700HD scenario the
same occurs, but more frequently. This is due to the fact that
in this scenario the network nodes have eight times more
linecards, so the effect occurs eight times more than in the
150SD case. A similar effect occurs in the futuristic scenario.
But, as the baseline power consumption is much higher than
in the first two, the bumps are less pronounced, and are hence
imperceptible in the figure.

We now turn to the line in the plot we have not mentioned
yet: 3kUHD_ep. As is well known, current network equipment
is not energy proportional [21]. The baseline power (from
maintaining the chassis powered on) is very high and is,
by a large margin, the main component of router power
consumption. In the future it is expected network equipment to
increasingly present a more energy proportional profile, so in
the plots we also include, for the futuristic scenario 3kUHD,
the situation where all routers are energy-proportional (EP)
(3kUHD_ep). As can be observed, using the selective pre-
joining scheme leads to a higher relative gain considering that
different starting point in the analysis (i.e., the use of EP
routers).

2) Energy consumption model of the hybrid nodes: To
quantify the energy savings achieved by introducing optical
bypass in an optical IPTV network, in this section we construct
a power consumption model of the hybrid node of our solution.

Three factors affect the power consumption of a hybrid
node. First, the power consumption of the router. Second, the
power consumption of the OXC. Third, the power consumption

of the OEO converters (transponders). Note that in this analysis
we do not consider the power consumption of other optical
equipment that is necessary in an optical network, such as the
optical amplifiers, multiplexers and demultiplexers. Previous
work [13], [12] has shown that switching equipment and
transponders (OEO converters) are the main contributors for
power consumption of optical IP networks (responsible for
over 97% of total power consumption according to [13]), so
we consider switching equipment and OEO converters only.
Based on these three variables, we use the following model
for the power consumption P of a hybrid node:

P = PR + POEO + POXC (4)

In Equation 4 PR is the power consumption of the router,
POEO is the power consumption of the OEO converters
(transponders), and POXC is the power consumption of the
optical cross connect. For PR + POEO we use the model
represented by Equation 1. The power consumption of the
OXC is given by Equation 5.

POXC = KopPop (5)

In this equation, Kop is the number of input/output optical
switch ports and Pop is the power per input/output switch
port. We assume the OXC switching fabric to be based on
micro-electro-mechanical systems (MEMS [22]). In a MEMS
optical switch, a micro-mirror is used to reflect a light beam.
The direction in which the light beam is reflected can be
changed by rotating the mirror to different angles, allowing the
input light to be connected to any output port. These MEMS
have switching times of the order of milliseconds or hundreds
of microseconds and for this reason can be used only for
slow switching (i.e., circuit switching). For faster switching
Semiconductor Optical Amplifiers (SOAs) could be used. But
as MEMs consume less power [23], and as the OXC is not to
be used for fast switching, MEMS are the option we consider
here. We assume 3D-MEMS [24] in particular. The power
per input/output switch port of the OXC corresponds to the
power consumption for its continuous control, which is equal
to 107 mW per input/output port. This value is based on the
power consumption of the MEMS controller circuitry of an
80 ⇥ 80 3D-MEMS switch implementation, reported in [24].
We are therefore assuming power consumption is proportional
to the number of active input/output ports6. The experimental
figure and this assumption were considered in previous related
work [23], [22] and are also in agreement with studies from
other researchers [25], [10].

3) Results: We now analyse how the introduction of optical
bypass techniques in the IPTV network translates into energy
savings. We consider the same three scenarios as before:
150SD, 700HD and 3kUHD. For the router model we also
make the same assumptions. For the first scenario, we assume
a router with 4 linecards with 4x1Gbps Ethernet ports each. For
the other scenarios we just scale up the model by increasing the
number and changing the type of linecards. This implies that

6If we assume an on/off behaviour, i.e., a switch consuming its 8.5 W of
total power independently of the number of active ports, all results we present
change by less than 1%. This stems from the fact that the OXC is the node
component with the lowest power consumption by a good margin, in any case.
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each wavelength can carry 1Gbps in the first two scenarios,
but it scales to 40 Gbps in the third. Note that in this scheme
two sets of wavelengths are needed: one for the traffic that
optically bypasses the routers, and another for the rest. This
is considered in the analysis to calculate the number of active
OXC ports. The number of active OEO converters is equal to
the number of active ports in the router.

In accordance with the results presented in Figure 5, we
assume that 50% of the IPTV traffic optically bypasses the
routers, 30% is sent to the router for electronic processing, and
20% of the TV channels are not distributed. Considering this,
the power savings for all three scenarios (and the 3kUHD_ep
scenario) are presented in Figure 7. The dashed lines represent
the results from using selective pre-joining only (the solid lines
in Figure 6). The solid lines in the current figure represent the
power savings using the optical bypass protocol proposed.
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Fig. 7. Power savings achieved by optically bypassing popular TV channels
in the network core

When compared with selective pre-joining [9], the intro-
duction of optical bypass in the optical IPTV network core
increases power savings substantially. At baseline traffic loads
of around 30%, the power savings increase from 10% to over
40%, a significant four-fold increase. Considering EP routers,
power consumption is halved. We conclude that the use of this
technique is very effective in reducing power consumption,
including in current IPTV service scenarios (such as 700HD).

D. Discussion: on the value of electronics

We have just showed how optically switching popular
IPTV traffic reduces power consumption significantly. How
about optically switching all IPTV traffic? To answer, we
invite the reader to Figure 8. This graph shows the result
of optically switching all IPTV traffic in the network core
(solid lines), against optically switching only the popular TV
channels (dashed lines). As can be observed, by optically
switching all IPTV traffic the power savings increase even
further. Considering a baseline traffic load of 30%, in most
scenarios an additional 15% power saving is achievable by all
TV channels bypassing the routers.

So why not moving completely to optics in the future?
In a scenario where all IPTV traffic is optically bypassed, to
guarantee their availability for IPTV users all TV channels
need to be distributed continuously in the network core. This
is because OXCs allow slow switching only. The advantage of
maintaining the electronic routing option is that, contrary to
circuit-switched optical networks, with electronic routing it is
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Fig. 8. Power savings achieved by optically bypassing all TV channels in
the network core (compared to popular TV channels only)

possible not to distribute all TV channels. This added capabil-
ity increases bandwidth efficiency. This can be seen in Table
III, where we have included the bandwidth savings achieved by
not distributing all TV channels. With the increased popularity
of narrowcasting services and niche channels, the number of
unpopular channels (as per our definition in this paper) may
plausibly increase to the several hundreds or thousands in
the near future. This trend offers an important argument for
the maintenance of electronic routing as an option. A hybrid
scheme as the one proposed therefore offers a compromise
between energy and resource efficiency.

VI. RELATED WORK

IPTV measurement. With the recent deployment of IPTV
networks a number of papers measuring and characterising
IPTV traffic has been published [1], [3]. The analysis of real
IPTV workloads led to a clearer understanding of how people
watch TV and how this impacts the network. The findings
from these studies and the analysis of our own dataset offered
indications that led to the technique proposed in this paper.

Optics meet electronics. Optical switching techniques
such as optical bypass – the technique we propose in this
paper for IPTV – have been proposed as an interesting option
to reduce the energy footprint of networks [26]. The problem,
as explained before, is that due to its coarse granularity, bulk
transport in optics can be bandwidth inefficient, especially
for bursty traffic. With electronic switching the packets or
flows can be processed at a much finer granularity. Smartly
combining the strengths of optics and electronics has there-
fore been considered before [23]. For instance, Huang and
Copeland [27] proposed a hybrid routing scheme that can
preserve the benefits of optical bypass for large traffic flows
and still provide multiplexing gain for small traffic flows. This
technique is similar to the one we propose here for IPTV.

Green networking. Since the seminal paper by Gupta and
Singh [28] the subject of green networking has received con-
siderable attention. Several approaches have been considered to
reduce energy consumption in networks, including performing
resource consolidation by means of traffic engineering [28]
or by putting components to sleep during periods of low
traffic activity [29]. The literature in this subject is already
substantial, so we refer the interested reader to a more detailed
survey on green networking by Bianzino et al. [30].

Green IPTV. Recently, caching techniques for reducing
energy consumption for time-shifted IPTV systems have been
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proposed. By considering the particular properties of this
type of traffic (which is in several aspects radically different
from the live TV broadcasts we consider here), Nencioni
et al. [7] proposed to cache content on local user storage
thereby offloading traffic that would result from subsequent
catch-up access. Osman et al. [8] also propose a caching
strategy to store the most popular programs at nodes closer
to the user, considering an IP-over-WDM network. The main
differentiating factor of these works against ours is the fact
that the IPTV services they consider are VoD or time-shifted
broadcasts – not linear TV. Indeed, caching techniques are not
suited for this type of service. In our previous worket al. [9],
we have proposed a scheme that pre-joins only a selection of
TV channels, instead of all, to save bandwidth and energy.
The protocol we propose in this paper is based on a different
technique that goes further in energy efficiency by considering
the introduction of optical switching. As a consequence, we
significantly improve the energy-efficiency of IPTV networks
when compared to [9].

VII. CONCLUSIONS

In this paper we considered the introduction of energy-
friendly optical technologies to reduce the energy consumption
of IPTV distribution networks. We proposed an energy and
resource-friendly protocol for the IPTV network core, blending
electronic routing with all-optical switching. The main idea is
to optically switch popular TV channels. This IPTV traffic by-
passes the routers and therefore does not require any electronic
processing (it is switched at the optical layer). The rest of the
channels are sent to the routers for electronic processing (to be
switched at the IP layer). By analysing a large dataset from an
IPTV operator, we observed that with the proposed protocol it
is possible to switch 50% of the IPTV traffic all-optically. The
energy savings obtained from optically bypassing this traffic
are substantial, reaching power savings of over 40% under
normal load conditions. The scheme is also bandwidth efficient
as channels without viewers are not distributed.
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