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Abstract—With a boom in the usage of mobile devices for

traffic-heavy applications, mobile networks struggle to deliver

good performance while saving resources to support more users

and save on costs. In this paper, we propose enhanced strategies

for the preemptive migration of content stored in Information-

Centric Networking caches at the edge of LTE mobile networks.

With such strategies, the concept of content following the users

interested in it becomes a reality and content within caches is

more optimized towards the requests of nearby users. Results

show that the strategies are feasible, efficient and, when compared

to default caching strategies, ensure that content is delivered

faster to end users while using bandwidth and storage resources

more efficiently at the core of the network.

Index Terms—Information-Centric Networking, Content Mi-

gration, Caching, LTE.

I. INTRODUCTION

Mobile network evolution in the last few years has been
quite intense, with major increase of throughput performance
and resources usage efficiency. Such evolution is mostly driven
by tremendous demand of bandwidth [1], on the one hand
because smartphones and other mobile devices play a major
role as content demanders, and on the other hand because
traffic-heavy applications are part of the daily life of millions
of people. However, satisfying the content requirements of the
current number of users with such dynamic networks is still
an open challenge, which is currently being addressed by a
number of emerging concepts and technologies.

As far as the network is concerned, new 5G concepts such
as Network Function Virtualization (NFV) [2] are emerg-
ing, allowing mobile networks to adapt more dynamically
to different conditions and requirements, and also to support
other value-added technologies. One of these efforts is Cloud
Radio Access Network (C-RAN) [3][4]. It brings the pos-
sibility to virtualize the entire 3GPP Long Term Evolution
(LTE) radio infrastructure, except for the antennas. Virtualized
infrastructures extend the cloud computing concept to the
Radio Access Network (RAN), and explore the modularity
of the components together with the usage of general-purpose
hardware infrastructure to run evolved Node Bs (eNBs). Such
fact transforms C-RAN into an enabler for deployment of
value-added services closer to the edge of mobile networks,
i.e. in very close proximity to mobile users. Despite increased
delays due to its characteristics, the proximity deployment of

other services allows for performance gains and cost savings
that more than surpass those overheads and improve the end-
to-end service.

In this direction, Future Internet (FI) concepts such as
Information-Centric Networking (ICN) [5], which proposes
a change in the current host-centric paradigm of requesting
content, are becoming increasingly important due to the ad-
vantages brought together by its content-centric architecture.
Namely: performance improvements [6], indirect bandwidth
savings from its caching-based architecture, enhanced mobility
support [7] and increased security [8].

With such concepts in mind, proposals appear to take
advantage of the fact that they complement each other. Gomes
et al. [9] evaluate the feasibility of deploying ICN together
with 3GPP LTE mobile networks, leveraging the C-RAN
concept and its role as an enabler for the deployment of
additional services at the edge of these mobile networks. In
that work, authors conclude that there are clear benefits of
deploying ICN routers co-located with LTE eNBs, such as
bandwidth savings at the core network and lower latency to
retrieve content derived from the proximity to end users. Those
findings are also in line with works such as [6], and show that
there is an important demand of enhanced caching strategies
to have content cached closer to the users interest in it while
using resources efficiently.

Those caching strategies are twofold: first they are used
to populate edge caches, and thereafter they must maintain
content where it will yield the most benefit at any given time.
As users are increasingly mobile and tend to move between
different locations quite often, it is safe to assume that what
is cached at a location is not necessarily what is going to be
requested by the users that will be there in the next few hours
or days. Studies [10] even show that user interests in social
media content contribute deeply to its locality and homophily
characteristics, which means that people geographically close
to each other may have common or similar interests of content
objects (locality) [11] and also that users are clustered by
regions and interests (homophily) [12]. That leads to the ques-
tion: how should caching strategies handle user mobility? Such
question does not have a simple answer, as some assumptions
have to be made and challenges need to be considered to reach
a preliminary conclusion. First, it is important that user mobil-
ity is predicted to perform preemptive actions, and proposalsISBN 978-3-901882-83-8 c� 2016 IFIP
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exist to deal with it [13][14][15]. Then, if a set of users is
predicted to be at a location, more complex decisions need to
be made in order to have accurate migrations that minimize
overhead and maximize performance. The first decision is
whether content from caches at the origin of the users should
be migrated to other caches at the possible destinations. Once
that is established, other questions arise: where should content
be migrated to (mobility prediction usually outputs a list of
possible destinations with different probabilities), which subset
of the content should be migrated, how it should be migrated
and when should it be migrated.

In this paper, we attempt to answer the previously described
questions by developing content migration strategies that han-
dle the required decisions and deliver the greatest possible
trade-off between benefit and cost. In section II, existing
proposals to address content migration strategies are analyzed.
Section III introduces our proposal for the migration of content
and related decisions. Section IV describes experimentation
scenarios for the evaluation of the proposal. Section V presents
the results of the performed experiments. Finally, in section
VI, the main achievements of this work are highlighted.

II. RELATED WORK

When considering strategies that take into account the
mobility of users to decide on placement/migration of services
or content within mobile networks, only a few works exist and
there are still a number of shortcomings to be addressed.

One proposal assumes that mobility of the user is considered
for services placement and scaling [16]. In this case, orches-
tration of distributed cloud services is done by predicting user
mobility, i.e. more or less resources are allocated if the system
predicts that users will move to/from the location of each small
Data Center (DC). However, migration of services from one
location to another is not considered.

In this direction, one very important concept towards mi-
gration strategies - Follow-Me Cloud - was first proposed by
Taleb et al. [17]. It essentially considers that small DCs are
present closer to the edge of mobile networks and proposes
that services are deployed in close geographical proximity
to users. Hence, when users move to a different location,
those services should be migrated and follow the user. To
handle the decision, several different models can be used.
An analytical model based on Markov Decision Processes is
proposed [18][19].

Such model considers that user positions must be found
in order to have services instantiated in the optimal DC. It
relies on the random walk mobility model to try to predict
future positions, and when the user is n hops away from its
current optimal DC, migrations are triggered using a system
modeled with Continuous-Time Markov Chains. Also, when
considering if data migration should be done, factors such as
class of the user, load policies, service migration costs and
service migration duration need to be analyzed. Bearing these
factors in mind, it is assumed that cost and service disruption
are to be minimized, and the user should be connected to
the optimal DC as often as possible. This approach provides

many benefits for the migration of services, but only a final
destination is considered, not multiple destinations along a
path. Moreover, it does not decide which services to migrate, it
only considers a single user (overhead of migration for a single
user may not be justified) and does not deal with specificities
of migrating content or even stateful services.

As far as strategies to deal with content migration are
concerned, other works [20] have looked at the problem in
Peer-to-Peer (P2P) networks from the provider perspective.
With a typical hierarchical Content Delivery Network (CDN)
architecture, the main requirement is to distribute content
among nodes in a way that leaf nodes get the most traffic
and root nodes are seldom used. This strategy increases
performance and thus reduces latency for end users, and
relies on decisions to migrate/copy content from one node
to another depending on popularity and cost. However, as it
maximizes the usage of caches while attempting to maximize
performance, those decisions are a NP-complete problem that
is hard to manage. In very dynamic mobile networks, that
poses an issue due to the need of quick and proactive decisions
sometimes even before there is user movement, and that is
why other works aim at less complex and local approaches
that maintain hierarchical caches efficiently used [21].

Another proposal [22] takes dynamic mobile networks into
account, and uses proactive migration strategies for content,
i.e. migration is triggered when it is predicted that the user
will move to a neighbor location. Using a proxy system, it
is proposed that subscribed content is pre-fetched whenever
it is predicted that a user will move to the geographical
region of another proxy. With the knowledge of possible
destinations and corresponding probabilities, a decision has
to be made in order to select the destination proxies for
the content while minimizing cost (migration cost and cache
storage) and maximizing benefit (latency and cache hit ratios).
Despite some gains in terms of delay, the number of criteria
for migration decisions is small and no different weights are
considered, there are no replacement policies when caches
become full and the required single user mobility prediction
is too simplistic/naive, i.e. the effect of a single user on the
entire network is questionable when comparing to the required
overhead of content migration and cache usage.

Considering all the proposals and the issues they fail to ad-
dress, we propose a system that relies on their positive findings
and at the same time attempts to address the challenges not
taken into consideration.

III. ENHANCED CACHING STRATEGIES

In-line with the idea of Follow-Me Cloud (FMC) described
in the previous section, the proposal can be summarized
into making decisions and perform preemptive migrations of
mobile network’s edge-cached content based on user mobility,
i.e. migrations (copies) ahead of future user requests at a new
location. The following key objectives are assumed: mobility
prediction must be used to take actions before users move
from one location to another, content may only be migrated
if it is likely it will yield benefit at the destinations, multiple
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destinations may be considered at the same time to improve
accuracy and migration cost should be minimized as much
as possible. We also assume that content migrations should
happen among caches with modified policies, as they typically
implement a Least Recently Used (LRU) policy that can delete
recently added content in a matter of seconds if the load of
received Interests is high. In this case we are interested in
maintaining our own policy, i.e. popularity based queue, with
the most popular and recently accessed content at the head of
the queue and deletions happening at the tail.

A. Architecture

In order to achieve the goals associated with the objectives
of this proposal, an architecture was defined as illustrated in
Fig. 1.

FMC Controller
eNB eNBNDN 

Router
NDN 

Router

S-GW S-GW

1)

2)

3)

Mobility Predictor

P-GW

MME

S5/S8 S5/S8

S11 S11

S1-MME S1-MME

S1-U
S1-U

X2

Fig. 1: Follow-Me Cloud Architecture

In this architecture, we assume as base architecture the
3GPP LTE Evolved Packet System (EPS). Namely, its main
components (eNB, S-GW, P-GW, MME) and its main inter-
faces (X2, S1-U, S1-MME, S11, S5/S8). At the same time, a
recent and increasingly popular approach for ICN is selected -
Named Data Networking (NDN) [23]. We consider that NDN
routers are co-located with 3GPP LTE eNBs [9], serving the
subset of users present at each network cell. At the same
time, information about the network and its users is gathered
at the FMC Controller. This information includes mobility
prediction data, local content popularity and availability at
a given cell, number of users per cell and availability of
resources such as storage. With that information, a multi-step
process for content migration is triggered every time mobility
is predicted or detected by the Mobility Predictor using input
from the 3GPP LTE Evolved Packet Core’s (EPC) Mobility
Management Entity (MME), based on the defined time period
between predictions:

1) FMC Controller is notified about user mobility (e.g.
user ID n is moving from cell ID x to cell ID y with

probability z) and decides, upon policies such as the
number of users moving to a destination cell, if other
steps should be taken or the process should stop.

2) If decisions have to be made regarding content migra-
tion, the FMC Controller has to decide: where to migrate
content (cell ID and corresponding NDN router), what
subset of the local content should be migrated (content
object’s prefixes), when to do it (according to other
scheduled migrations) and finally how to do it (routing
and load balancing for content requests).

3) After a decision is made, the FMC Controller issues a
NDN message called Request of Interests that instructs
the destinations’ NDN router(s) to fetch the subset of
content to be migrated from the closest source and place
it at its cache.

B. Decision Techniques
As far as decisions are concerned, two types of decisions

must be carefully analyzed and made in the proposed system.
The first decision is where to migrate content when users
are moving. Although mobility prediction will output a list of
candidate destinations and respective probabilities, such set of
destinations may not be complete and still needs to be reduced
and ranked according to other important factors.

To increase the list of candidates, one may assume that
neighbor cells in-between the returned destination candidates
and the origin should also be considered. After all, the user
will need to travel through those cells and, depending on the
delta time, i.e. amount of time in the future considered for
prediction, it may even stop and stay there longer than at the
final destination. With this full list of destination candidates,
the problem is now how to rank these in order to select only a
few that satisfy the defined criteria and will yield the highest
trade-off between benefit and cost.

Multiple-Criteria Decision-Making (MCDM) [24] is an
approach to make decisions in the presence of multiple,
usually conflicting, criteria. As it is not tied to a specific
problem, it can be applied to a very diverse range of scenarios
and problems, from business decisions to complex science
problems. At the same time, it supports multiple weighted
criteria and typically returns a finite number of solutions when
dealing with a selection/assessment problem. Therefore, it fits
the decision to be performed in terms of ranking/selection the
destinations for content migration.

To handle decisions, which involve ranking of candidates,
the most common methods are score methods. Within these,
perhaps the most well-known and used method is Analytical
Hierarchy Process (AHP) [25][26][27]. This method starts
by summarizing the problem, deciding the hierarchical list
of criteria to be considered for the decision and listing the
alternatives to be ranked. In this case, the problem is already
defined: a destination or destinations need to be selected for
content migration. Considering that not only the destination
of users is important but also to maximize the efficiency of
cache usage within the network edge, the following criteria
were defined:
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• Mobility prediction information containing probabilities
for destinations.

• Percentage of non-intersecting content between origin
and alternative destination.

• Percentage of free storage space at alternative destination.
• Relative size of mobile group, defined as the ratio be-

tween number of users moving and users present at
alternative destination.

• Cost of migration, estimated as the network transfer delay
to copy the expected data size from its origin to an
alternative destination.

Afterwards, a N ⇥ M matrix is created, where N is the
number of alternatives and M the number of criteria. For each
cell of the matrix, a score value is calculated to reflect how
good the alternative is in terms of the criteria being considered.

As each of the criteria may have a different significance
for the decision, each of them should also have a weight
value to be considered. In order to rank criteria, judgment
is used by creating a M ⇥ M matrix where each criteria is
compared against the others using pair-wise comparisons, i.e.
each compared to all the others in terms of importance. For
instance, we may define that mobility prediction information
is three times more important than the relative size of the
mobility group. In that case, the cell that compares mobility
prediction with relative size of the mobility group will have
a value of 3/1, and the opposite comparison the value of 1/3.
This matrix, however, cannot be used directly. An eigenvector
with the final weights has to be calculated following the
procedure:

1) Convert fractions to decimals.
2) Square the resulting matrix.
3) Sum up the rows of the matrix and get a vector. Each

of the rows of the vector must be divided by the sum of
all its rows to normalize the values.

4) Repeat the previous steps until the resulting vector is
not different from the previously obtained vector.

With the scores of each alternative for each criterion and
the weights, the score of alternative i is given by:

S

i

=

MX

j=1
8i2[1,N ]

w

j

r

ij

(1)

where:

S

i

is the score of the i

th alternative;
r

ij

is the normalized rating of the i

th alternative for the
j

th criterion, which is calculated as r

ij

= x

ij

/(max

i

x

ij

) for
benefits and r

ij

=

1
xij

/(max

i

1
xij

) for costs;
x

ij

is an element of the decision matrix, which represents
the original value of the j

th criterion of the i

th alternative;
w

j

is the weight of the j

th criterion;
M is the number of criteria;
N is the number of alternatives.

With the list of destination alternatives ranked and sorted in
descending order by their score, hereafter just called ”rank-
ing”, the decision about where to migrate content may be

made based on the defined policies. For instance, the first
three alternatives (destinations) of the ranking can be selected
and content will be migrated to all of them. Or, depending
on the problem and assuming that the score is normalized,
alternatives with scores above 0.75 are to be selected.

After the decision about the destinations has been taken, the
remaining decision of what content should be migrated still
needs to be taken. This decision has to be made considering
that currently the association between LTE users and NDN
users is not known, and therefore content cannot be related to a
particular moving user. Therefore, it takes the local popularity
of content as key criterion [21] and considers the following
steps. First, if the content object being considered is available
nearby (1 hop distance) or already at the destination, it will
not be migrated. Second, if it is not available, and if free
space is available at the destination, content objects are just
migrated until the cache is filled. Third, if no free space is
available, both popular content at the origin and destination
should be considered together and ranked to fill the destination
cache with the content that will deliver the greatest benefit for
all the users (existing and new ones). That problem can be
modeled as a Knapsack problem, and be solved with Dynamic
Programming [28]. However, it is a NP-complete problem
and, even if a solution is found, it may take too long to
calculate. Therefore, another simpler approach was followed.
The following equation was considered to calculate the score
of each content object k:

S

k

=

8
>>>>>><

>>>>>>:

p

k

⇤ n

mgt

n

mgt

+ n

dst

, if the k

thcontent object is

considered for migration.

p

k

⇤ n

dst

n

mgt

+ n

dst

, otherwise.

(2)

where:

S

k

is the score of the k

th content object;
p

k

is the local popularity of the k

th content object;
n

mgt

is the number of users migrating from origin to the
selected destination;
n

dst

is the number of users at the selected destination for
content.

With the content objects ranked and sorted in descending
order by their score, content is selected to fill the cache until its
size threshold. When content is not already available locally,
decisions are made towards deciding how to copy it from
its nearest replica and when that operation should be per-
formed. The first decision is based on a simple load balancing
strategy, considering the available links’ status information
and giving priority to direct links, e.g. 3GPP-defined X2
interfaces between eNBs. The second decision is derived from
the available time for migration (given by mobility prediction)
and the existing schedule for other migrations using the same
components. Based on the time it will take to copy the content
subset and the deadline to have it copied, a slot is picked in
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the migration schedule and the FMC Controller instructs the
NDN router at the destination to fetch the content accordingly.

IV. EVALUATION EXPERIMENTS

In order to evaluate the proposed strategies, a set of ex-
periments was defined and is described in detail in the next
subsections.

A. Mobility Data Input

In order to evaluate the proposal described in the previous
section, a realistic mobility trace was selected [29]. This
trace includes data from one hundred human subjects over
the course of nine months, and it was collected by MIT
students using Nokia 6600 smart phones in the academic year
of 2004/2005. Although the information collected includes
call logs, Bluetooth devices in proximity, cell tower IDs,
application usage, and phone status, for this evaluation only
the information on mobility was considered: Object Identifier
(OID), endtime, starttime, person OID, celltower OID. There-
fore, it is possible to know at every given time to which cell
a given person is connected. Such trace can thus be used to
assess how the system behaves in realistic conditions, as if
mobility was generated in any other way, it would probably
create biased results and render the conclusions invalid for
real-world scenarios.

Concerning mobility prediction, it is not the main focus
of this work. Therefore, 15 minutes delta time predictions
(15 minutes in the future) were generated at every 1 hour of
simulation time according to the results obtained by mobility
prediction works [30][31]. As concluded in the mentioned
works, a 50% user movement randomness corresponds to
an accuracy of about 50%. Thus, the generated predictions
for these experiments had an accuracy following a normal
distribution N(0.5, 0.1).

B. Basic Setup

The setup for this evaluation is depicted in Fig. 2. It consists
of the proposed architecture implemented in the ns3 simulator
using its LTE module [32] together with ndnSIM 2.1 [33].
First, the simulator creates a Content Producer attached to a
NDN Router, which is a node with NDN capabilities such
as caching and forwarding. The latter is by itself attached
using IP and 10 Gbps links to the EPC of the LTE module.
Afterwards, a pair of eNB + NDN Router (including a NDN
Content Store, i.e. cache of 2 GB stored in RAM) is created
for each cell of the trace mobility file, attaching randomly
positioned (within the cell’s coverage) UEs + NDN Consumers
to the LTE network according to the trace mobility inputs.
These attachments are changed over the simulation time, thus
emulating user mobility and triggering an handover using the
X2 interface. That handover is managed by the MME, which
is modified to feed information to the Mobility Predictor. The
Mobility Predictor feeds mobility information, while NDN
Routers provide the remaining relevant information (criteria)
to the FMC Controller, which makes decisions and therefore
instructs content to be copied between NDN Routers.

FMC Controller
eNB eNBNDN 

Router
NDN 

Router

Mobility Predictor

S-GW + 
P-GW

MME

S1-U

S11

S1-MME S1-MME

S1-U

UEs + 
Consumers

UEs + 
Consumers

X2

NDN 
RouterProducer

Fig. 2: Evaluation Setup

As for the simulation itself, it runs for 12 hours in a
daytime period of the trace mobility file, when it is more
likely for users to be active. Simulations were repeated 30
times using different day periods with at least 60 active users
and considering the 100 most visited cells, using a Linux
cluster to parallelize the work (http://www.ubelix.unibe.ch).
Additionally, for parameters not mentioned here, the default
values were used (e.g. LTE radio parameters).

C. Decision Criteria’s Weights
Assuming that different weights for the criteria may return

different results, four different weight sets were considered for
evaluation. These are highlighted in the tables below, which
each contain the AHP judgment matrix for all the criteria
and the resulting eigenvector with weights calculated using
the process described in Section III.

M.P. Diff F.S. G.S.

M.P. 1/1 2/1 4/1 3/1
N.C. 1/2 1/1 2/1 3/1
F.S. 1/4 1/2 1/1 1/2
G.S. 1/3 1/3 2/1 1/1

(a) Matrix

Weight

M.P. 0.46124
N.C. 0.28450
F.S. 0.10633
G.S. 0.14793

(b) Vector

TABLE I: Weight Set #1
M.P. Diff F.S. G.S. Cost

M.P. 1/1 2/1 4/1 3/1 3/1
N.C. 1/2 1/1 2/1 3/1 2/1
F.S. 1/4 1/2 1/1 1/2 1/1
G.S. 1/3 1/3 2/1 1/1 2/1
Cost 1/3 1/2 1/1 1/2 1/1

(a) Matrix

Weight

M.P. 0.39778
N.C. 0.25232
F.S. 0.09725
G.S. 0.14897
Cost 0.10368

(b) Vector

TABLE II: Weight Set #1 with Cost

In Table I, the importance given to mobility prediction
(M.P.) is higher than for any other criterion. At the same time,
group size (G.S.) is considered more important than free space
(F.S.) and cost is not considered.
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M.P. Diff F.S. G.S.

M.P. 1/1 1/2 3/1 2/1
N.C. 2/1 1/1 3/1 4/1
F.S. 1/3 1/3 1/1 2/1
G.S. 1/2 1/4 1/2 1/1

(a) Matrix

Weight

M.P. 0.28450
N.C. 0.46124
F.S. 0.14793
G.S. 0.10633

(b) Vector

TABLE III: Weight Set #2
M.P. Diff F.S. G.S. Cost

M.P. 1/1 1/2 3/1 2/1 2/1
N.C. 2/1 1/1 3/1 4/1 3/1
F.S. 1/3 1/3 1/1 2/1 1/1
G.S. 1/2 1/4 1/2 1/1 2/1
Cost 1/2 1/3 1/1 1/2 1/1

(a) Matrix

Weight

M.P. 0.31739
N.C. 0.36398
F.S. 0.11526
G.S. 0.10714
Cost 0.09623

(b) Vector

TABLE IV: Weight Set #2 with Cost

In Table II, everything is similar to Table I besides the fact
that migration cost is now considered and the resulting weights
are different.

In Table III, the greatest importance is given to the amount
of non-intersecting content between the caches (N.C.) and,
unlike in Table I, F.S. is considered more important than G.S.
Also here, cost is not considered.

In Table IV, everything is similar to Table III besides the
fact that migration cost is now considered and the resulting
weights are different.

D. Content and Requests

The Content Producer consists of a file generator, which
generates 100 000 files according to the defined scenario:
either a YouTube scenario or a web server scenario. The
first scenario intends to mimic video streaming traffic using
conditions from the well-known YouTube video portal, which
is the type of traffic that dominates Internet nowadays. The
second scenario attempts to mimic traffic of users accessing
modern Web 2.0 pages with plenty of multimedia content
such as high-resolution images. As shown in Table V, it is
assumed that content popularity of both of them follows a Zipf
distribution [34]. For this setup, 20 popularity classes are taken
into account. As several studies have shown [35][36] that most
content objects are unpopular and only a few content objects
are very popular, the number of content objects to be included
in each popularity class is mapped to a Zipf distribution with
↵ = 1 and with inverted classes, i.e., most content objects are
included in class 19 and fewest files in class 0.

Parameter Web Server YouTube

Requests Every 5 seconds

Request Popularity Zipf distribution with
↵ = 1 ↵ = 2

File Distribution
per Popularity Class

Zipf distribution, ↵ = 1
mapped to inverse classes

File Sizes
per Popularity Class

Gamma distribution,
↵ = 1.8, � = 1200

min. 50KB
max. 50MB

Gamma distribution,
↵ = 1.8, � = 5500

min. 500KB
max. 100MB

TABLE V: Evaluation Parameters

As also described in Table V, file sizes within each popular-
ity class are different. Based on existing YouTube models [37],
file size distribution for a YouTube scenario is set to a gamma
distribution with ↵ = 1.8 and � = 5500. The file sizes for web

server traffic are considerably smaller [38]. However, these
file sizes have increased during the last years, and it is safe
to assume that they keep increasing in the future with NDN.
Transmitted NDN packets need to have a certain minimum size
to be efficient, e.g., segment size of 4096 bytes or more, to
avoid too large overhead for content headers including names
and signatures. Therefore, it is assumed that for future NDN
traffic, many small files may be aggregated to larger data
packets or NDN would only be applied to large static files,
e.g., pictures or embedded videos, and not small text files
that may change frequently. Therefore, a gamma distribution
with ↵ = 1.8 and � = 1200 was selected for the web server
scenario.

As for the content requests to be performed by users
(Consumers) during the simulation, a parameter of ↵ = 1

is considered realistic for web server traffic and ↵ = 2 is used
for YouTube traffic.

E. Evaluation Metrics

Finally, five different metrics were evaluated to assess
accuracy of the strategies, performance improvements for end
users and potential savings for operators. The first is the
position of an optimal solution (highest profit destination)
in the score-sorted ranking of destination alternatives derived
from the output of the AHP decision. The optimal solution
is the location where the group of users was on which the
requested volume of content recently migrated was the highest.
If it is in the first positions (1, 2, 3, etc.) of the aforementioned
ranking, it means that the decisions were good and will yield
benefits for the users. The second metric is the number of
cache hits, which enables the comparison of strategies and the
benefit to be quantified in terms of end users perspective and
possible network bandwidth savings. The third is the average
download latency experienced by users, considering the best
weight set from previous metrics evaluation. The fourth is the
aggregated usage of bandwidth at the core interfaces (S1 and
X2), evaluating the overhead caused by different strategies
and how the load becomes distributed. Finally, the fifth is a
comparison of timings for FMC in the different scenarios in
order to evaluate if migrations are made on time when they
are reactive (no predictions) or proactive (mobility predicted).

V. EVALUATION RESULTS

In the graphs below, results from the experiments defined
in the previous section can be observed. To assess the first
evaluation metric a comparison is made between the different
weight sets, and a Cumulative Distribution Function (CDF)
is generated for each ranking position. With the CDF, it is
possible to obtain the cumulative percentage of times when
the optimal solution was within the n first positions of the
ranking. For example, one may assume that x percent of the
times the optimal solution was at the first three positions of
the ranking of destinations.

In Fig. 3, results show that weight set #1 has a higher
percentage of optimal solutions at the first position of the
ranking, meaning that selections were perfect in almost 60%
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Fig. 3: Optimal Solution in Ranking

of the cases. However, the results of weight set #2 converge
quicker to 100% of the cases, surpassing weight set #1 after
(and including) rank position number 2. Overall, one may
assume that weight set #2 selects better options than any other
weight set, especially considering that the optimal solution was
within the first three positions of the ranking in more than 90%
of the cases. This can be easily explained by the accuracy of
mobility prediction, which can vary immensely and does not
account for the time users spend at the predicted locations.
At the same time, giving priority to destinations where most
of cached content is not the same as in the origin has a big
inherent potential to be explored from the beginning.

When looking at the weight sets but considering cost, the
trend is slightly different. Weight set #2 with cost outperforms
weight set #1 with cost from the beginning, with the optimal
solution being in the first position of the ranking almost 50%
of the cases and in more than 80% of the cases the optimal
solution being in the first 4 positions of the ranking. These
results are according to what was expected, as cost limits the
performance but considering it still delivers a good trade-off
for both end users and network operators.
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Fig. 4: Cache Hit Rates

As for the second evaluation metric, a comparison between
our strategies with different weight sets, mobility prediction
only [22] and no use of FMC (default strategy) is shown in
Fig. 4, evaluating cache hits in both the YouTube and Web
Server scenarios.

From the depicted results, one may observe that cache hit
rates tend to be lower for the YouTube scenario because of

bigger file sizes and a different Zipf distribution. However,
in this particular case our FMC strategies show the biggest
difference towards simple Mobility Prediction and No FMC.
For instance, the cache hit rate using weight set #2 is up to
40% higher than with the default strategy without FMC, and
over 20% higher than relying solely on Mobility Prediction.

As for the Web Server scenario, the benefit is not so high
(up to 20% less). Such fact is explained by the characteristics
of web server traffic, which has a lot of small objects that are
easily cached even if the cache storage space is low. Therefore,
users may find most of the content already distributed over the
network, and migration strategies do not copy a large amount
of content that can yield benefits. However, multimedia content
now accounts for the most traffic in mobile networks [1], and
we can easily conclude that FMC content migration strategies
deliver their biggest performance for the biggest part of the
traffic.
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Fig. 5: Average Content Download Latency - Web Server
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Fig. 6: Average Content Download Latency - YouTube

In Fig. 5 and Fig. 6, a comparison between the different
strategies (no edge caching, edge caching and FMC) is pre-
sented for the Web Server and YouTube scenarios. Here, the
FMC strategy is considered to be Weight Set #2 with cost,
thus having the highest cache hit rates together with possible
savings in core bandwidth. First, we may observe that data
points present high variance, caused by the method they were
obtained with. As the number of files is too big to represent,
sampling was performed to include only 500 data points
between the minimum and maximum file sizes. This sampling
considers the sizes of all files generated in the multiple runs,
and therefore has the influence of the different file sizes
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themselves, network conditions, processing and others. Thus,
to facilitate the understanding of the results, a trend line
with a moving average of 50 data points is included. Results
confirm in a end-to-end user perspective what was visible
when comparing cache hit rates: improvements experienced
by end users are considerable and caches are used more
efficiently, i.e. cached content corresponds mostly to content
that will actually be requested by users. This is true for both
scenarios, and again we may easily see that improvement
towards regular edge caching is much bigger when multimedia
traffic is considered and content sizes tend to increase.

As for aggregated core bandwidth usage, Fig. 7 depicts a
comparison for the different strategies (no edge caching, edge
caching and FMC), in the two scenarios and also in different
LTE core interfaces (S1-U and X2). First, we observe that,
as expected, the aggregated usage of the S1-U interfaces is
clearly reduced for both scenarios when caching at the edge.
Second, we can also see that there is an overhead created by
using FMC strategies when comparing to edge caching. This
overhead becomes more clear over time, when caches start to
be filled and more content is migrated, but it is compensated by
the usage of the X2 interfaces between eNBs. This balances the
load and eventually even adds more load to the X2 interface
(prioritize), thus moving traffic away from the EPC and using
available resources more efficiently. Finally, we conclude that
there are differences between scenarios, especially because of
the file sizes being bigger in YouTube traffic. This leads to a
higher bandwidth consumption reduction with edge caching in
the YouTube scenario, but also a slightly higher overhead for
FMC strategies. Despite that, reductions in the usage of S1-U
interfaces, and therefore in EPC, are still meaningful because
of more traffic being offloaded using X2 interfaces.
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Fig. 7: Aggregated Core Bandwidth Usage

Finally, in Fig. 8 we plot the average execution times of
different components for the FMC strategies (in both traffic
scenarios) together with the average available time brought
by both X2 handover procedures and mobility prediction. All
values have a confidence interval of 95%, and we see that
despite the accuracy of mobility prediction (about 50%), on
average there is still plenty of available time for decisions
and other cache operations (bear in mind that we are using a
logarithmic scale). Using mobility prediction, in both scenarios
the FMC components are able to execute within the available
time frame. At the same time, if FMC operations are triggered
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Fig. 8: Execution Times
reactively (no prediction), the handover delay is only enough
for the decisions process. This means that the content transfer
procedure will only start after the user is already at the new
location, and in the worst case scenario it will have some initial
cache misses while the content is still transferring. Overall,
the impact of this behavior is not very high, as from previous
figures we still observed very high cache hit ratios.

VI. CONCLUSIONS

In this paper, concepts and strategies for the migration of
content within mobile networks were introduced, enabling
multiple benefits both from user and network perspectives.
As the users move to different locations, they still want
to access content in which they are interested with a low
latency and without delays or breaks, especially if dealing with
multimedia content. From the network perspective, this can
only be granted if caches exist at the edge of mobile networks
and content kept in those caches (with limited resources) is
the right content, i.e. popular content that local users are very
interested in.

A number of proposals to handle this issue already exist,
and were described thoroughly in Section II. However, some
cannot be applied to content (only to services) or have other
limitations, often assuming a very specific scenario or scope
and not handling important issues or considering certain
requirements. Therefore, we propose a broader approach to
deal with content migration, handling decisions with multiple
criteria and deciding multiple factors that will trigger content
migration to a particular place of a given subset of content.

This proposal was evaluated in terms of performance, con-
sidering multiple weight values and different scenarios. When
comparing to the case where default NDN caching strategies
are used, clear benefits can be observed and quantified, leading
to the conclusion that not only FMC enhanced caching strate-
gies are the way to go when handling edge caches, but also
that the architecture proposed in subsection III-A together with
its decision mechanisms can achieve the goal of delivering
content with lower latency to end users while efficiently using
and saving well-valued network bandwidth.

Although the results can be considered as quite good, im-
provements can still be made. For instance, more hierarchical
levels can be considered in the criteria for the decision where
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to scale content and more advanced strategies can be used
to decide which subset of content should be migrated. We
envision that popularity may not be the only factor to decide
which content to migrate due to is general nature, but also
other factors that relate user to content should be considered
in future work.
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