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FOREWORD

The Emerging Software as a Service and Analytics– ESaaSA 2015 was organized in con-
junction with CLOSER 2015 in Lisbon, Portugal. This workshop is primarily focused on
high quality and innovative research papers from different fields related to the most recent
developments in Emerging Software as a Service and Analytics.

Authors will have the opportunity to have their work selected for publication in a special
issue of RonPub’s Open Journal of Big Data (OJBD), International Journal of Organizati-
onal and Collective Intelligence (IJOCI) and a short list of papers presented at the workshop
venue will be selected for publication of extended and revised versions in a special section
of International Journal of Information Management (IJIM).

The conference was also complemented with an invited speaker Dr. Luís Veiga from INESC-
ID, Portugal. ESaaSA has invited a number of scholars who have experience of publishing
high-quality of papers and has offered open calls for authors from top-tier companies. All
the high-quality submissions were reviewed by at least two program committee members
who were external to each group of authors.

ESaaSA 2015 received 14 paper submissions. From these, 5 papers were published and
presented as full papers and 9 were accepted as short papers.

We would like to thank all the authors who took the time to submit papers to ESaaSA,
even though they were not finally accepted. We would also like to express our gratitude for
the excellent work done by the Program Committee and the members of the Organization
Committee.

Victor Chang
Leeds Beckett University, U.K.

Muthu Ramachandran
Leeds Beckett University, U.K.

Gary Wills
University of Southampton, U.K.

Robert Walters
University of Southampton, U.K.

Verena Kantere
University of Geneva, Switzerland

Chung-Sheng Li
IBM, U.S.A.

V



VI



CONTENTS

PAPERS

FULL PAPERS

Quality of Service for Financial Modeling and Prediction as a Service

Victor Chang and Muthu Ramachandran
5

Scalable QoE Prediction for Service Composition

Natalia Kushik and Nina Yevtushenko
16

Towards an Opportunistic, Socially-driven, Self-organizing, Cloud Networking Architecture with

NovaGenesis

Antonio M. Alberti, Waldir Moreira, Rodrigo da Rosa Righi, Francisco J. Pereira Neto, Ciprian Dobre and
Dhananjay Singh

27

Simulation as a Service - A Case Study of Provisioning Scientific Simulation Software via a Cloud

Service

Morgan Eldred, Alice Good and Carl Adams
37

Disaggregated Architecture for at Scale Computing

Chung-Sheng Li, Hubertus Franke, Colin Parris and Victor Chang
45

SHORT PAPERS

On-demand Text Analytics and Metadata Management with S4

Marin Dimitrov, Alex Simov and Yavor Petkov
55

Evaluation Metrics for VM Allocation Mechanisms in Desktop Clouds

Abdulelah Alwabel, Robert Walters and Gary Wills
63

Factors Influencing the Implementation of a Private Government Cloud in Saudi Arabia

Amal Alkhlewi, Robert Walters and Gary Wills
69

The Improved Cloud Computing Adoption Framework to Deliver Secure Services

Muthu Ramachandran, Victor Chang and Chung-Sheng Li
73

Towards an Integrated Conceptual Model for Cloud Adoption in Saudi Arabia

Nouf Alkhater, Victor Chang, Gary Wills and Robert Walters
80

Migration of Cloud Services and Deliveries to Higher Education

Raed Alsufyani, Fash Safdari and Victor Chang
86

Design of Smart Business-oriented Mining Engine

Neil Y. Yen and Jason C. Hung
95

An Overview of Cloud Services Adoption Challenges in Higher Education Institutions

Abdulrahman Alharthi, Fara Yahya, Robert J Walters and Gary B Wills
102

AUTHOR INDEX 111

VII





PAPERS





FULL PAPERS





Quality of Service for Financial Modeling and Prediction as a Service 

Victor Chang and Muthu Ramachandran 
School of Computing, Creative Technologies and Engineering, Leeds Beckett University, Leeds, U.K. 

{v.i.chang, m.ramachandran}@leedsbeckett.ac.uk 

Keywords: Quality of Service (QoS) for SaaS, Financial Modeling and Prediction as a Service (FMPaaS) QoS, 
Performance and Accuracy Test for FMPaaS QoS. 

Abstract: This paper describes our proposal for Quality of Service (QoS) for Financial Modeling and Prediction as a 
Service (FMPaaS), since a majority of papers does not focus on SaaS level. We focus on two factors for 
delivering successful QoS, which are performance and accuracy for FMPaaS. The design process, theories 
and models behind the FMPaaS service have been explained. To support our FMPaaS service, two APIs 
have been developed to improve on performance and accuracy. Two major experiments have been 
illustrated and results show that each API processing can be completed in 2.12 seconds and 100,000 
simulations can be completed in an acceptable period of time. Accuracy tests have been performed while 
using Facebook as an example. Three points of comparisons between actual and predicted prices have been 
undertaken. Results support accuracy since results are between 93.72% and 99.63%. 

1 INTRODUCTION 

The complexity of large scale financial cloud 
computing services that require high speed and high 
precision systems grows exponentially. Services of 
large scale financial cloud computing and grids are 
enormous in recent years. Some of them are used for 
weather forecasting, simulation of aircraft and 
military services, atmospheric and planet study, 
remote sensing, large scale data analysis, aerospace 
research, large scale computational fluid dynamic 
services, aeronautics and automobile industries, and 
financial simulations. More recently, predication 
models used by these applications have become 
increasingly important (Cantor and Royce, 2014). 
As a result, understanding the behavioral aspects of 
such systems is important for the design in the 
quality of service. Some characteristics of large 
scale financial cloud computing services include: 
 High speed and highly parallel 
 Real-time 
 Virtually connected nodes of systems 
 Grid is an infrastructure for large scale financial 

cloud computing and other resources 
 High precision and accuracy 
To manage largely-scale software in the cloud, 
software components and also known as service 
components are used. The aim is to provide a self-
contained entity that can be adapted to the required 

environment quickly and easily. To elaborate this 
further, software components design for large scale 
financial cloud computing and grids have become 
major issues in recent years and in years to come 
(Silvestri et al., 2006; Albodour et al., 2012). They 
have all claimed the importance of software 
components which will dominate large scale 
financial cloud computing and grid services. 
Albodour et al., (2012) propose a model, Business 
Grid Quality of Service (BEQoS), to measure key 
metrics and provide added value for commercial and 
business Grid applications. They use the GridSim 
software to demonstrate their proof-of-concepts with 
supporting results to show that reliability and 
affordability can be achieved. Silvestri et al., (2006) 
assert that the future large scale financial cloud 
computing and grid services can be completely built 
in a bottom-up fashion using software components 
deployed on various locations and interconnected to 
form a workflow graph and to re-configure 
themselves as and when needed during run-time to 
self manage those services that may in need. 

In this paper, we propose a QoS requirements 
engineering model to assert certain subsets of 
activities that must be identified and assessed for a 
large scale financial cloud computing and grid 
services where the main emphasis has been given to 
non-functional requirements that match onto the 
characteristics of such Services. In all the 
applications and Software as a Service (SaaS), 
financial applications require on-demand services 
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that are offered by cloud computing with cost-
benefits. Hence, financial domain has begun to reap 
this benefit with emerging financial SaaS such as 
FinancialForce developed jointly by SalesForce, 
NetSuite, Intacct, and Oracle’s financial SaaS. 
According to NetSuite (2014), FinancialForce 
helped companies increase their revenues by 95%. 
Accenture (2011) reports on financial technology 
trends and high performance computing prediction 
in the following category: 

 Leveraging technology to address new & change 
in regulations 

 Reliable and globally harmonized financial 
systems 

 Add value through strategic applications 

 Harvest benefits from technology 

According to Accenture (2011), SaaS should be 
simple, efficient, engaging, accessible, clearly 
structured, intuitive, and supportive. While keeping 
this set of requirements as design criteria, a SaaS 
component model and a service architecture should 
be designed to support flexibility, scalability, and 
adaptability. This paper has proposed an integrated 
service-oriented architecture and SaaS component 
model for financial domains which provides 
required scalability, flexibility and customization 
that are at the heart of a financial SaaS. 

There are a number of QoS factors that affect 
quality of a cloud service. We have proposed a set of 
QoS attributes that are keys to success of cloud 
services, in particular, Financial Modeling and 
Prediction as a Service (FMPaaS) where accuracy 
and performance are the key benefits of such 
services which has been achieved. To demonstrate 
accuracy, two types of the accuracy test were given. 
The first type was focused on the overall accuracy 
and the second type was focused on three point 
selection. One example will be illustrated to support 
accuracy for our FMPaaS.  

1.1 QoS for Financial Modeling and 
Prediction as a Service (FMPaaS) 

Cloud is committed to providing everything as a 
service and QoS can provide multiple parameters 
that are required by financial cloud computing 
services. There are a number of QoS metrics to be 
considered for FMPaaS. In our previous work 
(Chang, 2014), we demonstrated the use of FMPaaS 
in business intelligence applications and identified 
six important factors. The importance of each factor 
can be measured in the scale between 1 and 10. A 
complete set of QoS factors that affects FMPaaS are 

identified in Figure 1 and some which have been 
validated in our earlier project on FMPaaS (Chang, 
2014) and are summarized as follows: 

 Usability: Most of QoS APIs are easy to use 
except one API requires further training. The 
overall score is 8 because at least 80% of the 
tools are easy to use and their manuals are self-
explanatory. The other 20% of the functionalities 
require specialized knowledge about financial 
modeling to compute complex models. 

 Performance: Performance on QoS is good. 
Computation takes a short time to get results. 
The score is 8. 

 Security: QoS needs third party software and is 
not a model with a high level of security. Basic 
authentication and authorization can still be 
achieved. As a result, the score is 4. 

 Computational accuracy: Computational QoS 
results are accurate. Some banks have used QoS 
to calculate pricing and risks, and are close to the 
actual values. But QoS requires have accurate 
input values before getting the final results. This 
level of dependency is a limitation to prevent it 
to score 10. The overall score is 8. 

 Portability: QoS is highly portable in most of the 
systems. All operating systems and 
computational devices can run QoS applications. 
The overall score is 9. 

 Scalability: QoS tools are highly scalable. It can 
run on a single processor desktop, or clusters of 
high-end servers. Input variables can be highly 
adaptable to a wide range of values.  

These scores for QoS are based on the results of 
expert reviews of eleven experts. Follow-up 
improvements are required to support the QoS 
model.  

 

 

Figure 1: QoS Metrics to Measure. 
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In addition to these well know parameters to 
measure QoS, we have also defined a clear model 
and equation to measure QoS in terms of satisfaction 
of services on the fly. We highlight important factors 
essential for QoS success, with more emphasis paid 
on performance and accuracy. Referring to Figure 1, 
a list of QoS parameters are used in our work to 
evaluate service quality. We highlight important 
factors essential for QoS success, with more 
emphasis paid on performance and accuracy. 

1.2 Our Approach in QoS for Financial 
Modeling and Prediction as a 
Service (FMPaaS) 

In review of all the six factors influencing QoS, we 
have already demonstrated the importance of 
security in our papers (Ramachandran and Chang, 
2014). In this paper, we will elaborate on these 
factors, in particular performance and accuracy. The 
reasons are as follows. First, literature presented in 
Section 1.1 does not provide details in accuracy. 
While SaaS is essential to sectors such as finance 
and medicine which require an extremely high level 
of accuracy, any errors or glitch may cause 
damaging impacts. If FMPaaS calculates incorrect 
results such as advising investors to buy a particular 
stock with millions of pounds, or a reliable stock at a 
particular instance with millions of pounds, they can 
bear the consequence. This means that the emphasis 
in QoS accuracy is essential for Cloud Computing. 

Second, there is an increased demand to offer 
accurate predictive services, since the inaccurate 
results may cause financial loss, loss of company 
reputation, loss of consumer confidence. This is a 
type of QoS that have not been presented in the 
research computing community. For example, if 
they lose out million of pounds due to the 
misleading predictive results from similar FMPaaS 
services, it may result in bankruptcy (Lehman 
Brothers), loss of reputation (UBS) and loss of 
investors apart from the direct loss of money. 
Similarly, simulations related to human bodies such 
as brain, heart and vital organs are important to 
determine the most likely scenarios for patients 
receiving treatments for several years. 

With regard to FMPaaS, one of our contributions 
to QoS is the notion of service satisfaction index 
which can be in-built as part of a service 
specification. FMPaaS index allows users evaluate 
services based on their merits in real scenarios and 
also supports service reusability, a key benefit of 
service computing. In reviewing all factors 
contributing to QoS success, we focus more on 

accuracy and performance to ensure that our 
FMPaaS can provide as correct and swift as possible 
for investors. We emphasize on the software design 
approach for FMPaaS QoS and use one example to 
illustrate our proof-of-concepts.  

2 INANCIAL MODELING AND 
PREDICTION AS A SERVICE 
QoS 

This section describes the system design for 
Financial Modeling and Prediction as a Service 
(FMPaaS) QoS, which is essential in a few 
disciplines. For example, e-government applications 
require open, flexible, interoperable, collaborative 
and integrated architecture to provide services. 
These services can be made available as stand alone, 
integrated, componentized, web based service 
component, composite service (a set of 
interconnected services), virtualized services (cloud 
based), and dynamically re-configurable services. 
This vision is similar to the Open Group’s (2009) 
Service Integration Maturity Model (OSIMM), 
which provides: 
 A process roadmap for attaining key practices 

with metrics 
 Seven levels of maturity to improve 
 A quantitative model for assessing current 

practices and to improve with recommended 
practices 

As mentioned earlier section, service components 
are useful to manage system complexity and reuse of 
services during autonomous service composition. 
The key challenge is to design a service component 
that supports service characteristics discussed 
earlier. A service component can be defined as a self 
autonomous service which provides two sets of 
services: provider business services and required 
business services. The provider business service 
(often shown with a lollypop notation and the 
naming convention starts with I) is a set of services 
offered to other services to compose where as the 
required business services (often shown as a semi-
arc notation) are a set of services that are required by 
this service in order to compose successfully. In this 
work, we have proposed a component model for 
FMPaaS applications as shown in Figure 2, which 
the required services include Income statement, 
ICashFlow statement, Ie-taxation, IFSA regulations. 
IFSA provides interface service integration for 
Financial Authority regulations. Ay investment 

Quality�of�Service�for�Financial�Modeling�and�Prediction�as�a�Service
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service providers can integrate their work to this 
FMPaaS service component model, which is 
adaptable to regular updates in regulations. By doing 
so, FMPaaS can provide scalability and flexibility 
for financial analysts. These services can be made 
available as stand alone, integrated, componentized, 
web based service component, composite service (a 
set of interconnected services), virtualized services 
(cloud based), and dynamically re-configurable 
services.  

 

 

Figure 2: FMPaaS Service Component Model. 

The next step in the design process is to design 
service-oriented cloud architecture for FMPaaS 
where all aspects of the corporate financial service 
are integrated and composed based a set of SLA and 
governance. The architecture presented in this paper 
is based on a critical review and analysis of a 
number of existing architectures for FMPaaS 
applications. Further to this, the SOA based 
architecture consists of four distinct levels of 
abstraction layers which are connected and 
communicated by messages through a core 
communication channel known as a service bus or a 
central bus. These layers are: 1) a business layer 
with a dedicated set of services; 2) an orchestration 
layer with a set of services where new services can 
be composed; 3) an FMPaaS layer that supports 
integration of services, government departments and 
local governments, and 4) an e-business layer that 
supports new businesses and integration of data. The 
SOA based architecture for FMPaaS services, then 
ensures that it achieves the expected service-oriented 
design factors such as customization, cost-
effectiveness, availability, etc. The service-oriented 
FMPaaS architecture is shown in Figure 3. 

Referring to Figure 3, at the business and 
orchestration layers provide high level service 
composition based on new business perspective and 
policies (both political and economical factors). 
Mostly, the customization and the new business 
needs arise from these two key variables. The sub-
systems such as registration control, security control, 
integrated services for FMPaaS applications control, 

and communications channels help to achieve 
customization at a higher level of abstraction 
without affecting underlying business logic services. 
These are communicated and connected to layers 
below using a concept of service bus known as 
FMPaaS secured service bus. The layer below the 
business layer provides services for various FMPaaS 
departments, and external suppliers (E-Business 
layer). Software components for large scale financial 
cloud computing services require a detailed analysis 
of the domain and its boundary in order to define a 
collection of components for large scale financial 
cloud computing services that are highly reusable 
and scalable. A good SaaS design should introduce a 
domain analysis process which allows us to define a 
set of common definitions, domain classification, 
domain boundaries, domain models, design artifacts, 
and design guidelines that are based on those 
domain criteria. 

 

Finance & 
Budget 
Integration 

Systems 
Integration 
Manager 

Investments Portfolio 
Management 

Tax & 
Accounting 

Security & 
Portal Mgnt 

Financial 
Projects 
Integration 

Stakeholders Financial 
Modelling 

FSA Policy 
Regulations 

Service 
Integration 
Management 

Government 
Investments

Government 
Projects 
Integration 

E-Financial Services 
(e-invest, e-buy, e-sell, e-balance-
sheet, e-financial models, etc) 

Investment 
Companies 
Integration 

Integration Layer

Registration, 
Authentication & 
Security Control 

Service 
Communication 
Channels 

Secured FSaaS Service Bus 

Integrated Financial 
Institutions & Investments 

Business  Layer Orchestration  Layer

FSaaS Services Layer

Infrastructure  Layer  

Figure 3: Service-oriented Architecture for FMPaaS. 

3 MODELS AND THEORIES 
BEHIND FMPaaS 

The current work on QoS (Lee et al, 2009; 
Mukhopadhyay, 2012; Shehu et al., 2014) have 
proposed a number of frameworks and are useful in 
its own merits. However, they only have an 
emphasis on other non-functional attributes and then 
claim non-functional attributes as QoS parameters. 
Similar to Albodour et al., (2012), our proposed 
model is to provide commercial uses for research 
institutes, financials services and general public who 
are involved or interested in stock market analysis. 
The main difference between our work and 
Albodour et al. (2012) is that we use our own 
development of work. We have developed a 
comprehensive approach based on the development 
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of FMPaaS extended from our current work, which 
aims to distinguish QoS attributes clearly; helps to 
identify them from requirements to model financial 
cloud and then validate services against those 
attributes. These include the followings:  
1. Based on the reputable models – the chosen 

model is the Heston Model (which includes the 
Wiener process and the Stochastic Volatility) and 
the Visualization APIs to compute the best 
pricing and risks for different scenarios.  

2. Accuracy to compute and track volatility – 
FMPaaS can track the movement of volatility 
and help investors make a better judgment for 
investment when prices are high and volatility is 
low. Our FMPaaS can compute pricing and risk 
values to several decimal places and also 
calculate its mean, lower and upper range to get 
our results as accurate as possible. 

3. Performance – all calculations should be 
completed within seconds to ensure all services 
can be delivered in an acceptable time frame. 

3.1 Models Used for FMPaaS 

Models behind FMPaaS are essential for the 
calculation, processing and presentation of financial 
computation in the Cloud. Our previous work 
explains all the associated models, including the 
choice of the models, their associated formulas, how 
they can be used in the development of FMPaaS. In 
summary, models include (Chang, 2014): 
1. Heston Model 
2. Wiener Process  
3. CIR (Cox, Ingersoll and Ross) Model  
4. Runge–Kutta method (RKM) 

The use of all the models for FMPaaS can match 
accuracy and optimize the performance. The 
summary of their descriptions is as follows.  

3.1.1 The Heston Model 

The Heston Model has a close relationship with 
Black-Scholes model, since it relaxes the constant 
volatility assumption in the classical Black-Scholes 
model by incorporating an instantaneous short term 
variance process (Albrecher et al., 2006). In other 
words, the Heston Model can be used in a more 
flexible way and is not as theoretical-oriented as the 
classical Black-Scholes model does. In addition, 
there are both the Wiener process and the CIR 
process related to the Heston Model. Heston Model 
has been explained in our previous work and it can 
still be very useful for undertaking business 

intelligence services and prediction of financial 
modeling (Chang, 2014). 

3.1.2 The Heston Model 

The Wiener process is a stochastic process with 
independent and stationary increments, which means 
the motion of a point whose consecutive 
displacements are independent and random with 
each other. The Wiener process has Lévy 
characterization has continuous martingale with W0 
= 0 and quadratic variation [Wt, Wt] = t. This 
implies that Wt2−t is a martingale (Cox et al., 1985; 
Kloeden and Platen, 1999). The basic Heston model 
assumes that St, the price of the asset, is determined 
by a stochastic process (Cox et al., 1985; Kloeden 
and Platen, 1999). The Heston Model has a CIR 
process involved, which is a Markov process with 
continuous paths defined by the following stochastic 
differential equation (SDE). The variable include 
Wiener process (i.e., random walks) with correlation 
ρ dt. The parameters in the Heston model for 
providing input in the computation in Section 4 
represent the following: 
 μ is the rate of return of the asset. 
 θ is the long variance, or long run average price 

variance; as t tends to infinity, the expected value 
of νt tends to θ. 

 κ is the rate at which νt reverts to θ. 
 ξ is the volatility of the volatility; as the name 

suggests, this determines the variance of νt. 

3.1.3 The CIR Model 

The CIR process is used to model stochastic 
volatility in the Heston model, which aims to resolve 
a shortcoming of the Black–Scholes model which 
corresponds to the fact that the implied volatility 
does tend to vary with respect to strike price and 
expiry. By assuming that the volatility of the 
underlying price is a stochastic process rather than a 
constant, stochastic volatility can make it possible to 
model derivatives more accurately (Cox et al., 1985; 
Wilmott and Wilmott, 2006). 

3.1.4 The Runge-Kutta Method 

The Runge–Kutta method (RKM) is a technique for 
the approximate numerical solution of a stochastic 
differential equation (SDE) (Hull and White, 1987; 
Wilmott, 2006). RKM can be used to generalize the 
ordinary differential equation to SDE. To elaborate 
further, the Ito diffusion X satisfying the following 
Ito stochastic differential equation (Hull and White, 
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1987; Wilmott and Wilmott, 2006). Details of 
formulations can be referred to Chang (2014). 

3.2 Methods for FMPaaS Calibration 

This section describes methods for FMPaaS 
calibration, which is used in a way that a known 
observation of the dependent variables is used to 
predict a corresponding explanatory variable. The 
root-mean square error (RMSE) and Moving 
Window (MW) are identified as the methods to 
perform FMPaaS calibration. 

3.2.1 The Root-Mean Square Error 

The Root-Mean Square Error (RMSE) is used to 
measure of the differences between values predicted 
by a model or an estimator and the values actually 
observed. RMSE also determines the goodness of fit 
of the Heston Model presented by Cox et al. (1985) 
and Hull and White (1987). 

n

XX
RMSE

n

i idelmoiobs 


 1

2
,, )(

 (1)

where n is the number of quoted options, Xobs is 
observed values and Xmodel is modelled values at 
time/place i. The parameters required for RMSE 
include (ν0,  κ, θ, ξ , ρ) used for calibration and ν0  is 
the instantaneous variance at the starting point. 
Referring to formula (2), the rate of return of the 
asset can be calculated by multiplying κ and 
difference between θ and ν0. 

3.2.2 The Moving Window 

The Moving Window (MW) estimate is a suitable 
model in the use of VIX options, which are provided 
daily to track market values of volatility. MV can be 
computed as the mean of variance of the stock price 
process over the time series window that moves 
forward in time. MW is used to compute the 
forecasted movement in the Heston Model. 

3.2.3 Average Absolute Percentage Error 
(APE) and Aggregated Relative 
Percentage Error (ARPE) 

The average absolute percentage error (APE) of the 
mean price and aggregated relative percentage error 
(ARPE) are additional formulas for calibration to 
construct the best fit in financial computation, and 
thus improves the accuracy and performance of the 
calculations (Wilmott, 2006; Kloeden, and Platen, 

2012; Guillaume and Schoutens, 2012). A limitation 
with APE is that it may cause a problem. A few of 
the series with a very high APE might distort a 
comparison between the average APE of time series 
fitted with one method compared to the average 
APE when using another method. To overcome this 
limitation, another model, aggregated relative 
percentage error (ARPE) is used. 

3.3 Services on Offer 

This section explains two types of services on offer 
for FMPaaS QoS. The architecture adopts the 
private cloud at the University of London 
Computing Centre (ULCC) data center and 
Southampton clusters, where the processing took 
place in ULCC. Two types of services are as 
follows. 

 Heston Volatility and Pricing as a Service 
(HVPaaS): The request started and completed at 
Southampton clusters, including the processing 
of the HVPaaS. The objective is to track 
volatility and pricing simultaneously since both 
can change significantly during the volatile 
period. The metrics are provided by the 
respective inputs of Heston model except 
volatility, which is provided by VIX. 

 Business Analytics as a Service (BAaaS): After 
analyzing the numerical computation of volatility 
and pricing, the next step is to compute them as a 
Business Analytic. This makes the analysis much 
easier and the stakeholders can understand. After 
the processing of HVPaaS completed in 
Southampton, results are sent to ULCC in 
London, where both sites can process BAaaS. 
This service is regarded as the case of a complete 
FMPaaS QoS.  

Application Programming Interfaces (APIs) are used 
to illustrate how to use these two services. In 
BAaaS, it has two APIs as follows. 
1. FinancialData API – this allows the BIaaS 

Cloud to obtain financial data from Google 
Finance and have all the major stock market 
data, particularly the US and UK stock exchange 
data.  

2. TradingChart API – this allows the financial 
data to be presented in the trading chart format 
similar to the visualization services offered by 
London Stock Exchange and Thomson Reuters. 
Additional functions can allow analysts to use 
the MW model to compute forecasted 
movement. “TradingChart” is the API to 
demonstrate both models (Heston and Financial 
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data) can work together to deliver an integrated 
service. Results of the experiments will be 
presented in Section 4. 

3.4 Measurement of FMPaaS QoS 

This section describes the measurement of FMPaaS 
QoS, which aims to demonstrate the significance of 
performance and accuracy. In terms of performance, 
the execution time for all APIs should be recorded to 
check their completion time is within seconds. 
Experiments involved with multi-core and multi-
node processing are included to illustrate the 
performance issue. To demonstrate accuracy, an 
approach is to compare the predicted result from the 
FMPaaS QoS with the actual results generated by 
the market such as the New York Stock Exchange or 
London Stock Exchange. The end results of these 
APIs, particularly the TradingChart API (the last one 
of all FMPaaS services), can correspond to the 
predicted results of the FMPaaS analysis. The actual 
results can be imported directly from Google 
Finance. The difference between the actual and 
predicted results can correspond to the percentage of 
accuracy. The objective is to maintain all differences 
within 5% difference to ensure a high quality of 
accuracy to be achieved.   

4 ACCURACY TESTS AND 
RESULTS OF PERFORMING 
FMPaaS QoS SIMULATIONS 

This section describes the accuracy tests of the 
selected stocks listed on the New York Stock 
Exchange. Some of these selected stocks are the 
continuation of our previous study which analyzed 
stocks between mid-May 2012 and early July 2013. 
Hence, we will analyze the stocks between early 
July 2013 and mid-May 2014. Additionally, some of 
the new selected stocks such as Citi and GE are used 
to analyze the accuracy of FMPaaS results. Our 
previous work has shown the stocks of Facebook, 
Apple, IBM and Microsoft between mid-May 2012 
and end of June 2013 and these four stocks are used 
again for FMPaaS analysis.  

4.1 The Overview of the FMPaaS 

This section presents the overview of the FMPaaS, 
including the end results of the analysis shown in 
Figure 4. The first section of Figure 4 is the main 
area of FMPaaS QoS, where the y-axis shows the 

price and the x-axis shows the time scale. There are 
upper and lower lines, which are predicted indexes 
based on the stock values every ten minutes ago. As 
explained in our previous work, both upper and 
lower limits offer 95% of confidence interval (CI) 
for the predictive modeling. The purple line in the 
middle is the baseline based on the prediction. The 
blue line in the middle is the predicted value line 
based on the values given 10 minutes ago and 
without using the 95% CI approach. The second 
section represents the trading volume. The third 
section represents the relative strength index, which 
means how active the stock movement is compared 
to 50 as the baseline. In this case, we are only 
concerned about the first section, the accuracy and 
performance of the actual and predicted index 
movements.  

 

Figure 4: The full FMPaaS result showing Facebook stock 
prices, volume and relative strength between 2 July, 2013 
and 16 May 2014 

4.2 Performance Test: The 
Experiments with APIs 

As explained in Section 3.3, development of APIs is 
essential for FMPaaS to measure the effectiveness of 
QoS. Our previous work also demonstrates the use 
of two APIs, “FinancialData” and “TradingChart”, 
which display the outputs of FMPaaS based on the 
calculation and computation of formulas presented 
in Section 3. The outputs measure the following two 
items: 
 The status of the return, which are the prices of 

the assets at the times that sales are intended; 
 Volatility, which represent the variable market 

risk associated with the sale or buy activities. 

Experiments with these two APIs are important 

Quality�of�Service�for�Financial�Modeling�and�Prediction�as�a�Service

11



 

since they will determine the performance of 
generating results and accuracy of the results 
received. To present the results of experiments, the 
hardware specifications are described in Section 
4.2.1. Steps and processes involved with two 
experiments are then presented in Section 4.2.2 and 
4.2.3 respectively.  

4.2.1 Infrastructure Used for Experiments 

University of London Computer Center (ULCC) was 
used for the experiments. ULCC has advanced 
Cloud and parallel computing infrastructure and 
network attached storage (NAS) service. It has 
CPUs totalling 30 GHz, 60 GB of RAM and 12 TB 
of disk space for experiments. Fiber optic network 
offering the 10 Gb network speed was used for 
experiments.  The network was connected to the first 
private clouds based at Greenwich, which has a total 
of 9 GHz CPU and 20 GB RAM. The infrastructure 
at ULCC is also connected to the second private 
cloud based at the University of Southampton, 
which have 6.0 GHz and 16 GB RAM in place. 
There is the third private cloud based at the author’s 
venue at Southampton, which has the capability is 
24.2 GHz CPU and 32 GB RAM. All the three 
private clouds located in Greenwich and two places 
at Southampton have been connected to ULCC 
through the fast fiber optic networking and the 
VMWare infrastructure. Before experiments took 
place, preliminary work had been tested and all the 
outputs could be successfully computed. The 
distance between different private clouds did not 
make a difference in the execution time during the 
preliminary phase of the experiments.    

4.2.2 Execution Time for a Single API 
Processing 

This section presents results of processing each API 
in two settings. The first experiment was undertaken 
between the two private clouds at Southampton. The 
second experiment was undertaken while utilizing 
both the Southampton and ULCC clouds. In other 
words, results should be sent to ULCC for 
processing and returned back to Southampton. The 
execution time is the total time of processing 
mathematical modeling on the APIs on the server 
and response time to the client. The first experiment 
was expected to take less time due to the shorter 
distance. All experiments were conducted five times 
with the mean values taken as the execution time 
and the standard deviation was the difference 
between the highest and lowest values. The results 
of API experiments were presented in Table 1. 

Table 1: The execution time for each API or process in the 
local environment (p < 0.005). 

API or process 

Southampton 
execution time 

(sec) and standard 
deviations 

ULCC: execution 
time (sec) and 

standard deviations 

FinancialData 2.04 (0.10) 2.12 (0.12) 
TradingChart 1.11 (0.03) 1.19 (0.06) 

4.2.3 Execution Time for 100,000 
Simulations of API Processing 

Results in Section 4.2.2 show the average execution 
time of one simulation per API processing. To test 
the performance, the large-scale simulations are 
required (Guillaume and Schoutens, 2012). Our 
FMPaaS can offer up to 100,000 simulations per 
service to test the scenarios that if there are 100,000 
service requests happen every second, whether our 
FMPaaS can still provide services smoothly without 
degrading the service. The aim of this experiment is 
to demonstrate that our FMPaaS can support 
100,000 service requests and achieve a good 
execution time. Availability was 100% at the time 
that those experiments were taken, with the network 
and VMs working in excellent conditions. All the 
experiments were taken five times with the mean 
values taken as the execution time and the standard 
deviation was the difference between the highest and 
lowest values. Results are presented in Table 2. 
100,000 simulations on the API could be completed 
in 200,645 seconds, or 55 hours, 44 minutes and 5 
seconds. 

Table 2: The execution time for 100,000 simulations of 
API processing in the ULCC (p < 0.005). 

API or process 

Southampton 
execution time 

(sec) 
and standard 
deviations 

ULCC: execution 
time (sec) and 

standard deviations 

FinancialData 200432 (488) 200645 (499) 
TradingChart 110135 (417) 110348 (429) 

 

All the standard deviations are below 0.5% of the 
average execution time for all six APIs. The aim for 
this experiment is to demonstrate that in the event of 
having 100,000 requests from users in real-time, 
how the FMPaaS can respond to all the processing. 
Results also show that FMPaaS can cope with 
100,000 requests. 

4.3 Accuracy Test 

This section describes the accuracy test by using 
Facebook as an example to illustrate. The focus is to 
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demonstrate accuracy and performance of using 
FMPaaS analysis. The execution time of performing 
this FMPaaS test is 3.15 seconds, which correspond 
to the sum of processing “FinancialData” and 
“Tradingchart” APIs. We identify three major points 
where the predicted asset prices would be compared 
directly with the actual prices. The reason was that 
since price values could change all the times, 
identifying the points for comparison was useful. 
Additionally, this can ensure prediction to be more 
focused on the end of the trading activities since 
they could receive more investors’ attention.  

Two types of accuracy tests are presented. The 
first test is focused on the overall level of accuracy, 
whether all the actual values fall into the upper and 
lower predicted values within the range of 95% 
confidence interval (CI). The second test is based on 
three selection points where the trading activities are 
at the end of the quarterly business review, or at 
three obvious points in the FMPaaS result. In Figure 
5, points 1, 2 and 3 are chosen due to the location of 
these points to be checked and noticed easily. 

 

Figure 5: The FMPaaS result showing Facebook stock 
prices between 2 July, 2013 and 16 May 2014. 

Table 3 shows the results of the overall accuracy 
test. We count the number of datapoints falling 
outside the 95% CI divided by the total number of 
datapoints. The results show that about 97% of the 
actual datapoints, or actual values of Facebook index 
movements, fall within the 95% CI predictive range. 
Among those 3% falling outside the predicted range, 
there is one spot with a red arrow. This happened 
because Facebook was reported to have more profits 
than their analysts’ forecasted results. However, the 
market had the mixed reactions in the first few days, 
which resulted in numerous selling and buying 
activities. Those who bought thought that Facebook 
would have a better value at some point. Those who 
sold thought that it was a time to get their 
investment back. This explains why our forecasted 

values slightly deviate from the actual values. 
Additional calibration can be used to compute the 
forecast price values and volatility for the three 
points, where the results can then be used to 
compare with the actual values for the accuracy. 

Table 3: The test of the overall accuracy for Facebook. 

Items 
Falling 

within 95% 
CI lines 

Percentage 
falling 
outside 
95% CI 

lines 

Significant spots 
falling outside 95% 

CI lines 

Actual 
values 

Yes. 97% 
of actual 

values are 
within the 

range. 

About 3% 

Profits were more 
than their predicted 

results between 
2013/2014 
forecast. 

 

To determine the accuracy test, asset prices of 
the predicted values (input values by Heston model 
and VIX and computed by models in Section 3) are 
directly compared with the actual values. See Table 
4 for results. Asset prices computed by the predicted 
value are close to their respective actual values in 
points 1, 2 and 3, ranging between 93.72% and 
99.63% accuracy. Points 2 and 3 have extremely 
high accuracy and point 1 has an acceptable level of 
accuracy. The likely reason is that the asset price 
prior reaching point 1 was on the way up to one and 
a half months and it was less predictable to forecast 
the asset price values on the way up in point 1. 

Table 4: The test of the three selection point accuracy for 
Facebook. 

Items Actual value Predicted value 

Point 1 

Asset price = 50.15; 
volatility = 1.20; 
implied volatility = 
0.45; time = 0.3 

Asset price = 47.00; 
volatility = 1.20; implied 
volatility = 0.45; time = 
0.3. 93.72% same as the 
actual value 

Point 2 

Asset price = 53.30; 
volatility = 0.5; 
implied volatility = 
0.45; time = 0.6 

Asset price = 53.70; 
volatility = 0.5; implied 
volatility = 0.45; time = 
0.6. 99.26% close to actual 
value 

Point 3 

Asset price = 59.01; 
volatility = 0.5; 
implied volatility = 
0.35; time = 1.15 

Asset price = 59.23; 
volatility = 0.5; implied 
volatility = 0.35; time = 
1.15. 99.63% same as the 
actual value 

4.4 Discussion 

The benefits of adopting FMPaaS are as follows. 
First, FMPaaS have focused on improving the 
accuracy for the financial modeling and prediction 
as demonstrated in the test results. This can also 
provide new and alternative services for forecasting 
and investment analysis. Second, FMPaaS can 

point 1 point 2 point 3
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provide positive impact to the stakeholders and 
potential investors to understand the market 
performance, volatility, trading volume and likely 
predicted movements of their chosen stocks. These 
two aspects of contributions will help the 
stakeholders, potential investors and research 
community to understand the market much better. 
The benefits offered by FMPaaS are relevant to the 
themes of Emerging Software as a Service and 
Analytics to allow the community to know an 
improved and better Cloud SaaS services being 
validated and illustrated with reported contributions. 
The next phase of challenges is to improve the 
overall level of accuracy from 95% to 98% and 
above; improve the point accuracy as close as to 
99.99% and raise three points of evaluation and 
testing to six points to ensure there is a greater 
coverage of accuracy tests.  

5 CONCLUSION AND FUTURE 
WORK 

A large number of QoS papers focus on the 
hardware infrastructure and Service Level 
Agreement with the lack of explanation and further 
development for SaaS. We explain the motivation 
and significance of QoS for FMPaaS, which is our 
main service for finance and business intelligence. 
Six factors for delivering FMPaaS QoS have been 
illustrated, where the emphasis for this paper is on 
performance and accuracy. We first start with the 
design process and methodology for FMPaaS, and 
then explain the theories behind FMPaaS. APIs are 
provided in the FMPaaS, where “FinancialData” and 
“TradingChart” are the two APIs that have been 
developed and then used in the experiments for 
performance tests. Two types of experiments were 
conducted. First, each API was tested five times top 
get the mean execution time to generate outputs. All 
execution time was completed within 2.12 seconds. 
Second, large scale of 100,000 simulations was 
performed to test whether APIs can provide real-
time services. Results show that 100,000 simulations 
on the API could be completed in 200,645 seconds, 
or 55 hours, 44 minutes and 5 seconds with a low 
percentage of standard deviations. Accuracy had 
been conducted to test the differences between the 
predicted and actual values. Three points of 
comparisons for Facebook stock were used for 
accuracy test since they represented the end of all 
transaction activities. Results show that accuracy 
tests had between 93.72% and 99.72% of accuracy 
while comparing the actual and predicted values of 

the asset prices of Facebook stock. Our future work 
will include the improvement of our performance 
and accuracy tests. We will also use more companies 
to illustrate that our FMPaaS can provide better 
services and accuracy while comparing the actual 
and predicted values of asset prices. 
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Abstract: In this paper, we present an approach for scalable QoE estimation/prediction of a composition of given 
services. The approach relies on using logic circuits/networks for the QoE prediction. Given two logic 
circuits that predict the QoE values of two service components, we propose a method for synthesizing the 
resulting logic circuit that predicts the QoE of the overall service composition. As the complexity of this 
resulting circuit significantly depends on the complexity of an implementation of a MIN function, we 
present an experimental evaluation of the complexity of the corresponding circuit. 

1 INTRODUCTION 

The number of services designed for various 
purposes increases rapidly, and almost all of them 
are developed for improving or simplifying human 
life. As an example of the service one can consider a 
multimedia service, that delivers some video/audio 
traffic to an end-user, or a web service that allows to 
book a hotel or to buy some products online, etc. As 
all these services are developed “for people”, the 
Quality of Experience metrics (QoE) remains the 
most common metrics to evaluate their quality.  

The QoE is used to measure the end-user 
satisfaction with a given service and thus, the 
problem of its evaluation remains one of the most 
challenging problems in the artificial intelligence 
area. The reason is that in order to evaluate the QoE, 
it is necessary to ‘guess’ how much an end-user 
would like or dislike a given service. This problem 
is often solved with the use of various self-adaptive 
models that can accept service parameter values as 
inputs and return the QoE value as an output. If a 
model behaves in a wrong way for some newly 
emerged input/output pairs, the model can be trained 
by itself or by an external ‘teacher’ that could be a 
service provider. Most popular self-adaptive models 
are decision trees (see, for example, Mitchell, 1997; 
Pokhrel, J., Mallouli, W., and Montes de Oca, E., 
2013), neural networks (Ahmed et al., 2012; Al-
Masri and Mahmoud Qusay, 2009), fuzzy logic 
formulae (Lin et al., 2005; Torres et al., 2011), and 
logic circuits (Kushik et al., 2014). All these models 
have their own advantages, as well as the known 

drawbacks. Most common criteria that a researcher 
or a service provider should take into account are the 
QoE prediction ability of the model and the 
scalability of the “teaching” process. It has been 
previously shown that the approach proposed by 
Kushik et al. in 2014 allows to adequately predict 
the end-user satisfaction with a given service, and, at 
the same time, to perform the model adaptation in a 
scalable way (Kushik et al., 2014). This approach is 
based on logic networks, in particular, 
combinational circuits, for the QoE prediction. The 
initial logic network is derived based on statistical 
data that are gathered from experts, developers 
and/or end-users who agreed to provide a feedback 
about the service quality. The circuit accepts the 
service parameter values encoded as Boolean 
vectors and outputs the Boolean vector that 
corresponds to the encoded QoE value. The circuit is 
a self-learning machine, i.e., when new statistical 
data appear the circuit is checked for having the 
corresponding behaviour and if the behaviour does 
not correspond to newly emerged data the circuit is 
resynthesized. Such resynthesis can be efficiently 
performed using various tools (see, for example, 
Berkeley Logic Synthesis and Verification Group, 
ABC). 

Once the QoE of a given circuit is carefully 
estimated, one can use this service not only as a 
single self-sufficient entity, but also as a part of a 
‘big’ service composition. In this case, the problem 
arises of predicting the QoE of this composition. It is 
well known, that even if the service components 
have the high QoE value for a given statistical 

16



pattern, the QoE of the composition is not 
necessarily high for this pattern. Therefore, the 
composition QoE value has to be effectively 
predicted. Given two service components, and two 
logic circuits for predicting component QoE values, 
we propose a technique how to synthesize the 
resulting logic circuit that predicts the QoE of the 
service composition. The technique relies on 
scalable operations over logic networks, such as 
introducing additional inputs and connecting nodes 
in the circuit to combine particular circuit parts. We 
introduce a special circuit implementation of the 
minimum function that outputs a minimal integer of 
two integers. This circuit is further used as a part of 
the resulting logic network that predicts the QoE 
value of the service composition. The algorithm 
provided in the paper takes into account the fact that 
the user satisfaction can be only decreased in the 
service composition. The reason is that if a user is 
not satisfied with a given service component, his/her 
satisfaction cannot be increased with the use of the 
other components, i.e., our approach assumes the 
worst-case scenario. We notice, that this scenario 
supports the scalability of the approach, since we are 
not interested in the composition details, i.e., 
compositional patterns, differently from predicting 
some objective service parameter values (see for 
example, Zheng et al., 2013). Furthermore, we 
discuss how the proposed QoE estimation technique 
can be adapted to the case when the composition 
QoE is calculated not as the minimum function but 
as more complex mathematical formula. 

Therefore, the main contribution of this paper is 
an approach for estimating the QoE of the service 
composition, when the QoE of each service 
component is calculated by a corresponding logic 
circuit. We also provide the preliminary 
experimental evaluation for a proposed approach 
addressing the complexity of parts of the resulting 
circuit. These experimental results clearly show the 
approach scalability.  

The rest of the paper is organized as follows. 
Section 2 contains the preliminaries. A running 
example for a service composition and its QoE 
prediction is given in Section 3. A scalable approach 
for estimating the QoE of the service composition as 
well as the experimental evaluation of the 
complexity of the overall circuit are given in Section 
4. A discussion on possible extensions of the 
proposed approach is presented in Section 5. Section 
6 concludes the paper. 

 
 
 

2 PRELIMINARIES 

In our normal human life, we are surrounded by 
services. Those can be web services that represent 
specific software designed to support interoperable 
machine-to-machine interaction over a network 
(Booth et al., 2004) or multimedia services that are 
used to deliver a multimedia traffic to an end-user 
(Pokhrel, J., Wehbi, B., Morais, A., Cavalli, A., and 
Allilaire, E., 2013). One can consider other types of 
services, not directly related to Computer Sciences 
area, such as cleaning service, delivery service, 
booking service, etc. Anyway, all these services are 
developed to improve or to simplify the human life 
quality and thus, not a single service is left without 
evaluating the quality of this service. There exist 
various metrics to evaluate the service quality where 
the most known seems to be the Quality of Service 
(QoS) metrics. The QoS can be defined as a vector 
with components which are values of given 
attributes (parameters) that can be objectively 
measured (Kondratyeva et al. 2013). We mention 
that there have been performed a lot of research and 
some interesting contributions have been made 
regarding the estimation of the QoS for a composite 
service (El Hadad et al., 2010; Zheng et al., 2013).  

However, the most interesting metrics to 
estimate the service quality is the Quality of 
Experience (QoE) that represents a user satisfaction 
(see, for example, Winckler et al., 2013). In spite of 
the fact that the QoE is more difficult to evaluate, 
this metrics is more close to the adequate description 
of the service quality, since the main purpose of 
each service is to satisfy an end-user. In other words, 
the algorithm for the QoE evaluation has to be 
adapted to a human’s brain in order to ‘predict’ what 
a user likes/dislikes. That is the reason why different 
self-adaptive models and algorithms are now used 
for this purpose. The advantage of a self-adaptive 
model is that it can be learnt or trained by a ‘teacher’ 
or by itself according to the feedback from people 
who use the service. As usual, an initial 
model/machine is derived based on some statistical 
data that contain a number of user/expert opinions 
about the service. Afterwards, the model can 
‘predict’ the user satisfaction of the service for the 
given values of service parameters. The more 
statistical data are gathered the better is the 
‘prediction’. Moreover, as the model is self-
adaptive, when new statistical data appear for which 
the model does not behave in an appropriate way, 
the model is adjusted to these new data and this 
process is the model training. 

Various self-adaptive models can be used for the 

Scalable�QoE�Prediction�for�Service�Composition

17



QoE prediction of the service. One of short surveys 
of these models can be found in (Kondratyeva et al. 
2013). In particular, Kondratyeva et al. discuss three 
most popular self-adaptive models that are used to 
predict the QoE value for web services. We briefly 
sketch this survey to provide an overview of the use 
of self-adaptive models for the QoE prediction. 
Almost all self-adaptive models rely on pre/post 
conditions that can be expressed in terms of IF-
THEN operator. The first group of machine learning 
algorithms is based on a Decision Tree (Mitchell, 
1997; Pokhrel, J., Mallouli, W., and Montes de Oca, 
E., 2013) that can be described for a web service as a 
tree which nodes correspond to service parameters 
(attributes) while edges are marked with different 
parameter values (scores). Each tree level 
corresponds to a single service parameter which can 
be evaluated by scores that label outgoing edges. 
The leaves of the tree correspond to different values 
of the user satisfaction. The decision tree can be 
derived based on IF-THEN conditions where a path 
labelling each branch of the tree to a node with a 
given QoE value corresponds to the conjunction of 
conditions under IF operator. The decision tree can 
be learnt based on deriving IF-THEN conditions by 
adding additional paths. As usual, such pre/post 
conditions are derived based on experimental results 
or following some expert opinions. The decision tree 
provides an algorithm for evaluating the user 
satisfaction if and only if it is completely specified. 
Those paths in the tree that are not specified by the 
conditions have to be somehow augmented in order 
to predict the user satisfaction in this undefined 
situation. Thus, the purpose of specifying undefined 
paths is to “guess” what a user would like or dislike 
under appropriate conditions. The complexity of the 
completely specified tree is exponential w.r.t. the 
number of quality parameters. Other self-adaptive 
models, such as neural networks and fuzzy logic 
formulae are known to be more compact. Neural 
networks are widely used for solving various 
problems in the artificial intelligent area. Such 
networks are used in the “machine learning sense” 
and all the neurons of the network are assumed to be 
artificial and can be modified by a “teacher” in a 
given way. Neurons are connected to each other and 
these connections also can be trained. Usually neural 
networks without feedbacks are considered and in 
this case, the network can be divided into levels. 
Usually, for each neuron there exists a formula that 
calculates its output according to weighted inputs 
that is used when coming to the next level via 
weighted edges. A neural network can accept values 
of input (QoS/QoE) parameters and depending on 

the neuron definition and on the weight of 
distributed connections the network produces the 
output (the QoE value) (Al-Masri and Mahmoud 
Qusay, 2009) by changing states from level to level. 
At the initial step, the network connections are set 
based on the initial statistical data, i.e., on the set of 
given input/output pairs. A network learning process 
consists of modifying weighted connections (or a set 
of nodes) of the network based on new knowledge 
(more statistical data, for example). In other words, 
when new statistical data appear the network can be 
learnt how to modify its connections and possibly, 
nodes in order to have the correct behaviour. A good 
alternative to artificial neural networks is a fuzzy 
logic that was introduced by Lotfi A. Zadeh (Zadeh, 
1965) in 1965 and can be also considered for 
modelling a human behaviour. Similar to a decision 
tree, a fuzzy model can be built based on a set of IF-
THEN conditions that can be combined taking into 
account how disjunction and conjunction are defined 
for fuzzy sets. The fuzzy logic model can be learnt 
by changing membership degree of each parameter 
to the service, i.e., the weight of linguistic values for 
quality parameters in the resulting fuzzy formula, as 
well as by changing the relative importance of each 
quality parameter. 

In 2014, Kushik et al. have proposed another 
self-adaptive model that can be used to predict the 
QoE value with a given service. Moreover, the 
proposed approach has been compared with the one, 
based on using fuzzy logic formulae, and the former 
has shown the higher scalability (Kushik et al., 
2014). This approach is based on analyzing and 
training of logic networks/circuits that can be 
effectively performed using the tools developed for 
logic synthesis and verification. In this paper, we 
extend the approach proposed by Kushik et al. to the 
case when a service under investigation is a 
composition of ‘smaller’ services, such that the 
corresponding logic circuits for the service 
components are known in advance. Furthermore, we 
address the methods for deriving such logic circuits 
for various service types and propose a technique for 
the efficient QoE estimation for a composite service 
using the same logic synthesis ‘apparatus’. That is 
the reason why we further briefly sketch the 
necessary definitions related to the logic synthesis. 
We mention that these definitions are mostly taken 
from (Kushik et al., 2014). 

Definition 1. A logic network (circuit) consists 
of logic gates. Each logic gate has input (-s) and a 
single output. Outputs of some gates are connected 
to inputs of the others. The inputs of some gates that 
are not connected to any other gate output are 
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claimed to be primary inputs while the outputs of 
some gates are claimed as primary outputs. In this 
paper, we consider combinational circuits, i.e., 
feedback-free circuits which have no latches. 

Each gate implements a Boolean function. Most 
common 2-input gates are 
AND/OR/XOR/NAND/NOR/XNOR that implement 
conjunction/disjunction/xor and their inversions. 
There are also 1-input gates such as NOT/BUFF that 
implement the inversion and the equality function, 
correspondingly. 

 
Figure 1: A circuit S. 

As an example, consider a combinational circuit in 
Fig. 1 with a set X = {x0, x1, x2, x3} of inputs, a set Z 
= {z0, z1} of outputs and 11 AND and NOT gates 
(AIG nodes); the latter are taken in bold. 

Definition 2. By definition, a logic circuit 
implements or represents a system of Boolean 
functions. A circuit accepts a Boolean vector as an 
input and produces a Boolean vector as an output 
according to the corresponding system of Boolean 
functions. Each logic circuit can be described by a 
Look-up-Table (LUT). A LUT contains a set of 
input/output pairs of a given circuit: if for the input i 

the circuit produces an output o, then the pair i/o is 
included into the LUT. 

A LUT can be used as the specification when 
deriving a logic network that implements the system 
of Boolean functions, and there exist a number of 
methods how to synthesize a logic network that 
implements a given system of functions. In this 
paper, we use the ABC tool (Berkeley Logic 
Synthesis and Verification Group, ABC) to design a 
circuit for a given LUT. For this purpose, such LUT 
is described in a special form; in this paper, we use 
the PLA format. 

As in this paper we focus on using logic 
networks to evaluate/predict the QoE of a given 
service, we further briefly sketch the algorithms 
proposed in (Kushik et al., 2014) for deriving and 
training these circuits. In order to derive the initial 
circuit С, one uses statistical data gathered from 
service experts, from the automatic evaluation of 
service parameters and/or from end-users, who have 
experience of using the service. These statistical data 
are encoded as Boolean vectors of appropriate 
length, and this set of input/output vectors is written 
in the PLA format. The circuit C that evaluates the 
QoE value is then designed from a system of 
partially specified Boolean functions. The 
corresponding procedure is given as Algorithm 1. 

  
 

Algorithm 1 for deriving an initial logic 
circuit to evaluate the QoE value 

Inputs: Service parameters p1, p2, …, pk with 
nonnegative (unsigned) integer values bounded 
by 

1pM , 
2pM , …, 

kpM ; maximal value of the 

QoE QoEM ; 

Statistical data, i.e., feedbacks from users U1, 
…, Ur represented as a list of patterns p1_value, 
p2_value, …, pk_value, UserSatisfaction_value. 

Output: a logic circuit C  
1. Determine the number of primary inputs 

and primary outputs of C: 
The number of primary inputs equals 




k

i
pi

M
1

2 [log]  while the number of primary 

outputs equals ]log2 QoEM [. 

2. Derive a LUT  
2.1 For each user Ui, i  {1, …, r}, convert 

his/her statistic scores p1_value, p2_value, …, 
pk_value, UserSatisfaction_value into Boolean 
vectors and add the corresponding lines to the 
LUT. 

3. Synthesize the circuit C from a system of 
partial Boolean functions and Return C. 
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The circuit C has to be self-adaptive, i.e., when a 
new end-user agrees to leave his/her feedback about 
the service quality the circuit behavior has to be 
modeled under a corresponding input i and if the 
result produced by the circuit differs significantly 
from the expected then the circuit has to be 
resynthesized. To evaluate the difference between 
the circuit output and the user satisfaction value 
Kushik et al. introduced some value  that represents 
a confidence interval, i.e., the QoE(W) produced by 
the circuit C has to belong to the interval 
[UserSatisfaction_value – , UserSatisfaction_value 
+ ]. If this fact does not hold, i.e., |QoE(W) – 
UserSatisfaction_value| >  then the circuit C is 
resynthesized. The corresponding procedure taken 
from (Kushik et al., 2014), is presented as Algorithm 
2. 

 
Algorithm 2 for learning / training the logic 
circuit that evaluates / ‘predicts’ the QoE 
value for a service 
Inputs: QoE parameters p1, p2, …, pk with 
nonnegative values bounded by 

1pM , 
2pM , …, 

kpM ; maximal value of the QoE QoEM ; 

The circuit C that evaluates the QoE value for a 
service W; 
A new user feedback p1_value, p2_value, …, 
pk_value, UserSatisfaction_value; 
Maximal difference  for corresponding 
confidence interval. 
Output: a modified logic circuit C  
1. Integers p1_value, p2_value, …, pk_value, 
UserSatisfaction_value are converted into 
Boolean vectors v_p1, v_p2, …, v_pk, v_us. 
2. The output QoE(W) of the circuit C is 
computed for the input v_p1, v_p2, …, v_pk.  
3. If | QoE(W) - UserSatisfaction_value | >  then  

3.1 If the line v_p1, v_p2, …, v_pk is 
specified as input in the LUT, then change the 
corresponding output into v_us, 

Otherwise 
Add the new line v_p1, v_p2, …, v_pk, v_us 

to the LUT. 
3.2 Synthesize the new circuit C; assign C = 

C and Return C.      
 

In this paper, we propose an approach how a circuit 
that predicts the QoE of a composite service can be 
derived under the assumption that the QoE of the 
service components are given. These circuits can be 
derived using Algorithm 1 and effectively trained by 
applying Algorithm 2. The approach proposed in the 
paper is illustrated by a running example. 

3 A RUNNING EXAMPLE 

In this paper, we consider a given web service as a 
running example. In particular, we rely on the 
example of vacation planner service that is taken 
from (Kondratyeva et al., 2013). This service offers 
a user an opportunity to purchase flight tickets and 
to book an accommodation at the destination point. 
A user submits traveling dates and the planner 
proposes a number of available options for flight 
tickets and hotel rooms. If the user and the planner 
agree on the flight ticket and the hotel room then the 
vacation is successfully booked. Otherwise, the 
vacation is not reserved. The list of crucial service 
parameters that significantly affect the QoE is as 
follows: the execution time, service availability and 
service popularity. In other words, the QoE of the 
vacation planner significantly depends on the 
component values of the vector t, a, p, where t 
denotes the execution time, a – the availability and p 
– the popularity. 

As the vacation planner is designed as a 
composition of a flight booking and a hotel booking 
services, the QoE of this composite service can be 
calculated based on the QoE of the flight booking 
and the QoE of the hotel booking services. Given the 
flight booking service, in the running example, we 
consider that the execution time t and its popularity 
p are the crucial parameters for most users. Let 
Table 1 contain the statistical data gathered from the 
users and/or experts A, B, C, and D.  

Table 1: Statistical data gathered for the flight booking 
service. 

User identifier t p QoE 
A 3 0.3 3 
B 1 0.9 5 
C 3 0.2 1 
D 2 0.5 4 

 

Similar to the flight booking service, in this paper, 
we consider the availability a to be a crucial 
parameter for the second component of the vacation 
planner. In other words, once a user has agreed on 
all the flights details, he/she is redirected to a hotel 
booking service that has to be necessarily available 
at the moment. If this service is not available the 
user’s QoE goes immediately down. The 
corresponding statistical data left by experts and/or 
some users E and F of the hotel booking service are 
shown in Table 2. 

Given the statistical data for the service 
components, we consider that the QoE of the 
composite   service   is always the minimal value for 
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Table 2: Statistical data gathered for the hotel booking 
service. 

User identifier a QoE 
E 0.9 5 
F 0.6 4 

 

all possible values of the vector t, a, p. The latter 
means, that in order to predict the QoE of the 
vacation planner, one should consider the worst 
users’ opinions. The reason is that if a user is not 
satisfied with a given service component, he/her 
satisfaction cannot be increased with the use of other 
components. In the running example, in order to 
consider the statistical data for the vacation planner 
one should concatenate the data given in Tables 1 
and 2, correspondingly. The resulting statistical data 
are given in Table 3.  

Table 3: Statistical data for the vacation planner. 

t p a QoE 
3 0.3 0.9 3 
1 0.9 0.9 5 
3 0.2 0.9 1 
2 0.5 0.9 4 
3 0.3 0.6 3 
1 0.9 0.6 4 
3 0.2 0.6 1 
2 0.5 0.6 4 

 

Table 3 contains eight lines; each line represents a 
vector t, a, p, QoE where the QoE is the minimal 
value taken from the vectors t, a, QoE (Table 1) 
and p, QoE (Table 2). 

Consider two logic circuits C1 and C2 designed 
for predicting the QoE of the flight booking and the 
hotel booking services, correspondingly. We further 
discuss how one can build a logic circuit that 
predicts the QoE value of the vacation planner. 

4 SCALABLE APPROACH FOR 
ESTIMATING THE QoE OF A 
COMPOSITE SERVICE 

In this section, an approach for automatic 
evaluation/‘prediction’ of the QoE value for a 
composite service is proposed. Without loss of 
generality, we consider two service components S1 
and S2 that are somehow combined when designing 
the composite service S1 @ S2, where @ is a 
composition operator. If the number k of service 
components is greater than two, this approach can be 
applied iteratively, i.e. first, the QoE of the service 

S1 @ S2 is estimated, then, the QoE of the service (S1 
@ S2) @ S3 is estimated, etc. At the final step, the 
QoE is predicted for the service (S1 @ … @ Sk - 1) @ 
Sk. The question about communicative and 
associative properties of the composition operator is 
out of the scope of this paper. 

Given two composite services S1 and S2, consider 
two logic circuits C1 and C2 that predict their QoE 
values, correspondingly. These circuits can be 
derived as proposed in (Kushik et al., 2014). We 
provide an algorithm for designing a logic circuit C1 
@ C2 that predicts the QoE value of the composition 
S1 @ S2. 

4.1 Deriving a Logic Circuit for 
Predicting the QoE of a Composite 
Service  

In this section, we provide an algorithm (Algorithm 
3) for designing a logic circuit C1 @ C2. At the first 
step, the set of inputs of this circuit is determined. In 
fact, this set contains all the inputs that correspond 
to S1 service parameters and S2 service parameters. 
In other words, the set of inputs for C1 @ C2 is the 
union of the sets of inputs for C1 and C2, If the sets 
of S1 and S2 parameters do not intersect, the set of 
inputs for C1 @ C2 is the set of inputs for C1 plus 
inputs of C2.  

At the second step, the special circuit Cmin for 
implementing a minimum function is designed. This 
circuit will be used to choose between two QoE 
values produced by the circuits C1 and C2. As 
mentioned above, we always rely on the minimal 
value of the two QoE values, considering that the 
user satisfaction can be only decreased for a 
composite service. Each circuit C1 or C2 produces 
the Boolean vector of corresponding length. These 
vectors correspond to integers I1 and I2 that 
represent the QoE values for the service components 
S1 and S2. The MIN function is used to choose the 
minimum value of I1 and I2; if these values coincide 
then the QoE of the composite service equals I1 = I2. 
The corresponding circuit that implements this 
function has the number of inputs that is the sum of 
outputs of circuits C1 and C2. Hereafter, in the paper, 
we consider that the QoE is measured within the 
Mean Opinion Score (MOS) scale (ITU-T, 2006) 
and thus, outputs of each circuit encode integers of 
the set {1, 2, 3, 4, 5}, i.e., the number of outputs of 
each circuit C1 and C2 equals three. 

At the final step of the algorithm, the outputs of 
the circuits C1 and C2 are connected to the inputs of 
the circuit Cmin, and the resulting circuit is returned.  

A scheme that illustrates the procedure for 
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deriving the circuit C1 @ C2 for evaluating the QoE 
of the composed service is shown in Fig. 2. The 
items of the set P correspond to Boolean vectors 
which represent the values of parameters p1, p2, …, 
pk of the service S1 whereas the items of the set Q 
correspond to Boolean vectors which represent the 
values of parameters q1, q2, …, ql of the service S2. 
The set PQ corresponds to the Boolean vectors, 

which represent the same parameters of services S1 
and S2. Therefore, the set P  P \ PQ denotes the 

set of Boolean vectors for parameters of S1 that are 
not shared with S2 while the set Q Q \ PQ 

denotes the set of Boolean vectors for parameters of 
S2 that are not shared with S1.  

Algorithm 3 for deriving a circuit C1 @ C2 
Inputs: Service components S1 and S2. 
S1 has the set P = {p1, p2, …, pk}of parameters; 

each pi parameter value is bounded an integer 
Mpi

. 

S2 has the set Q = {q1, q2, …, ql} of parameters; 
each qi parameter value is bounded an integer 
Mqi

. 

The circuit C1 has ]log2 Mpi
[

i1

k

  inputs and 

three outputs; the circuit C2 has ]log2 Mqi
[

i1

l

  

inputs and three outputs. 
Output: a logic circuit C1 @ C2. 
1. Determine the number of primary inputs of 

C1 @ C2: 
The number of primary inputs equals 

( ]log2 Mpi
[

i1

k

  + ]log2 Mqi
[

i1

l

 ) –

]log2 Mgi
[

i1

t

  for all gi that belong to the 

PQ, where |PQ| = t. The number of 

primary outputs of the circuit of C1 @ C2 equals 
three. 

2. Design the circuit Cmin. This circuit has six 
inputs i1, i2, … i6, and returns the minimal value 
of two integers I(i1i2i3) and I(i4i5i6). 

3. Synthesize the circuit C = C1 @ C2 
identifying inputs which correspond to the same 
parameters of services S1 and S2; the outputs of 
C1 are connected to inputs i1, i2, i3 of Cmin while 
the outputs of C2 being connected to the inputs i4, 
i5, i6 of Cmin,  

Return C. 

The circuit Cmin in Fig. 2 is used to compute the 
minimal value of the two QoE values computed by 
the circuits C1 and C2 for the services S1 and S2, 
correspondingly. The set I of Cmin denotes the set of 
Boolean vectors representing the QoE of the 
composite service of S1 and S2.   

By construction of the circuit C1 @ C2 using 
Algorithm 3, the following proposition holds. 

Proposition 1. Given a composite service S1 @ 
S2 and two statistical patterns p1_value, p2_value, …, 
pk_value, S1_UserSatisfaction_value, and q1_value, 
p2_value, …, ql_value, S2_UserSatisfaction_value. 
Algorithm 3 produces the output C = C1 @ C2 such 
that the output o of the circuit C corresponds to the 
minimum of the integers S1_UserSatisfaction_value 
and S2_UserSatisfaction_value. 

 

Figure 2: A scheme to derive the circuit C1 @ C2, where 
P  P \ PQand. Q Q \ PQ. 

We notice that the complexity of Algorithm 3 is 
polynomial as it is mostly ‘hidden’ in Step 3. The 
arithmetic evaluation of the number of primary 
inputs and outputs (Step 1) of the circuit C1 @ C2 
can be performed in ‘no time’ while the circuit Cmin 
can be derived just once for various service 
components S1 and S2. Therefore, the complexity of 
Algorithm 3 can be estimated as the number of 
operations required to connect each output of circuit 
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C1 (or C2) to a corresponding input of the circuit 
Cmin, and these operations are very scalable. The 
latter proves the scalability of the overall approach.  

As mentioned above, the proposed approach to 
estimate the QoE of a composite service can be also 
applied when there exist more than two component 
services. For example, when evaluating the QoE of 
the service S that is represented as composition (S1 
@ S2) @ S3 of three services, one can apply the 
proposed approach iteratively. At the first step, the 
QoE of the composition S1 @ S2 is predicted by the 
circuit C1 @ C2. At the second step, the circuit C = 
(C1 @ C2) is combined with the circuit C3 using 
again Algorithm 3. Let the set R correspond to 
Boolean vectors which represent the values of 
parameters r1, r2, …, rm of the service S3. In this 
case, the set of inputs of the circuit (C1 @ C2) @ C3 
is the union of the sets P, Q, and R of the circuit 
components. After the first application of Algorithm 
3, the union W of the sets P and Q is obtained, i.e., 
W  PQ. After the second Algorithm 3 

application, the circuit C = (C1 @ C2) @ C3 is 
obtained, and the set of its inputs is WR. A 
scheme that illustrates the procedure for deriving the 
circuit (C1 @ C2) @ C3 when evaluating the QoE of 
the composed service is shown in Fig. 3. 

 

 

Figure 3: A scheme to derive the circuit (C1 @ C2) @ C3, 
where W W \WRand. R  R \WR. 

 

4.2 Designing a Logic Circuit Cmin by 
ABC 

The complexity of the circuit C = C1 @ C2 
significantly depends on the complexity of the 
circuit Cmin. We have derived this logic network 
using the software tool ABC (Berkeley Logic 
Synthesis and Verification Group, ABC). For this 
purpose, we have derived a LUT for a corresponding 
MIN function. This LUT contains 64 lines, as the 
circuit has 6 inputs. The corresponding LUT is 
partially presented in Table 4. The circuit Cmin has 
significant input values that correspond to pairs (j, k) 
of integers, j, k  {1, 2, 3, 4, 5}. Other pairs with 
integers 0, 6, 7 are so-called Don’t Care (DNC) 
inputs, and as the circuit is used to compute the 
minimum of two integers, for these pairs, we define 
the output as the corresponding minimal value, 
extending the input domain of the corresponding 
MIN function. 

We have run the ABC tool against the  LUT  that 

Table 4: A LUT for the circuit Cmin. 

x1 x2 x3 x4 x5 x6 MIN 
000 000 000 
000 001 000 
000 010 000 
000 011 000 

… … 
001 110 001 
001 111 001 
010 000 000 
010 001 001 
010 010 010 
010 011 010 
010 100 010 
010 101 010 
010 110 010 

… … 
100 000 000 
100 001 001 
100 010 010 
100 011 011 
100 100 100 
100 101 100 
100 110 100 

… … 
110 100 100 
110 101 101 
110 110 110 

… … 
111 100 100 
111 101 101 
111 110 110 
111 111 111 
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is partially represented in Table 4. For this purpose, 
we have presented the set on input/output vectors in 
the PLA format. The resulting circuit Cmin designed 
by the ABC has 40 AIG nodes (gates). 

We mention that the size of the circuit Cmin is 
essentially related to the scalability of the proposed 
approach and the circuit Cmin came out to be very 
compact and thus, can be effectively combined with 
the circuits C1 and C2. Moreover, the size of Cmin is 
very close to the size of the circuits that can be 
obtained when predicting the quality of some ‘real 
life’ services. As an example, the reader can address 
the experimental results for multimedia services 
presented in (Kushik et al., 2014), where the size of 
the circuit with two service parameters, namely jitter 
and packet loss, was 154 AIG nodes. 

Nevertheless, as various services are designed 
for different purposes and, therefore, have different 
crucial parameters, we note that further experimental 
research is needed to estimate the efficiency of the 
proposed approach. 

6 DISCUSSION ON 
APPLICABILITY OF THE 
APPROACH 

In this section, we briefly discuss how the proposed 
approach for the composite service QoE evaluation 
can be more rigorously implemented. In the previous 
sections, we considered the worst case scenario 
when the QoE value is the minimal value of QoE 
over all component services. However, this 
assumption is very strict and not realistic in many 
cases. More often, the QoE of the composite service 
significantly depends on the structure of the 
composite service and can be estimated as a special 
formula taken into consideration the service 
composition pattern. As usual, a linear combination 
of the two variables QoE1 and QoE2 (or more if there 
are more component services) that represent the QoE 
values of the services C1 and C2 can be considered as 
the simplest case. In this case, following the 
technique proposed in the paper, one should derive a 
logic circuit Cformula that substitutes the Cmin one and 
implements a corresponding linear combination. 
Consider a circuit Cformula that returns the Boolean 
vector o = (o1o2o3) that corresponds to the integer 
that is calculated with a formula (α1 I(i1i2i3) + α2 
I(i4i5i6)). The coefficients α1 and α2 can been taken 
from various domains, however, in order to simplify 
the logic synthesis procedure they should be 
normalized as integer values. A modified scheme 

that illustrates the procedure for deriving the circuit 
C1 @ C2 such that the QoE of the overall circuit is 
computed as the linear combination (α1 I(i1i2i3) + α2 
I(i4i5i6)), is shown in Fig. 4. 

The circuit Cformula that computes the linear 
combination (α1 I(i1i2i3) + α2 I(i4i5i6)) in the circuit 
C1 @ C2, can be implemented in different ways. 
Nevertheless, this implementation is reduced to 
implementing two arithmetical multiplications and 
one addition. 

� 

 

Figure 4: A modified scheme to derive the circuit C1 @ 
C2, where P  P \ PQand. Q Q \ PQ. 

In this case, the most scalable implementation can be 
achieved when the coefficients α1 and α2 are integers 
that represent the powers of two, namely, there exist 
x > 0 and y > 0, such that α1 = 2x and α2 = 2y. This 
fact simplifies the multiplication procedure. Indeed, 
the circuit that performs such multiplication can be 
implemented as a shift register that shifts the inputs 
i1i2i3 and i4i5i6 by x and y bits, correspondingly. 
Therefore, such linear combinations preserve the 
scalability of the proposed approach. However, the 
use of different coefficients can reduce the approach 
scalability. This drawback can be overcome by 
considering α1 and α2 as external inputs of the 
Cformula. Similar to Section 4, the circuits can be 
constructed not for two but for bigger number of 
service components. More general types of the 
circuit Cformula that implement some specific 
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functions that compute the QoE value of the 
composite service and take into account the 
compositional pattern as well as the component QoE 
values need additional research and are left as future 
work.  

6 CONCLUSIONS 

In this paper, we have proposed an approach for 
scalable QoE prediction of a composite service. The 
approach relies on logic circuits that are designed to 
predict the QoE values of the service components. 
The algorithm provided in the paper returns the logic 
circuit that predicts the QoE value of a composite 
service taking into account the fact that the user 
satisfaction can be only decreased in the service 
composition. Therefore, a MIN function can be 
effectively used to decide between the two QoE 
values of the service components. We have 
estimated the complexity of the resulting circuit that 
predicts the QoE of the composite service. 
Preliminary experimental results show the scalability 
of the proposed approach. More experiments with 
different services considering different service 
parameters are planned as a future work. 

We also notice that despite the fact that using the 
worst-case scenario provides a scalable approach for 
the QoE composition estimation, in many realistic 
cases, the internal composition structure, i.e., 
compositional patterns have to be taken into 
account. The reason is that the degradation of the 
QoE in one component can affect the QoE of other 
components in different ways. On the other hand, a 
user satisfaction within a composite service cannot 
rely only of the values of the service component 
parameters, it also depends on the network traffic, 
the properties of the computer of the user, additional 
user parameters such as his/her mood, etc. The 
approach proposed in the paper does not take into 
account the above issues, and this study is also 
remained for the future work. 
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Abstract: The exponential growth on the number of mobile devices and their capabilities are leveraging new possibilities
of networking architectures for processing, storing, and exchanging of information. At a glance, existing archi-
tectures take advantage of these devices, the social behavior of their users, and/or the dynamicity on resource
usage. Despite of the potential of existing initiatives, they do not interoperate which reduce their applications
and deployment. As we walk towards a very dynamic world (regarding the user needs and characteristics, the
information traversing the network, and the networking capability to adaptation at both users features and con-
tent of the demands levels), these architectures should merge into a solution that fits any type of scenario. In
this paper, we specify an opportunistic, socially-driven, self-organizing, cloud networking architecture using a
future Internet proposal named NovaGenesis. We highlight the requirements and solutions that NovaGenesis
brings to accommodate the inherent challenges of today’s dynamic networking scenario. Thus, we describe
a convergent architecture, which integrates the new requirements with the already implemented NovaGenesis
features.

1 INTRODUCTION

The way that users communicate nowadays is very
different from a few years ago. The classic host-based
paradigm, in which users would request specific con-
tent stored in specific locations, is giving room to new
forms for users to exchange data. This is a prod-
uct of not only devices becoming very portable, but
also gathering the latest advancements in terms of
processing, storage, and wireless technologies. Thus,
users are able to produce and consume content any-
where and anytime, and such data exchange may take
place through spontaneously formed networks. Fur-
thermore, this content can be stored locally and/or on
the users’ personal clouds, as well as on public clouds.

Different networking approaches have emerged.
Delay/disruption-tolerant networking (DTN) (Caini
et al., 2008) deals with scenarios where intermit-
tent connectivity is rather common among network
nodes. Opportunistic Networking (ON) (Moreira
et al., 2012) exploits different contact opportunities

among users to exchange data. Cognitive Radio Net-
work (CRN) (Ahmed et al., 2010), aims at explor-
ing radio frequency spectrum holes to accommodate
communication links. Information-Centric network-
ing (ICN) (Xylomenos et al., 2014) emerged from the
idea that people care for content itself no matter where
it is, decoupling content identification (“what”) from
its location. User-centric networking (UCN) (Sofia
and Mendes, 2008) includes user-provided devices
and systems to build social-driven networks. These
approaches are being used to address different chal-
lenges (e.g., intermittent connectivity, high mobility,
longer delays, expensive infrastructure and/or con-
nectivity) of emerging access networks. Also, cloud
and big data systems have been integrated to these
networking approaches as they can further increase
the capabilities of the user devices and handle the vast
amount of data that users produce.

One can observe that these networking approaches
comprise a wide variety of data exchange and pro-
cessing approaches that, despite of the already known
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potential, still operate for specific purposes and do not
interoperate as required. Users are not so interested in
the technicalities and employed approaches that allow
them to exchange information. Instead, users expect
an integrated cloud/networking infrastructure that al-
lows them to share information directly with other
peers, without relying on infrastructure and/or expen-
sive connectivity services.

Despite the fact that existing networking and in-
formation access approaches share few concepts and
concerns, they fail to cohesively integrate the afore-
mentioned technologies (Alberti, 2012). We believe
that such approaches can neatly come together as to
form a converged architecture. Our starting point is
NovaGenesis (www.inatel.br/novagenesis) initiative,
which is a clean slate convergent information archi-
tecture (CIA) being developed by our team. By CIA,
we mean an architecture that integrates information
exchanging with processing and storage. It can be
seen as a generic architecture, where Internet is con-
verged to cloud computing and big data. NovaGene-
sis already integrates ICN, CRN, service-oriented ar-
chitecture (SOA) (Papazoglou et al., 2007), software-
defined networking (SDN) (McKeown et al., 2008),
and Internet of things (IoT) (Conti, 2006). NovaGen-
esis paves the way to a CIA that advances integration
efforts to include ON, ICN, UCN, and cloud.

In this context, the main aim of this work is to ful-
fil the need for a solution of converged architectures
that allows for the application of different networking
paradigms in a neat way. Each of these key ingre-
dients strongly contributes to advance a specific de-
signing dimension. When two or more of these ingre-
dients are synergistically integrated, there is a “cross
fertilization”, a catalyzing effect, which favor global
architectural advances instead of local ones. NovaGe-
nesis is explored as the foundation for this architec-
ture. New services are proposed to be integrated to
NovaGenesis proposal. We contribute with a novel
approach towards user-centric architectures.

This paper is structured as follows: we start
by briefly overviewing the relevant networking
paradigms to be considered by our convergent archi-
tecture in Section 2. In Section 3, we showcase No-
vaGenesis software-based CIA, the architecture we
chose as the foundation of our social-driven initia-
tive. Section 4 presents our contribution, showing a
qualitative analysis regarding how NovaGenesis ad-
dresses the challenges behind the proposed archi-
tecture, pointing perspectives, pre-requirements, and
open issues. Finally, Section 5 concludes the paper,
also highlighting some future work.

2 RELEVANT NETWORKING
PARADIGMS

This section presents the different paradigms that
shall be comprised by our convergent architecture.

Opportunistic Networking (ON) exploits the
contact opportunities taking place among users’ de-
vices to allow data exchange. Opportunistic forward-
ing can be seen from two perspectives regarding user
social behavior, namely social-oblivious and social-
aware approaches. From these approaches, the lat-
ter has gained much attention of the research com-
munity given the fact that social information is less
volatile (i.e., changes less, favoring data exchange)
than mobility (Moreira and Mendes, 2013). Our con-
vergent architecture shall take into consideration the
dynamism of user social behavior found in their daily
routine in order to properly infer the different levels
of social interactions among users and the interests
of these users (Moreira et al., 2012) (Ciobanu et al.,
2013) (Ciobanu et al., 2014b) (Moreira et al., 2014)
since the dynamics of user social behavior does have
an impact on the performance of opportunistic for-
warding (Moreira and Mendes, 2015a) (Moreira and
Mendes, 2015b). With that, our architecture is ex-
pected to provide the users with data exchange op-
portunities over only socially relevant links, thus with
improved delivery probability while reducing associ-
ated cost and experienced latency.

With Content-Centric Networking (CCN), data
traverses the network according to the match between
its name and the interests that users may have in such
contents, independently of its location, resulting in an
efficient, scalable, and robust content delivery. There
are different efforts for defining a CCN architecture
(DONA, NDN, NetInf), each with its own particu-
larities (e.g., employ their own naming scheme) and
looking into different CCN aspects (e.g., naming, se-
curity, routing, caching, transport) according to the
application to which they have been devised (Xy-
lomenos et al., 2014). With the advances in tech-
nology, devices have become more portable and with
increased capabilities (e.g., processing, storage). In
such dynamic networking scenarios, users are pro-
sumers (i.e., producers and consumers) of informa-
tion with a high demand to share/retrieve content
anytime and anywhere, independently of the inter-
mittency level of wireless connectivity, dynamic be-
havior of users, physical obstacles, lack of cooper-
ation, closed (i.e, secured) networks, among others.
Given its potential, the convergent architecture shall
incorporate CCN features (end-to-end path abstrac-
tion, interest-based content-driven dissemination) as
to cope with the dynamicity of today’s networking
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scenario. Thus, our architecture shall provide the con-
tent that users demand based on their interests which
they propagate while carrying on their daily routines.

User-Centric Networking (UCN) focuses on the
user who is the main pillar for routing, security, and
among other networking aspects (Sofia et al., 2014).
This networking paradigm empowers the user that can
easily provide services (e.g., connectivity, printing)
to others. Within this context, the user besides pro-
ducing and consuming content as mentioned before,
now becomes a micro-provider (Sofia and Mendes,
2008) changing currently known Internet communi-
cation models (end-users comprise a user-provided
network extending services, where user willingness in
sharing resources/services allows scalable services).

There are different approaches that relate
to user-provided networking spanning a vast
range of applications: making use of proprietary
equipment to share connectivity (SparkNet at
htpp://sparknet.fi/); simply turning the end-user
device into a sharing point (Whisher/WiFi.Com at
http://www.whisher.com); creating a network for
sharing resources (Wray Village’ wireless broadband
at http://www.infolab21.co.uk/livinglab). However, it
is important to note that these approaches aim solely
at sharing connectivity. This is indeed a type of
resource that users are very much interested, but there
is more to it. The ULOOP (siti.ulusofona.pt/˜uloop/)
project clearly highlights this: ULOOP users are
provided with th means to exchange resources as they
wish based on the trust levels between these users
and/or based on the exchange of virtual currency.
The project considers they dynamic behavior of
users to allow the exchange of different types of
resource beyond connectivity. With this in mind, our
convergent architecture aims at providing users with
the means of sharing the resources they have the most
and make use of resources they require at a given
moment. By combining opportunism with content
centricity, the convergent architecture is expected to
further empower the users allowing them to naturally
engage in the system y providing and consuming
resources according to their current demands.

Cloud Computing Elasticity exploits the fact
that resource allocation is a procedure that can be per-
formed dynamically according to the demand for ei-
ther the service or the user (Jamshidi et al., 2014).
Our convergent architecture is expected to increase
the number of network resources (e.g., routing ele-
ments, pre-processor nodes and gateways) in order to
provide and keep a service level agreement (SLA) be-
tween the user and the Internet architecture assembled
above the cloud. Virtual machine migration, addition
and resizing are techniques that could be combined to

offer an elasticity semantic for this novel Internet ar-
chitecture. Additionally, we envision the reduction of
subnet resources when the network demand is mod-
erated, so contributing to implement green comput-
ing with energy saving (i.e., consolidation technique,
shutting down VMs and the host node)

3 NovaGenesis (NG)
ARCHITECTURE

NovaGenesis (Alberti et al., 2014) project started in
2008 to address this question: imagine there is no
Internet architecture right now, how could we de-
sign it using the best contemporary technologies? We
selected several technologies to best implement No-
vaGenesis design principles, looking for deep syner-
gies among them. NovaGenesis can be defined as a
convergent information architecture (CIA). By CIA
we mean an architecture that synergistically integrates
information processing and storage (as contended by
cloud computing), as well as information exchanging
(like the current Internet architecture or other emerg-
ing networks, e.g., software defined networks or mo-
bile terminal networks). All the concepts presented in
this section are summarized in Figure 1.

3.1 Names, Identifiers, and Locators

The NG cornerstone is naming. A name is a set of
symbols that denote something, some existence. It
is deeply rooted in language. For example, one can
use the name “Paris” to denote a city in Europe. The
same name can be used to denote many different exis-
tences, e.g. “Paris” is also the name of a famous north
American socialite. In this context, an important de-
cision choice we did was: what existences need to be
named on a CIA? By existence we mean everything
that simply is. People love to name everything - from
cars to airplanes, applications to computers, photos to
movies, etc. Additionally, an important requirement
for future architectures is that they should be able to
better “understand” the meaning of the language used
by people - which is called semantic technology.

Many notable companies are investing on seman-
tic computing. Examples are IBM’s Watson and
Google’s Brain. With the advent of the Internet of
things (IoT) - where virtually anything can belong
to the Internet - we assumed that all possible enti-
ties could be named, bringing machines closer to peo-
ple natural language. Naming should be very flexible
and broad. However, not all natural language names
(NLNs) are adequate for efficient and safe naming.
Therefore, we adopted a second kind of naming in
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Figure 1: NovaGenesis concepts for convergent information architecture.

NG architecture. The so called self-certifying names
(SCNs). A SCN is typically obtained by passing a in-
put binary pattern by a hash function. The pattern can
be the entity itself, e.g., a chunk of data of a photo,
or a digital representation of some physical world at-
tributed, e.g., the digitalized patterns of a fingerprint.

What is the use that NovaGenesis does for all
these names? We asked these question many times
while designing NG. The answer is: every informa-
tion processing, storage, or exchanging depends on
names and their relationships. The target of a com-
munication is an unique name in a certain scope.
The location of certain destination is also a name
that provides the relative distance among possible tar-
gets. Ownership, equivalence, “is contained”, and
many other semantic operators can be represented by
a name binding (NB). A NB can map several names
to many other names/objects. Additionally, one can
expect that people (and even machines in future) will
denote other existences by names. Therefore, name
bindings can represent the relationships (semantic op-
erators) among named-existences. In this sense, a
NB is itself another existence, a virtual/abstract one,
which can be stored as a virtual object.

NovaGenesis is generic enough to enable the cre-
ation of any naming structure. A naming structure
is an scheme to denote existences following some
planned strategy. For example, in the current Inter-
net hosts are denoted by an hierarchical name struc-
ture, where names have two portions: host and do-
main names, e.g., mycomputer.inatel.br. Using name
bindings the CIA architects can design any naming
convention. NG employs names to identify and lo-

cate communicating targets. All name bindings are
stored in a distributed software forming a giant name
bindings graph (NBG). Identification and location is
a matter of scanning this graph to determine entities
that belong to some scope or that inhabit some space.
A communication target could be a content, a com-
puter program, a computer, or any other existence.

3.2 Substrate Resources, Services,
Contracts, Protocols, and Layers

Every software-based CIA (SB-CIA) is supported
by physical world existences called substrate re-
sources. Examples are antennas, fiber optics, mi-
croprocessors, memories, hard disks, etc. The ex-
ponential growth in computers capabilities is creat-
ing a phenomenon called virtualization. Maybe the
most prominent example is the so called cloud com-
puting where virtual machines (VMs) work like phys-
ical ones. More recently, virtualization on networking
technologies is being addressed under the banner of
network function virtualization (NFV) (Salsano et al.,
2014). The idea is to replace customized hardware
- many times deployed at difficult access sites - by
software-implemented functionalities inhabiting VMs
in the cloud. NG assumes that computing hardware
is evolving so fast that software-based implementa-
tion of networking protocols is already possible for
the majority of the network stack.

The increasing role of software in ICT architec-
tures demand for excellence in software engineering.
A technology for this purpose is to design software-
as-a-service (SaaS). SaaS is often related to a service-
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oriented architecture (SOA). We define a service as an
existence aimed at processing, exchanging, or storing
information. According to this definition, a computer
program (or a process) is a service. Any substrate
resource can be represented by named services, e.g.,
infrastructure-as-a-service (IaaS). Even protocol im-
plementations provide services.

In this paper, no distinction is done between ”pro-
tocol implementation” and a service. According to
our service definition, a protocol is implemented as
a service that processes, stores, and exchanges in-
formation in order to build networks. Thus, ser-
vices use other services indefinitely, starting from the
ones required to implement a network. This paper
proposes the concept of protocol-implemented-as-a-
services (PIaaS). Observe that an interface to expose
any service to other services is required. NG enables
SCNs to be used for this purpose.

NovaGenesis envisions a service life-cycle that in-
cludes features exposition, peer discovery, negotia-
tion, contracting, monitoring, evaluation, and releas-
ing. All these steps take advantage of the NBG.
Service descriptors and contracts are named using
SCNs. A contract is defined as a piece of informa-
tion that sets the limits, responsibilities, clauses to be
respected, as well as the criteria for completion and
punishment of services that were poorly executed.

The concept of a layer still prevails in NG. A def-
inition that combines the concepts of (Tanenbaum,
2003), OSI model (Standardization, 1996), (Day,
2008), and (Chaitin, 2010) is: a layer is an abstraction
for a cluster of services that is offered in a distributed
way to other services, isolating rules implementation,
following a shared language - a common syntax and
semantics - its interface. In this paper we replace the
terms: “protocol implementations that are offered in
a distributed way to other layers” by “services offered
in a distributed way to other services”. Thus, a NG
layer is composed by several services that are exposed
to other services via a predefined language.

3.3 Current Proof-of-Concept

A first implementation of the NBG and PIaaS con-
cepts, covering intra node and inter node service com-
munication was coded in 2012. We adopted a pub/sub
model, where NBs and contents are published and
subscribed by services. The NBG is implemented us-
ing distributed hash tables (DHT). NBs are published
by services and stored on DHT. Service life cycling is
build over this distributed pub/sub service. We imple-
mented some protocols for service exposition, discov-
ery, contracting, and named-content forwarding and
routing. The following services have been designed

for current version:
Hash Table Service (HTS) - It provides a domain

level hash table that is used to store published NBs.
Name bindings are categorized to improve scalability.

Generic Indirection Resolution Service (GIRS)
- It forwards name bindings (together with content)
for one or more HTS instances.

Publish/Subscribe Service (PSS) - It is the nar-
row waist for NG services. Any service will use the
publish/subscribe directives provided by the PSS hi-
erarchical service. Services can publish NBs and as-
sociated content to other services and subscribe other
name bindings of their interest.

Proxy/Gateway Service (PGS) - To facilitate mi-
gration and enable transport over other technologies,
we envisioned the PGS. The current PGS provides
software-based messages encapsulation, forwarding,
and routing. Additionally, the PGS is also a proxy for
core NG services inside an operating system (OS). It
represents these core services during bootstrapping,
forwarding public NBs to other friend PGSs, expos-
ing them to enable name-based self-organization. The
PGS can maintain inter node IPC without TCP/IP
only using Ethernet/Wi-Fi.

Application (App) - The current implementa-
tion has a generic application capable to explore the
pub/sub service (PSS) offered by the core.

4 ADAPTING NovaGenesis:
REQUIREMENTS AND
CHALLENGES

4.1 Rethinking Naming

The proposed architecture shall rely on a strong nam-
ing approach to capture relationships among entities.
Not only SCNs should be enabled for all existences,
but also natural language names (NLNs) to enable
in-architecture ontologies accommodation. NovaGe-
nesis already supports natural language and/or self-
certified name bindings to converge human and ma-
chine languages. This improves services expressive-
ness, like in current SOA, e.g., web services. People’s
names can be related to their equipment, services, and
content as illustrated on Figure 1. Distributed name
resolution enables services to explore other services,
users, and content context and scope. NovaGenesis
already implements this on PSS/GIRS/HTS services.
NG generic naming structure can support UCN, CCN,
ON, cloud requirements for naming.

Towards�an�Opportunistic,�Socially-driven,�Self-organizing,�Cloud�Networking�Architecture�with�NovaGenesis

31



4.2 Addressing Heterogeneity

A PGS can be implemented to offer gateway func-
tionality to each technology deployed at the UCN,
ON, CCN, etc. For example, if ZigBee technology
is employed, a PGS can be implemented at the Zig-
Bee gateway to bridge frames from/to NovaGenesis.
The same can be done for every technology in the net-
work. We are expanding PGS to include software-
defined control functionalities. This new service will
include proxy/gateway/controller (PGC) functionali-
ties. It can expose non NovaGenesis devices fea-
tures (and available configurations) to other NG ser-
vices. Hence, after contract establishment, other ser-
vices can publish configuration change requests that
are translated to other technology devices, like Zig-
Bee, Bluetooth, etc. This allows NG services to con-
figure the network directly, creating what we are call-
ing service-defined architecture (SDA).

4.3 Encouraging Collaboration

UCN provides the means for cloud and big data sys-
tems to be accessible to users, increasing their pro-
cessing and storing capabilities. Users’ devices can
be enhanced by being given the chance of exploiting
other users’ devices in the vicinity, and being able to
access the content that is made pervasively available
at the user’s current location. NovaGenesis SOA fa-
vors paid collaboration via dynamic SLA negotiation
and establishment. Free models of collaboration are
also possible. NG approach should be merged with
our previous work towards a convergent approach.
Previous work like SENSE (Ciobanu et al., 2014a)
can help clarify which are the requirements for en-
hancing collaboration. SENSE is a collaborative self-
ish node detection and incentive mechanism for mo-
bile networks where collaboration among users is a
must. Since information collected locally by each
node may not be sufficient to reach an informed deci-
sion, nodes running SENSE collaborate through gos-
siping. After informing each other of their obser-
vations, nodes reach decisions individually based on
their local and received information. New NG ser-
vices will implement a range of collaboration models,
i.e. selfish, paid, and free. Spontaneity cluster forma-
tion based on user labeling can also be implemented.
Services to determine node popularity are welcome.

4.4 Supporting Broad Opportunism

Our convergent architecture will require contex-
tualized opportunities detection, which can be
implemented as NG opportunity detection services

(ODSs). These services can be fully integrated
with NG PGCs to enable self-orchestration of
exposed substrate resources. The PGC services
expose physical resources (hardware) for software
orchestration. Opportunities can include proximity,
battery, offloading, spectrum, etc. All the required
information to expose and explore opportunities is
available for authorized services via PSS/GIRS/HTS.
The architecture needs novel solutions for data
aggregation. Since nodes running PGC services are
generally small hand held devices such as smart-
phones, their memory is limited. Moreover, the
access speed is also very important when there is
a contact between nodes, since the duration of an
encounter between two nodes (i.e. the time window
when they can exchange data) is relatively short, due
to the high degree of node mobility. Opportunities
can be detected and shared using ODS. NG approach
should be merged with previous work. Examples are
ULOOP (http://copelabs.ulusofona.pt/˜uloop/), UCR
(http://copelabs.ulusofona.pt/index.php/research/-
projects/past-projects/151-ucr). In other words,
a convergent name-based opportunistic rout-
ing/forwarding approach will be required. Regarding
proximity, not only physical world contacts can be
explored, but also service contracts. Opportunity
notification can be done via PSS.

4.5 Seeing Everything-as-a-Service

NovaGenesis PGC services expose hardware re-
sources to software allowing all physical resources
to be seen as a service. Controllers, proxies, and
gateways can be exposed as a services. All the re-
quired orchestration for our convergent architecture
will be service-based. Service life-cycling is intrin-
sic, covering all aspects from exposition, discovery,
negotiation, contracting, content exchanging, quality
monitoring, and releasing. The goal is to accommo-
date protocol implementation as services, enabling
them to dynamic establish SLAs, giving rise to net-
working self-organization based on detected opportu-
nities. Flexible smart network services can discover
each other, prepare SLAs proposals, negotiate with
possible peers, establish SLAs, work together to ex-
plore social- and context-aware opportunities, evalu-
ate partners, and finish SLAs.

4.6 Security, Privacy and Trust

The distributed scenario behind the proposed archi-
tecture poses several challenges regarding security,
privacy, and trust. Networking cache, traffic offload-
ing, opportunistic collaborations, and cloud offload-
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ing are examples of user-centric approaches that will
require new security models. NG employs a pub/sub
communication model that favors the rendezvous
among authenticated and authorized services. Con-
tent exchanging only happens after SLA establish-
ment. Hence, it is secured by asymmetric cryptog-
raphy. Publishers maintain a secure association with
the PSS, which stores SCNs of authorized subscrib-
ing entities. Subscribers also have a secure associ-
ation with PSS. The PSS only delivers the content
after proper authentication and authorization. Addi-
tionally, the PSS provides revoking of published bind-
ings, data, permissions, etc. The SLA-based self-
organization enables the establishment of a trust net-
work among peer services - which is ideal for UCN,
ON, CCN, and clouds. All messages are confiden-
tial and have SCN-based integrity. We envision that
NG will need new services for trust network forma-
tion, assertion, and management, as well as services
for unbiased contract, reputation, and trust evaluation.
NG name- and contract-based ”social security” goes
beyond traditional mechanisms.

4.7 User-Centric Life-Cycling

User-awareness and social-behavior awareness need
to be estimated properly to drive NG ecosystem. The
aim is to adapt protocol implementations according
to user/social data. Hence, new services to estimate
social trends and achieve context-awareness will be
necessary. NG enables users to define high level poli-
cies that can be published to other services by a pol-
icy definition service (PDS). Published policies can
be subscribed by peer services and used in their de-
cision cycles. Big data and cloud information can be
shared together with policies to make all the environ-
ment user-aware/socially-aware. For example, imag-
ine a user agrees on selling part of this bandwidth to
other users’ radios when its device battery is charged
more than 50%. This policy can feed network level
protocols, in order to establish opportunistic routing
among users devices. Use cases and proper policies
should be designed and new NG services created to
implement UCN and content life-cycling. Social en-
gagement can be derived from available public in-
formation and explored by these emerging services.
Interest-driven is favored published ontologies, help-
ing on establishing successful partnerships.

4.8 Tolerating Delays and Disruption

Long delays and disruptive communication represent
a challenge for current Internet stack. TCP does not
fit well on long delays scenarios and UDP requires

excessive application level programming. The asyn-
chronous communication model provided by the PSS
together with the HTS networking cache enable NG
services to change information in different time mo-
ments. Connectivity disruption does not impact on
sockets since a new naming structure is provided,
turning names perennial, independent of connectivity.
Protocols implemented as a service (PIaaS) offer the
required flexibility to deal with intermittent connec-
tivity and long delays. These PIaaSs need to be de-
signed and implemented using NG software. A hard-
ware implementation is also possible, but will require
complete new designs using FPGA.

4.9 Supporting Mobility of Everything

What are the entities one expect to move in future
user-centric architectures? The answer we propose is
everything, from terminals, people, services, up to en-
tire opportunistic networks. NG naming structure en-
ables any name that satisfies some requirements to be-
come an identifier or a locator. This decouples ”what
do you want” from ”where it is”. Mobility of every-
thing is supported by rebinding names during move-
ment. The identifier of what is moving remains the
same - the only thing that changes are the locators.
This solution relays on NG distributed NBs pub/sub
and storage. UCN, CCN, NFV, and ON need mobil-
ity of everything support. NG can address this.

4.10 Integrating Cloud and Networking

Another important requirement is to alternate the use
of computing and communication resources inter-
changeably. In other words, the lack of computing
resources due to energy shortage or high load can
be compensated by communication resources, which
help on migrating the tasks to other machines. In con-
trary, when energy is limited (like in mobile devices),
functions can be virtualized in the cloud (providing
cloud offloading). Cloud networking is naturally sup-
ported. NG design should be merged with our previ-
ous work in cloud. Two approaches to be considered
are: context-aware cloud computing infrastructure for
taking good budgets. It is a SaaS that streamlines the
interaction between for customers and sellers (sales-
man); and resource provisioning on cloud computing
environments, which is an IaaS approach aimed to of-
fer load balancing for a service that runs parallel ap-
plications. It consists in task migration considering
the current pool of allocated processors. After that, if
the SLA is not satisfied, our second approach will be
to allocate new resources in order to run the applica-
tion with the previous established requirements. Also,
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it comprises the deallocation of resources if they are
super estimated for running the application. Finally,
the resources used by services can vary along their
lifetime in accordance with the application behavior.

4.11 Providing Self-Organization

The scenario we are imagining requires new ap-
proaches for management and control. One can not
expect people will manage or control dozens of de-
vices connected to others, manually. The current
management model depends on frequent human in-
terference, having poor scalability when considering
the swarms of devices we expect on next years. Em-
bedded control functions (usually, at equipment con-
trol plane) create a complex distributed states solu-
tion, which challenges operators to keep a coherent
and efficient network configuration. Future architec-
tures need to self-organize according to user needs
and detected opportunities. We envision a hierarchy
of control loops that follow user-awareness and so-
cial behavior awareness to autonomically configure
and manage ICT architectures. NG enables services
to self-organize using NBs and content pub/sub. Self-
management is fundamental in the proposed architec-
ture, since no one will be responsible alone to manage
a socially driven, possibly infrastructure-less architec-
ture. Or previous work on UCN, ON, and CCN can
help on designing these hierarchical control loops.

4.12 Control and Management

To address the requirements of effective utilization
and optimization of heterogeneous resources (stor-
age, processing, and networking), the architecture
requires an innovative software-defined everything
(SDE) paradigm. NG addresses this challenge by
means of PGCs. A PGC represents some hard-
ware resource in the software layer and can estab-
lish dynamic contracts in the name of them. It also
controls the hardware devices, e.g., software-defined
systems and/or radio, to perform the changes re-
quired. It can even expose hardware status to other
NG services, enabling them to proactively prepare
cloud/network solutions in advance to user require-
ments. It is a paradigm shift towards service-based
network control and management. NovaGenesis’s
PGC services will represent all physical world re-
sources used. Controllers- and managers-as-a-service
will establish contracts with PGCs to create a new
control/management model. Decision loops can be
formed by establishing chains of control/management
services linked via NG service contracts.

4.13 Supporting Context-awareness

User-, regulation-, situation-awareness, and many
other context-awareness features are required to make
sound decisions - decisions that consider the relevant
contexts to every situation. NG enables services to
securely and privately subscribe the relevant contexts
following their trust network. In other words, the PSS
provides a distributed networking cache from where
services can subscribe the relevant contexts for deci-
sion making. For example, a radio resource manager
could subscribe spectrum usage data from a spectrum
analyzer service. The manager can form a logically
centralized view of radio frequency spectrum usage
at some location, the so called situation-awareness.
Another example is related to social-awareness.The
dynamism of social behavior can be derived from big
data services implemented at NG or at any other soft-
ware. In the latter case, a NG service will be required
to bridge legacy software to NG cloud. Well estab-
lished social trends can be published by a big data
service (BDS) in order to feed other services.

4.14 Implementing Decision Cycles

The architecture shall adapt its behavior (cloud and
networking aspects) according to users needs and de-
tected opportunities, changing protocol implemen-
tations, data paths, parameters, etc. The architec-
ture should explore dynamically the available con-
nectivity, frequencies, bandwidths, technologies, and
nearby friends capabilities. It must configure itself to
take advantage of perceived opportunities in a reason-
able time. In long term, autonomic and cognitive de-
cision cycling will be required for self-management,
auto-piloting, and opportunistic networking. Special-
ized services could implement required decision cy-
cles. The cycle starts with user generated objectives,
policies, rules, and regulations. An existing plan is se-
lected. The plan is executed. The obtained results are
collected and analyzed to measure the degree of suc-
cess. If success was achieved, the objective is consid-
ered as met. Else, decision making can select chang-
ing the plan (or adapting it). This is an aim for future.

4.15 Addressing Society Challenges

Digital inclusion is one of the main aims of user-
centric, opportunistic, infrastructure-less (or public
infrastructures) architectures. It could be an impor-
tant driver for developing countries like Brazil and In-
dia. Also, social-driven proposal have the potential to
change our society towards ”smart solutions”, where
every resource is better used, optimized for inclusion,
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and green technologies requirements. We believe ar-
chitectures like the one we are proposing on this paper
have the important role of helping us to solve impor-
tant social, economical, and environmental problems.

5 CONCLUSION

This paper proposed a convergent architecture that
integrates emerging socially-driven, opportunistic,
user-centric networking with NovaGenesis name-
based, software-defined, information-centric, service-
centric, self-organizing cloud networking proposal.
Pre-requirements and open challenges regarding sev-
eral topics have been discussed. NovaGenesis prin-
ciples and current implementation provide a satisfac-
tory substrate to implement the proposed architecture.
NG joint orchestration of named-services and con-
tents provides an appropriated environment to imple-
ment socially-driven/opportunistic/cloud/networking
approaches as services. Even protocols are imple-
mented as services, enabling the resultant architecture
to react according to user-defined policies, rules, reg-
ulations, environment situations. Context-awareness
can be included on decision making, changing proto-
col implementations according to social trends. The
paper is a first step of an ongoing work that con-
tributes to the community by discussing how to inte-
grate so many relevant issues in only one architecture.

We envision that the proposed architecture can be
implemented by: (i) specifying new NG services that
meet the raised pre-requirements; (ii) adapting previ-
ous work techniques as new NG services; (iii) modi-
fying NG core services accordingly; or (iv) integrat-
ing already existing software (without any modifica-
tion) with NG via proxy/gateway/controller. This ef-
fort is expected to result into a convergent solution
comprising the best of the considered architectures
(ICN, DTN, UCN) and that allows users to seamlessly
access content, and share resources anytime and any-
where in today’s dynamic scenario over their power-
ful personal devices. Future work include NG perfor-
mance, portability, and embedding on mobile devices.
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Abstract: This paper reports on a case study that was conducted on a large scale cloud service project that moved 
scientific simulation software to the cloud, one that used sensitive data. The study aimed to explore the 
challenges and practicalities of initiating and evaluating simulation as a cloud service. Action research was 
used to examine the nuances throughout the project as the service was moved from on-premise into a public 
cloud, lasting over one year from start to finish. The study was able to identify some emergent issues 
affecting initiation, technical security challenges and the evaluation of a significant change in a critical 
applications provisioning model.  

1 INTRODUCTION 

During the last 20 years there has been a continuing 
trend towards IT industrialisation. This has resulted 
in IT services becoming repeatable and usable by a 
wide range of customers and service providers. This 
is because of the increasing commoditization of 
technologies, virtualization and the rise of service-
oriented software architectures, along with the 
dramatic growth in use of the Internet. These factors 
constitute the basis of a discontinuity that offers 
opportunities to shape the relationship between those 
who consume and those who provide IT services. 
The discontinuity implies that the ability to deliver 
specialized services in IT can now be paired with the 
ability to deliver those services in an industrialized 
and pervasive way. The reality of this implication is 
that users of IT services can focus on the business 
capability of what the services provide, rather than 
how the services are implemented or hosted. Similar 
in nature to how utility companies sell power on 
demand to subscribers, IT services can now easily be 
delivered an provisioned as a contractual service. 
This is not a new concept, but it does represent a 
different model from the licensed-based, on-
premises models that have traditionally dominated 
the IT industry.  

Cloud services provide a new way of delivering 
computing resources. Several types of cloud 
computing platforms exist, of which the main types 
are public, private and hybrid. Public clouds are 

normally offered by commercial organisations that 
provide access for a fee. Private clouds exist within 
are contained within a specific organisation and 
typically are not available for outside use. Hybrid 
clouds are a mixture of private and public clouds 
with the typical setup being that of a private cloud 
that has the ability to call upon additional resources 
from a public cloud (Chang, 2014).  

The main advantage of cloud computing is the 
ability of equilibrating the access to computing 
resources for all types of businesses, regardless their 
dimensions and investment capabilities. These 
advantages include cost efficiency, scalability, 
concentration, security and accessibility with a 
further list below.  

This paper outlines the overview, key issues and 
themes that emerged in a study of a large scale 
project within a mid-sized multinational company 
that ran a pilot to provision a scientific simulation 
software package via a public cloud.  

2 RESEARCH METHODOLOGY 

The research was conducted via a case study, taking 
an action research approach which used an iterative 
approach to collecting and analysing data. The 
benefits of an action research approach are that it 
focuses on generating solutions to practical 
problems and empowers the researcher to engage 
with the research and subsequent implementation 
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activities (Mayer, 2000). A typical action research 
methodology takes a five step approach, as follows: 
 Step 1: Identify the Problem 
 Step 2: Devise a Plan 
 Step 3: Act to Implement a Plan 
 Step 4: Observe 
 Step 5: Reflect and Share 
 

Using this methodology, the approach starts with 
identifying the problem, which in this case was to 
determine if the simulation software was able to run 
via a cloud service. The second step was then to 
devise a plan around the migration of the service to 
the cloud and then test the success criteria. The next 
step was to execute the plan and implement the 
service, via a cloud provisioning model. This is the 
part of the approach where the action research is 
taking place via an iterative approach. After the plan 
was implemented, the researcher would observe how 
the service was or was not working. Once the 
researcher has had time to observe the situation then 
the entire process of action research was reflected 
upon, and at times the whole research approach may 
start over again (McCallister, 2011). 

For this research, the researcher was a participant 
observer who was present for: top management 
meetings; from the inception of project to start-up; 
to designing the service; all the way throughout the 
whole project, till the end state of deciding if the 
service would be provisioned via the cloud. This 
access provided rare insight into what goes on in a 
multinational organisation during a large scale cloud 
service project. Along with access to top 
management meetings, the researcher had access to 
the critical role of the Head of IT strategy & 
projects, which was the primary role for 
orchestrating one of the biggest cloud pilots within 
the industry. The research itself used an academic 
approach to a real-world case study. 

During the observation and reflection stages of 
the action research approach, mixed methods were 
used to evaluate the success of the project. These 
included quantitative methods that were used to 
determine the technical success criteria. These 
methods looked at indicating whether the data would 
be consistent before migrating to the cloud and then 
in determining the run-time performance of the 
simulations within a cloud environment. 

The researcher used a mixed method of both 
qualitative and quantitative data, in the form of 
surveys. These were distributed to twenty four 
employees of both technical and business staff to 
find insight into trends that occur and organisational 
challenges. The use of a mixed method helped back 
up one set of findings from one method of data 

collection underpinned by one methodology, with 
another different method underpinned by another 
methodology. The researcher designed a series of 
survey questionnaires that included both boolean 
and open-ended questions, so that the resulting data 
would be both qualitative and quantitative. 
Qualitative data was used and analysed in the 
following approach. Questionnaires with open-ended 
questions were sent to twenty four pre-selected 
participants, coming from a wide range of both 
technical and business staff. The Questionnaires 
were distributed electronically via an online survey 
tool, with replies sorted and trends were identified to 
find commonalities. Upon the initial analysis another 
set of quantitative questionnaires was distributed to 
further investigate the findings and commonalities. 
The decision on the selection of interviewees was 
determined via a deductive approach to responses. 
 

Examples of the specific questions that were 
used in the survey are listed below.  

 

 Was the project a success 
 Is cloud a viable provision model for 

scientific applications 
 Is cloud scalable to run simulations 
 Was the organization ready for cloud 
 Does the organization need to introduce 

new processes for the adoption of cloud 
 

Examples of the specific open-ended questions that 
were asked are listed below.  

 What emerging themes were identified 
 What key issues that were identified 
 What was the impact of key issues 

3 CASE STUDY 

The case study is based on a midsized international 
company with a headquarters in Europe with 
operations in Europe, the Middle-east and Africa. 
The company has approximately 5,000 employees 
located over seven countries with revenues 
consistently averaging between $8-10 billion dollars 
and has a corporate culture that promotes 
innovation.  

The company was exploring the possibility of 
migrating scientific simulation software that has 
significant computing and storage requirements into 
a cloud based HPC environment service delivery 
model. The benefits of moving from on-premise to a 
cloud provisioning model were that it would enable 
the scientific community within the company to 
flexibly increase compute via a cost effective, on-
demand, pay-per use model (Jackson et al, 2012). 
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If successful, this new capability would enable 
the company to compete with much larger 
companies who had the capital to invest in the 
development and maintenance of large scale on-
premise super-computing environments. A project 
was conducted to do a formal evaluation of 
migrating the service to the cloud and to determine if 
the concept was feasible from a technical and 
economic perspective, before a decision to invest 
further into a cloud provisioning service model was 
decided. The project was a multimillion dollar 
project, lasting over a year that consisted of a five 
person project team, with twelve other stakeholders 
from IT and outside IT whom were involved in the 
project.  

3.1 Problem Statement 

Scientists within the organisation within this case 
study were being challenged with a need for superior 
simulation modelling, as both the supply of 
information and the sophistication of quantitative 
techniques increases. The organisation invested 
heavily in technology that providing a vastly higher 
resolution of raw data, generating unprecedented 
volumes of data.  All this additional data enables 
finer-scale simulation, as the geo-cellular models 
they simulated burst through the 10 and 100 million 
cell thresholds.  As impressive as these advances 
were, they only represent more granular approaches 
to traditional modeling methods.   

As the models increase in size, the organisation 
requires significantly more computing resources to 
run, given the increasing complexity with detailed 
models needing to run hundreds of times to quantify 
uncertainties and define the risks.  The growth in 
demand for high performance computing was 
exceeding the supply from vendors.  This results in 
the organisations’ science community needing to 
limit simulations due to computing capacity, and 
was the driving force in running a proof of concept 
to explore new sources of high-performance 
computing capacity via a cloud provisioning model. 

With the organisation investing in the project, it 
would need to determine real practical questions in 
relation to simulation as a service such as: 
 

 Will the project be successful 
 Is cloud a viable model for scientific 

applications 
 Is cloud scalable for simulations 
 Is the organisation ready for cloud 
 Will new processes need to be implemented 

for cloud 
 What themes would emerge 

 What key issues would be faced 

3.2 Plan 

The project plan was drafted during the development 
of the business case. The project was broken down 
into six milestones, with each milestone having an 
estimated time. The milestones consisted of having: 
a signed off business case; a contract agreement with 
vendors; a high and low level design; the 
implementation; testing and finally an analysis 
conducted on the results leading to the project 
findings. Overall the initial estimation of the project 
plan was that it would take around five months to 
complete, however the actual time for the project 
was fifteen months. Significant challenges were 
faced in almost every step of the project plan.  

Business Case: This stage took four months 
instead of an expected one month, as the biggest 
delay was in getting approval and buy-in for the 
business case, with the critical element revolving 
around the way that the sensitive data used within 
the simulations would be protected.  

Contract: Similar to attaining business case 
approval, getting a contract signed with the software 
vendor took four months instead of the expected one 
month. This was because neither the organisation 
nor the software vendor could come to an agreement 
around intellectual property rights. In the end the 
situation was resolved as both parties agreed to 
waive rights. 

Design & Implementation: The design took twice 
as long as expected, due to stringent internal 
information and data security requirements. This 
impacted the implementation as the vendor software 
required using a physical license dongle. As the 
project took an action research approach, the design 
and implementation phases took an iterative 
approach and required reworking of the designs 
during the implementation phase. 

Testing  of the   service was  approximately three 

Table I: Milestones. 

Milestone Timelines 

 Estimated Actual 

Business Case 1 Month 4 Months 

Contract 
Agreement 1 Month 4 Months 

Design 6 Weeks 3 Month 

Implementation 1 Week 1 Month 

Testing 3 Months 3 Months 

Findings 1 Month 2 Months 
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months the same time as initially estimated.  
Findings: The findings took two months instead 

of the estimated one month, as the key themes and 
issues, led to some insightful findings, which 
required further investigation into finding 
commonalities and in conducting in depth interviews 
to validate the findings.  

3.3 Design 

The design was developed with the guiding principle 
that the architecture would need to be secure, lean 
and agile. This is because it was hypothesised that it 
would drive efficiencies and reliability through an 
elastic architecture that could dynamically scale up 
or down compute clusters as needed. The objective 
of the design was to simulate a real-life corporate 
network within a cloud scenario, so that the cloud 
service would be almost identical to the on-premise 
service, so that data could easily be moved in and 
out. As such a Virtual Private Cloud-VPC in the 
Amazon European datacentre was setup to act as the 
“corporate network”. The next step was to create a 
VPC in an Amazon US datacentre to act as the 
“cloud network”. The connections between the 
installations were facilitated through the use of 
OpenVPN which was installed on standard Linux 
Amazon Machine Images.  

A major design requirement for running 
simulations in the cloud involves how to transfer 
large datasets between the corporate network and the 
cloud environment. To achieve this, a cloud network 
attached storage-NAS server was provisioned in the 
cloud, with a virtual device in the Amazon cloud 
configured to acts as a NAS front end to Amazon’s 
object based data cloud, simple storage service-S3. 
Due to the large storage requirements; there was a 
need for a common internet file system, which is a 
standard way that computer users share files across 
corporate intranets and the internet, with a network 
file system interface. This design is commonly 
known as a cloud storage security gateway system 
and is considered a secure way for encrypting and 
decrypting data as it is either uploaded or 
downloaded via Amazon’s S3 by examining the 
consistency of the contents and preventing data 
tampering (Wang et al 2013). 

The next design step was to create the Simulator 
software head node in the cloud. This node would be 
static and would be were the simulation jobs would 
be submitted to and then run in a dynamically-
created compute cluster. The head node rand on a 
red hat enterprise linux node running on an Amazon 
C3.xlarge size server. This server was selected as it 

had the required compute capacity need for the 
simulations along with having a solid state drive and 
a 10GB network interface. The design choice for 
using a solid state drive is that they offer higher 
performance compared to traditional storage devices 
and are needed in HPC systems, especially those 
with a growing demand of supporting big data 
applications (Chen et al, 2013).  

A major security challenge was in the need to 
connect the simulation software’s physical Universal 
Serial Bus-USB license dongle to a virtual server. 
This was resolved via the use of a USB network 
device server being placed within a de-militarised 
zone-DMZ within the corporate network. This 
enabled the mapping of a USB port to a virtual 
server over the network. The USB port on the device 
server was then mapped to the simulator license 
server in the DMZ and was configured with a public 
IP. The DMZ was also configured to allow traffic 
between Amazon and the license server.  

Figure 1 depicts the conceptual design which 
indicates the three main networks within the setup, 
the Amazon cloud, the virtual office and the DMZ 
and the major components within each of these 
networks. 

 

Figure 1: Conceptual Design. 

A key component in the design was the NAS secure 
storage gateway (which also acted as a cache). 
Figure 2 depicts the dataflow from the simulation 
cloud which was within the amazon cloud. The data 
was de/encrypted as it passed through the cloud 
NAS and resided in the amazon storage, until it was  
to the NAS in the virtual office cloud, where it was 
then de/encrypted and passed into the main data 
source. 

Along with the data flow there was a need to 
have a connection into the corporate DMZ as the 
simulation license server needing to be on the same 
subnet as the USB device server, thus not enabling 
the license server to be placed in the Amazon Cloud. 
The detailed design for this is depicted in Figure 3. 
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.  

Figure 2: Data Flow. 

 

Figure 3: DMZ Design. 

3.4 Technical Validation 

Before the simulation cloud service was provisioned, 
an on-premise validation test was needed to ensure 
that simulations would run with the same accuracy 
regardless of the technology provisioning model. 
The approach taken for testing was to test out the 
characteristics with different stakeholders, to ensure 
requirements from users and those supporting the 
simulation software were properly gathered. The 
guidance provided was that the validation would 
need to ensure that the business characteristics, such 
as the need to ensure consistency when running 
simulation on the scalable dataset. The technical 
characteristics were that cpu performance scalability 
would need to be performed. 

To achieve this, four cases were run on a 
workstation and then moved to the companies on-
premise cluster which had a maximum of 8 core 
cpu’s. The test ran the cases on the on-premise 
cluster using one, four and 8 cpu’s to ensure 
consistency. The results from this indicated that 
moving the simulation jobs, did not have an impact 
on the jobs and once this was successful the 
simulation jobs could be migrated to the cloud 

service. Figure 4 indicates that the four cases 
demonstrated identical results for production rate 
and cumulative production for the duration of the 
field history as expected: 

 

Figure 4: Simulation Validation. 

The case with a single CPU on a workstation was 
completed in 20.9 hours, while the case on the on-
premise cluster was completed in 19.6 hrs. The run 
time for the on-premise cluster with four and eight 8 
CPUs ran at 7.7 and 5.7 hours respectively. The in-
house cluster setup at the time of this study did not 
allow job executions on more than 8 CPUs. Figure 5 
demonstrates the relationship between number of 
CPUs and wall clock time. 

  

Figure 5: CPU Performance Validation. 

With the run simulations being validated and with 
the performance of the on-premise service being 
measured, the next step was to compare this against 
the results of the performance within the cloud 
provisioned serviced.  

Figure 6 shows the results, and indicates that the 
wall clock time decreases as more CPUs were 
added, for both calculations for the on-premise and 
cloud service. It was observed that on-premise 
calculations stagnated at more than 4 CPUs, 
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resulting in sublinear scaling. This is contrary to the 
performance via the cloud service, which observed 
close to linear scaling. Assuming that this linear 
scaling persists when adding more than 8 CPUs, 
extrapolating from this observation, it was 
hypothesised that for larger jobs, the performance of 
the cloud provisioned service would significantly 
increase compared to what can be achieved on-
premise. This analysis is not exhaustive, but was 
severely limited by the size of the on-premise 
service having only 8 CPUs.  

  

Figure 6: On-premise & Cloud Performance Validation. 

3.5 Data Collection & Analysis 

Once the system was implemented and had passed 
the technical validation aspect, twenty four 
individuals involved in the project completed a 
questionnaire, with 15 coming from IT and 9 from 
outside. 

The 24 interviewees were asked: whether they 
thought the project was a success; whether cloud 
was a viable service model for scientific applications 
and if cloud was a scalable to run simulations; if the 
organisation was ready for cloud and if the 
organisation needed to introduce new processes for 
cloud. For data analysis purposes yes equating to a 
score of 1, while a no equated to a score of 0. The 
response and standard deviation were calculated as 
indicated in Table 1. Not all questions had an input, 
as respondents preferred not to say and the 
breakdown is as follows: 

 Question 2: 4 participants declined 
 Question 3: 1 participant declined 
 Question 4: 1 participant declined 

The following key insights were indicated 
 80% indicated that the project was a success.  
 71% indicating that cloud was a viable service 

model for scientific applications. 
 79% indicating that cloud is a scalable. 
 Surprisingly only 25% indicated that the 

organisation was ready for cloud.  

 71% indicating that the organisation needed to 
implement new processes for cloud. 

Table 1: Success Criteria. 

Question Response 
MEAN STANDARD 

DEVIATION Yes  
& (Total 
%) 

No 

1. Was the 
project a 
success 

20  
(80%) 

4 
0.833 0.381 

2. Is cloud 
viable for 
scientific 
applications 

17  
(71%) 

3 
0.850 0.366 

3. Is cloud  
scalable 

19  
(79%) 

4 
0.826 0.388 

4. Is the 
organisation 
ready for 
cloud 

6  
(25%) 

17 
0.261 0.449 

5. The 
organisation 
needs new 
processes 
for cloud  
adoption  

17  
(71%) 

7 
0.708 0.464 

The same interviewees were then asked their opinion 
of the three major themes which emerged during the 
life of the project.  

The following key insights were indicated 
 62.5% indicated that politics were a prevalent 

theme, 38% indicated that politics was the first 
theme, 25% indicated it was the second theme. 

 Innovation was second with 45.8%, 25% for the 
first theme, 8% for the second and 13% for the 
third.  

 Security at 33.3%, 13% for the first, 17% for the 
second and 4% for the third. 

Other key themes included vendor solutions, 
intellectual property rights, a lack of the required 
skills, internal processes, business value and change. 

Interviewees were then asked their opinion of the 
three major issues which emerged during the life of 
the project. 

The following key insights were indicated 
 

 Politics was again the highest at 66.7% which 
was aligned with the responses from the 
emerging themes, with 42% of respondents 
indicating it was the first issues while 25% 
indicated it was the second issues and similar to 
themes zero respondents indicated that it was 
the third issue.  
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Table 2: Emerging Themes. 

Theme First Second Third Inclusion
Total % 

Business 
Value 

1 2 0 12.5% 

Change 0 2 1 12.5% 

Innovation 6 2 3 45.8% 

Intellectual 
Property 
Rights 

2 2 1 20.8% 

Politics 9 6 0 62.5% 

Processes 0 2 1 12.5% 

Security 3 4 1 33.3% 

Skills 0 1 2 12.5% 

Vendor 
Solutions 

3 1 1 20.8% 

 Project Management was second with 37.5%, 
21% for the first theme and 16.5% for the 
second.  

 Contracts and Processes were tied for the third 
issue both with a response of 20.8% with 
contracts had a response of 12.5% for being the 
first issue and 4.15% for being the second and 
third issues. 

 4.15% identified processes as being the first 
issue and 16.65% for being the third issue.  

 

Other key issues included capability of staff, lack of 
clear KPI’s to measure and information Security. 

Table 3: Key Issues. 

Key Issue First Second Third Total Total 

% 

Capability 2 2 0 4 16.7% 

Contracts 3 1 1 5 20.8% 

KPI’s 0 1 1 2 8.3% 

Politics 10 6 0 16 66.7% 

Processes 1 0 4 5 20.8% 

Project 

Management 

5 4 0 9 37.5% 

Security 0 0 1 1 4.2% 

4 DISCUSSION 

The pilot was initially resisted by internal members 
of the IT department that were responsible for 
supporting the simulation software. This delayed the 
approval of the business case. Design challenges 
arose during the design and implementation stages 
due to stringent internal security requirements.  

This was a surprising finding as the respondents 

did not indicate information security to be an issue, 
this along with the data captured from the surveys 
indicated that politics was the pervasive theme and 
key issue of moving to the cloud. Considering that 
the project was determined a success, but that the 
organisation was not ready and would need to 
introduce new processes to support cloud. This leads 
to a finding of how organisation behavior and the 
perception of trust in security pose a real threat to 
the adoption of cloud. This is indicated by 2009 
Gartner survey with indicates that politics is a 
challenge of cloud service adoption (Gartner, 2009).   

Resistance to change is a normal human response 
as employees seek to translate the change to a 
personal context, which can be greatly magnified by 
fear of the unknown (Berube, 2012).  If internal 
policies and security concerns are a significant 
challenge in cloud service adoption, then building a 
maturity assessment at the start of the project to 
understand the organisations culture, internal 
processes would clearly assist in migration to a 
cloud service, and the delivery of a cloud service 
project could then plan accordingly to further train 
and develop staff on the impact of cloud, before any 
implementation would occur. This activity was not 
included in the project, but the insights received 
after the fact, could help in any future cloud project 
by being able to measure and mitigate the risks of 
the cloud. 

The data which was collected using an action 
research approach indicates that a lot is still 
unknown about dealing with challenges during the 
initiation stages of a cloud project were the 
realization that the change from one modal of 
working to another different modal has a significant 
impact on the success of a project. Though the 
project was validated as being a success, several 
emergent themes impacted the adoption. One 
significant emergent theme from the research was 
that the organisation did not have the appropriate 
internal policies. 

The research shows that the evaluation and 
adoption of simulation as a service project, which is 
a considerable change to business practices, will 
likely involve more than technical performance and 
business improvements: It will also need to consider 
the wider political fault-lines of issues that would 
impact the acceptance from various stakeholders.   

5 CONCLUSIONS 

Cloud computing is maturing, but there is still a lot 
that remains uncertain for its adoption within 
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enterprises, such as the organizational changes 
brought about by cloud computing. Cloud services 
that support simulation via a HPC environment are 
attracting more attention in literature, in big business 
and in governments.  

This paper has reported on research exploring the 
practicalities of conducting a significant simulation 
as a service project within a large company. This 
paper further explores the practicalities and contexts 
the issues of applying cloud to larger compute 
processing needs  

This is one of the few works that covers 
simulation as a service in a real life project.  

The research involved an iterative methodology 
based upon an action research methodology and 
covered all the stages of the project from creation to 
evaluation. The pilot project and research focused on 
evaluating the possibility of running simulation as a 
service which leverage a cloud infrastructure to 
address the HPC needs of the multinational company 
using a range of criteria, including technical 
capability and wider business case.  

It was a successful project and the insights taken 
from this work can further be used to make informed 
decisions about moving simulations to the cloud. 
Lessons learned from this would be that doing a 
proof of concept is a good method. 

The data which was collected using an action 
research approach indicates that a lot is still 
unknown about dealing with challenges during the 
initiation stages of a cloud project were the 
realization that the change from one modal of 
working to another different modal has a significant 
impact on the success of a project. Though the 
project was validated as being a success, several 
emergent themes impacted the adoption. One 
significant emergent theme from the research was 
that the organisation did not have the appropriate 
internal policies  

The research shows that the evaluation and 
adoption of simulation as a service project, which is 
a considerable change to business practices, will 
likely involve more than technical performance and 
business improvements: It will also need to consider 
the wider political fault-lines of issues that would 
impact the acceptance from various stakeholders.  

Developers and project managers can take 
practical guidelines from this paper that can be used 
to make informed decisions about moving 
simulations to the cloud. These examples are in the 
form of design, validation steps but more 
importantly the need to get feedback from different 
stakeholders before starting a project and the need to 
have an understanding of the potential political 

impact may occur similar to this project in terms of 
project delays and in design requirements. Key 
contributions to knowledge are that even if the 
project is successful, the organisation may not be 
ready for cloud and that new processes would need 
to be developed to operate via a cloud provisioning 
model. For considerably sized projects of this type 
the recommendation is to run a pilot first and to plan 
and execute the development of internal processes 
that are required to enable the organisation to be 
cloud ready. 
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Abstract: The rapid growth of cloud computing both in terms of the spectrum and volume of cloud workloads brought 
many challenges to the traditional data center design - fast changing system configuration requirements due 
to workload constraints, varying innovation cycles of system components, and maximal sharing of systems 
and subsystems. In this paper, we developed a qualitative assessment of the opportunites and challenges for 
leveraging disaggregated datacenter architecture to address these challenges. In particular, we compare and 
contrast the programming models that can be used to access the disaggregated resources, and developed the 
implications for the network and resource provisioning and management. 

1 INTRODUCTION 

Cloud computing is quickly becoming the fastest 
growing platform for deploying enterprise, social, 
mobile, and analytic workloads. As many of these 
workloads grew to internet scale, they have ushered 
a new era of datacenter scale computing on top of 
the previous centralized and distributed computing 
era (Barroso 2013). During the centralized 
computing era, the computing resources are fully 
shared (share everything) and centralized managed. 
The subsequent distributed computing era allows 
decentralized management of distributed resources 
interconnected by networks. The “at scale” 
computing era, in contrast, involves de facto 
centralized management of massive amount of 
distributed and often virtualized resources that are 
locally concentrated within mega-datacenters and 
often spread across multiple datacenters. Recently, 
the need for increased agility and flexibility has 
accelerated the introduction of software defined 
environments (which include software defined 
networking, storage, and compute) where the control 
and management planes of these resources are 
decoupled from the data planes so that they are no 
longer vertically integrated as in traditional compute, 
storage or switch systems and can be deployed 
anywhere within a datacenter  (Li et al., 2014).  

The emerging at scale cloud data centers are 
facing the following challenges: fast changing 
system  configuration  requirements   due   to  highly 
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Storage 
Storage  

 

Figure 1: Traditional datacenter with servers and storage 
interconnected by datacenter networks. 

dynamic workload constraints, varying innovation 
cycles of system components, and the need for 
maximal sharing of systems and subsystems 
resources in order to minimize the Capital 
Expenditure (CAPEX) and Operational Expenditure 
(OPEX) for efficient at scale operation. These 
challenges are further elaborated below. Enabling  
software and platform as a service with optimal 
stack level cost performance has become a major 
differentiator in the marketplace, especially for those 
services involving massive scale out environment 
such as Hadoop and Spark. 

Systems in a cloud computing environment often 
have to be configured differently in response to 
different workload requirements.    A traditional 
datacenter, as shown in Fig. 1, includes servers and 
storage interconnected by datacenter networks. A 
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typical server system configured with only CPU and 
memory while keeping the storage subsystem 
(which also includes the storage controller and 
storage cache) remote is likely to be applicable to 
workloads which do not require large I/O bandwidth 
and will only need to use the storage occasionally.   
This configuration is usually inexpensive and 
versatile - but unlikely to perform well when large 
I/O bandwidth or small latency become pertinent.   
Alternatively, the server can be configured with 
large amount of local memory, SSD, and storage.   
This configuration, however, is likely to become 
expensive. Some of the system resources such as the 
SSDs configured within the server could be 
potentially underutilized at various times as 
workloads may not always be able to fully utilize 
them. 

Traditional systems also impose identical  
lifecycle for every component inside the system.  As 
a result, all of the components within a system 
(whether it is a server, storage, or switches) are 
replaced or upgraded at the same time. The 
"synchronous" nature of replacing the whole system 
at the same time prevents earlier adoption of newer 
technology at the component level, whether it is 
memory, SSD, GPU, or FPGA.   The average refresh 
cycle of CPUs is approximately 3-4 years, HDDs 
and fans are around 5 years, battery backup (i.e. 
UPS), RAM, and power supply are around 6 years. 
Other components in a data center typically have a 
lifetime of 10 years. Consequently, an integrated 
system with CPU, memory, GPU, power supply, 
fan, RAM, HDD, SSD likely has the same lifecycle 
for everything within the system as replacing these 
components individually will be uneconomical. 

Traditional system resources (memory, storage, 
and accelerators) configured for high throughput or 
low latency usually could not share these resources 
across the data center as they are only accessible 
within the "system" they are in.   As a result, the 
utilization of the resources could be low.  Those 
resources configured as remote (or network 
attached) allow maximal shareability but the 
performance in terms of throughput and latency are 
usually poor.  As an example, challenges in terms of 
operational efficiency and security in the cloud 
based financial service domain were reported in  
Chang (2014), where a pipelined cloud service 
architecture is implemented on top of a traditional 
datacenter architecture.  

In this paper, we developed a qualitative 
assessment of the approaches and challenges for 
leveraging the disaggregated architecture for at scale 
cloud datacenters. We compare and contrast the 

programming models that can be used to access the 
disaggregated resources. We also developed the 
implications for the network and resource 
provisioning and management. Based on this 
qualitative assessment and early experimental results, 
we concluded that disaggregated architecture with 
appropriate programming models and resource 
provisioning is likely to achieve improved 
datacenter operating efficiency.  This architecture is 
particularly suitable for heterogeneous workload 
environments as these environments often have 
dynamic resource requirements and can benefit  
from the improved elasticity of the physical resource 
pooling offered by the disaggregated datacentre 
architecture.  

 
    

Datacenter Network 

   
…

 Storage 

Devices Shared GPUs Shared Memory  

Figure 2: Partially disaggregated datacentre with both 
fully integrated server /storage as well as disaggregated 
GPU, SSD, and memory pools. 

2 COMPOSABLE SYSTEMS 
ARCHITECTURE    

The emerging disaggregated datacenter architecture 
or datacenter as a computer (Lim et al, 2009), as 
shown in Fig. 2, leverages the fast progress of the 
networking capabilities, software defined 
environments, and the increasing demand on high 
utilization of computing resources in order to 
achieve maximal efficiency. 

On the networking front, the emerging trend is to 
utilize a high throughput low latency network as the 
“backplane” of the system. Such a system can vary 
from rack, cluster of racks, PoDs, domains, 
availability zones, regions, and multiple datacenters.   
During the past 3 decades, the gap between the 
backplane technologies (as represented by PCIe) and 
network technologies (as represented by Ethernet) is 
quickly shrinking.   During the next 5 years, the 
bandwidth gap between PCIe gen 4 (~250 Gb/s) and 
100/400 GbE is becoming much less significant.   
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When the backplane speed is no longer much faster 
than the network speed, many interesting 
opportunities arise for refactoring systems and 
subsystems as these system components are no 
longer required to be in the same "box" in order to 
maintain high system throughput. As the network 
speeds become comparable to the backplane speeds, 
SSD and storage which are locally connected 
through a PCIe bus can now be connected through a 
high speed network. This configuration allows 
maximal amount of sharing and maximal amount of 
flexibility to address the complete spectrum of 
potential workloads. The broad deployment of 
Software Defined Environments (SDE) within cloud 
datacenters is facilitating the disaggregation among 
the management planes, control planes, and data 
planes within servers, switches and storage (Li et al, 
2014).     

Systems and subsystems within a composable 
disaggregated data center are refactored so that these 
subsystems can use the network "backplane" to 
communicate with each other as a single system. 
Composable system concept has already been 
successfully applied to the network, storage and 
server areas. In the networking area, physical 
switches, routing tables, controllers, operating 
systems, system management, and applications in 
traditional switching systems are vertically 
integrated within the same "box".    Increasingly, the 
newer generation switches logically and physically 
separate the data planes (hardware switches and 
routing tables) from the control planes (controller 
and OS and applications) and management planes 
(system and network management) and allow the 
disaggregation of switching systems into these three 
subsystems where the control and management 
planes can reside anywhere within a data center, 
while the data planes serve as the traditional role for 
switching data.  Similar to the networking area, 
storage systems are taking a similar path.   Those  
monolithically integrated storage systems that 
include HDDs, controllers, caches (including SSDs), 
special function accelerators for compression and 
encryption are transitioning into logically and 
physically distinct data planes - JBOD (just a bunch 
of drives), control planes (controllers, caches, SSDs) 
and management planes.    

A partially disaggregated memory architecture 
was proposed by Lim et al (2009, 2012) in which 
each disaggregated compute node retains a smaller 
size of memory while the rest of the memory is 
aggregated and shared remotely. When a compute 
node requires more memory to perform a task, the 
hypervisor integrates the local memory and the 

remote shared memory to form a flat memory 
address space for the task. During the run time, 
accesses to remote addresses result in a hypervisor 
trap and initiate the transfer of the entire page 
through RDMA (Remote Direct Memory Access) 
mechanism to the local memory. Their experimental 
results show an average of ten times performance 
benefit in a memory-constrained environment. A 
detailed study of the impacts of network bandwidth 
and latency of a disaggregated datacenter for 
executing in memory workloads such as GraphLab, 
MemcacheD and Pig was reported in Rumble et al. 
(2011). When the remote memory is configured to 
contain 75% of the working set, it was found that the 
application level degradation was minimal (less than 
10%) when network bandwidth is 40 Gb/s and the 
latency is less than s10  (Han et al, 2013). Server 

products based on a disaggregated architecture have 
already appeared in the marketplace. These include 
the Cisco UCS M-Series Modular Server, AMD 
SeaMicro disaggregated architecture, and Intel Rack 
Scale Architecture as part of the Open Compute 
Project. 

3 SOFTWARE STACK 
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Figure 3: Software stack for accessing disaggregated 
resources. 

Disaggregated datacenter resources can be 
accessed by application programming models 
through different means and methods. We consider 
three fundamental approaches here: (i) hardware 
based, (ii) hypervisor/operating system based, and 
(iii) middleware/application based. 

The hardware based approach for accessing 
disaggregated resources is transparent to 
applications and the OS/hypervisor.  Disaggregated 
memory is mapped to the physical address space of a 
compute node and is byte addressable across the 
network. In this case, disaggregated memory is 
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entirely transparent to the applications.  While such 
transparency is desirable, it forces a tight integration 
at the memory subsystem either at the physical level 
or the hypervisor level. At the physical level the 
memory controller needs to be able to handle remote 
memory accesses. To avoid the impact of long 
memory access latencies, we expect that a large 
cache system is required. Disaggregated GPU and 
FPGA can be accessed as an I/O device based on 
direct integration through PCIe over Ethernet.  
Similar to disaggregated memory, the programming 
models remain unchanged once the mapping of the 
disaggregated resource to the I/O address space of 
the local compute node. 

In the second approach, the access of 
disaggregated resources can be exposed at the 
hypervisor/container/operating system levels.  New 
hypervisor level primitives - such as getMemory, 
getGPU, getFPGA, etc. - need to be defined to allow 
applications to explicitly request the provisioning 
and management of these resources in a manner 
similar to malloc. It is also possible to modify the 
paging mechanism within the hypervisor/operatoring 
systems so that the paging to HDD is now going 
through a new memory hierarchy including 
disaggregated memory, SSD, and HDD.    In this 
case, the application does not need to be modified at 
all.   Accessing remote Nvdia GPU through rCUDA 
(Duato 2010) has been demonstrated, and has been 
shown to actually outperform locally connected 
GPU when there is appropriate network 
connectivity.    

Disaggregation details and resource remoteness 
can also be directly exposed to applications.  
Disaggregated resources can be exposed via high-
level APIs (e.g. put/get for memory).  As an 
example, it is possible to define GetMemory in the 
form of Memory as a Service  as one of the 
Openstack service. The Openstack service sets up a 
channel between the host and the memory pool 
service through RDMA. Through GetMemory 
service, the application can now explicitly control 
which part of its address space is deemed remote and 
therefore controls or is at least cognizant which 
memory and application objects will be placed 
remotely. In the case of GPU as a service, a new 
service primitive GetGPU can be defined to locate 
an available GPU from a GPU resource pool and 
host from the host resource pool.  The system 
establishes the channel between the host and the 
GPU through RDMA/PCIe and exposes the GPU 
access to applications via a library or a virtual 
device.   

4 NETWORK CONSIDERATIONS  

One of the primary challenges for a disaggregated 
datacenter architecture is the latency incurred by the 
network when accessing memory, SSD, GPU, and 
FPGA from remote resource pools.   The latency 
sensitivity depends on how the disaggregated 
resources are exposed to the programming models in 
terms of direct hardware, hypervisor, or resource as 
a service. 

The most stringent requirement on the network 
arises when disaggregated memory is mapped to the 
address space of the compute node and is accessed 
through the byte addressable approach. The total 
access latency across the network cannot be 
significantly larger than the typical access time of 
DRAM – which is on the order of 75 ns.   As a 
result, silicon photonics and optical circuit switches 
(OCS) are likely to be the only options to enable 
memory disaggregation beyond a rack. Large caches 
can reduce the impact of remote access. When the 
block sizes are aligned with the page sizes of the 
system, the remote memory can be managed as 
extension of the virtual memory system of the local 
hosts through the hypervisor and OS management. 
In this configuration, local DRAM is used as a cache 
for the remote memory, which is managed in page-
size blocks and can be moved via RDMA 
operations.  

Disaggregating GPU and FPGA are much less 
demanding as each GPU and FPGA are likely to 
have its local memory, and will often engage in 
computations that last many microseconds or 
milliseconds.  So the predominant communication 
mode between a compute node and disaggregated 
GPU and FPGA resources is likely through bulk 
data transfer.  It has been shown by Reano et al. 
(2013) that adequate bandwidth such as those 
offered by RDMA at FDR data rate (56 Gb/s) 
already demonstrated superior performance than a 
locally connected GPU.     

Current SSD technologies has a spectrum of  
100K IOPS (or more) and ~100 us access latency.  
Consequently, the access latency for non-buffered 
SSD should be on the order of 10 us.  This latency 
may be achievable using conventional Top-of-the-
Rack (TOR) switch technologies if the 
communication is limited to within a rack.  A flat 
network across a PoD or a datacenter with a two-tier 
spine-leaf model or a single tier spline model is 
required in order achieve less than 10 us latency if 
the communication between the local hosts and the 
disaggregated SSD resource pools are across a PoD 
or a datacenter.   
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5 DISTRIBUTED RESOURCE 
PROVISIONING 

In a disaggregated datacenter with physical resource 
pooling, it is essential that the physical resources are 
requested and provisioned with minimum latency so 
that the use of remote resources will not create a  
serious performance bottleneck.  In this section, we 
will describe an approach based on distributed 
scheduling with global shared state in conjunction 
with predictive resource provisioning. 

Resource provisioning and scheduling can be 
carried out through a centralized, hierarchical, or 
fully distributed approach.  The centralized approach 
is likely to achieve the optimal resource utilization, 
but may result in a single point of failure and a 
severe performance bottleneck.  The hierarchical 
approach, such as the one used in Mesos (Hindman, 
2011), allows flexible addition of heterogeneous 
schedulers for different classes of workloads to a 
centralized scheduler. The centralized scheduler 
allocates chunks of resources to the workload 
specific scheduler, which in turn allocates resources 
to individual tasks.  However, this approach often 
results in sub-optimal utilization. A fully distributed 
approach with global shared state, such as the 
Google Omega (Schwarzkopf, 2013) project, utilizes 
an optimistic approach for resource scheduling.     
This approach is likely to perform better as 
compared to other approaches. 

The mechanism for scheduling and provisioning 
resources from disaggregated physical resource 
pools starts with the requesting node establishing the 
type and amount of resource required.  As discussed 
in the previous section, the amount of resource 
required can be established explicitly by the 
workload or implicitly as the current requesting node 
runs out of resource locally.  Once the request is 
received, the resource provisioning engine will 
identify one or more of the resource pools with 
available resources, potentially based on the global 
shared state, for provisioning resources.  It will then 
communicate with the resource manager of the 
corresponding resource pool to reserve the actual 
resource.  The resource manager for each resource 
pool commits the resource to the incoming request 
and resolves the potential conflicts if multiple 
requests for the same resource occur simultaneously.  
Once the resource is reserved, the communication 
between the requesting node and the resource can 
then commence.   

Due to the low latency requirement for 
provisioning physical resources in a disaggregated 
datacenter, it is likely that the resources will need to 

be provisioned and reserved before the actual needs 
from the workload arise rather than on demand.  
This may require the resource scheduler to monitor 
the history of the resource usage so that an accurate 
workload dependent projection of the resource usage 
can always be maintained.    

6 EXPERIMENTAL RESULTS 

 

Figure 4: Experimental setup for performance 
measurement in a disaggregated environment for 
MemcacheD. 

In this section, we describe experiments that 
demonstrate the workload behavior when a cloud 
centric application such as MemcacheD is deployed 
in a disaggregated system environment.  In this case, 
part of client app data is in local DRAM, while the 
rest is located in the memory of a remote node 
accessed through an RDMA capable fabric via 
Verbs API. 

The disaggregated infrastructure, as shown in 
Fig. 4, is entirely transparent to the MemcacheD 
client.  The server side is modified so that the data 
accessed via key-value interface will be 
automatically retrieved from either local or remote 
memory. 

The modification is as follows: A small program 
on another machine allocates a specified amount of 
memory and registers the allocation with the 
Infiniband HCA.  MemcacheD handshakes with the 
remote server and obtains the pertinent information 
such as remote buffer address and access_key.   
After an initial handshake, it can now perform 
RDMA reads and writes directly to the remote 
buffer.  The remote buffer is treated as a “victim 
cache” and is maintained as an append-only log. 
When MemcacheD runs out of local memory, 
instead of evicting a key/value pair in the local 
memory, it now does an RDMA write to the remote 
memory.  When looking up a particular key, it first 
checks with the local memory (via a hash table).  If 
the key does not exist locally, MemcacheD checks 
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the remote memory via a locally maintained hash 
table.  If key/value is in the remote memory, it reads 
in this value through RDMA to a temporary local 
buffer and sends it to the client.    A particular 
key/value is always either in local memory or 
remote memory and can never resides in both 
locations. 

The experiments consist of 100,000 operations 
(95% reads, 5% updates) with uniform random 
accesses (i.e. no notion of working set as this 
represents the most challenging situation) running in 
a single thread.  

 

Figure 5: Average read latency penalty vs. data size with 
respect to 100% local access when the local portion of 
data varies from 75% to 25% 

As shown in Fig. 5, higher percentage of local 
data always introduces fewer penalties.  However, 
the difference begins to diminish among different 
ratio of local vs. remote data when the data block 
size is larger than 64 KB, as larger block size 
reduces the overhead in the data transfer.  

The second set of experiments consist of 100,000 
read and update operations (95% reads, 5% updates) 
with uniform random accesses (i.e. no notion of 
working set as this represents the most challenging 
situation) evenly split among 10 threads.   

 

Figure 6: Average read/update throughput penalty vs. data 
size with respect to 100% local access when the local 
portion of data varies from 75% to 25%. 

As shown in Fig. 6, the throughput penalty is nearly 
nonexistent when 75% of the access is local and the 
data size is 4KB.   The penalty increases to 2% when 
only 25% of the access is local.  As the data sizes 

increases, the transfer time of the entire page 
between the local and the remote node increases, 
resulting in higher penalty at 4% and 6%, 
respectively, for 75% and 25% local access.  

We can conclude from these experiments that 
negligible latency and throughput penalty are 
incurred for the read/update operations if these 
operations are 75% local and the data size is 64 KB.  
Smaller data size results in larger latency penalty 
while larger data size results in larger throughput 
penalty when the ratio of nonlocal operations is 
increased to 50% and 75%.   

In a second experiment we examine the popular 
graph analytics platform Giraph, that enables 
implementation of distributed graph algorithms. In 
this particular case we populated a 50 node virtual 
compute cluster with a randomly generated graph of 
100 million vertices. The graph is partitioned into 
50^2 partitions which are distributed across the 
compute nodes. We then compute the 
TopKPagerank properties of the graph. As the 
computation progresses, messages need to be 
exchanged to traverse the graph as it crosses node 
boundaries. Dependent on the connectivity of the 
graph, the variance in the message creation can 
result in substantial different memory consumptions 
per node. Under memory pressure, Giraph will swap 
entire partitions and messages per vertex to disk 
using LRU. We examine the memory utilization 
across the nodes as computations progresses. While 
cpu utilization is very uniform across all nodes and 
across the execution of the program, memory 
utilization varies considerable, which is shown as a 
heatmap in Fig. 7. 

 

Figure 7: Memory Consumption of Distributed Giraph 
TopKPagerank application over time. 

Analysis of this data reveals that the peak per node 
memory usage versus the average per node memory 
has a 2.78:1 ratio, where the aggregate memory 
usage has a 1.68:1 ratio.  We then reduce the per 
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node memory by a factor of 3 to explore the impact 
of memory pressure, while the average per node 
memory is maintained. This increases the overall 
runtime of the experiment by a factor of 13.8x 
highlighting that planning resource consumption for 
best performance requires a memory 
overprovisioning of a factor of three or alternatively 
to pay a substantial performance penalty. When the 
swap disk is on each node is configured to a 
RamDisk, the overhead reduces to a factor of 6.14x - 
which is still too high. Having observed the low 
overheads of RDMA in the MemCacheD example, 
we stipulate that sharing unused memory across the 
entire compute cluster instead of through a swap 
device to a remote memory location can further 
reduce the overhead. However the rapid allocation 
and deallocation of remote memory is imperative to 
be effective.  

 

Figure 8: Throughput improvement of disaggregated 
storage for Cassandra workload. 

 

Figure 9: Latency improvement of disaggregated storage 
for Cassandra workload. 

In our final experiment we examine the impact of 
disaggregated storage. We utilized Cassandra, a 
popular persistent, i.e disk backed, key value store. 
In the traditional setup a single server is populated 
with eight SATA disks that together form the block 
storage for a ZFS filesystem on which the key value 
pair storage resides. Ultimately the number of disks 
in the server is limited to the order of 10s and the 
SATA v3 bandwidth is limited to 6Gbps. In the 
disaggregated setup we utilize 4 storage nodes with 
eight disks each and access to Cassandra was over a 

10Gbps Ethernet network. The ZFS cache was 
limited and data was flushed out of the page cache to 
ensure that almost all accesses go to disk. A client 
consisting of 20 threads issued 10K operations (95% 
read) uniformly accessing the data domain. The 
bandwidth and latency improvement are shown in 
Figures 8 and 9. Accessing blocks size of 256KB 
and 512KB, we observed throughput improvements 
of up to 195% and 79 % respectively for the 
disaggregated system case. And latency 
improvement was 67% and 51%. This experiment 
substantiates our thesis that accessing data from 
across multiple disks connected via Ethernet poses 
less of a bandwidth restriction than SATA and thus 
improves throughput and latency of data access and 
obviates the need for data locality. Overall 
disaggregated storage systems are cheaper to build, 
manage and incrementally scale and offer higher 
performance than traditional setups.  

As more operations are moved to the shared 
physical resource pools, it is conceivable that the 
utilization of shared physical resources  will 
improve, resulting in reduced Capex and/or Opex.    

7 CONCLUSIONS 

The rapid growth of cloud computing workloads 
both in terms of the spectrum and volume brought 
many challenges to the traditional data center 
design: (1) Fast changing system configuration 
requirements due to workload constraints; (2) 
Varying innovation cycles of system components; 
(3) Maximal sharing of systems and subsystems in 
order achieve optimal efficiency. The disaggregated 
architecture provides a promising approach to 
address these simultaneous challenges. Datacenters 
based on this architecture allows the refactoring of 
the datacenter for improved operating efficiency and 
decoupled innovation cycles among components 
while the datacenter network becomes the 
"backplane"of the datacenter. 

In this paper, we developed a qualitative 
assessment of the approaches and challenges for 
leveraging disaggregated architecture for at scale 
cloud datacenters. In particular, we compare and 
contrast the programming models that can be used to 
access the disaggregated resources, the implications 
for the network and resource provisioning and 
management..  Based on this qualitative assessment 
and early experimental results, we concluded that 
disaggregated architecture with appropriate 
programming models and resource provisioning is 
likely to achieve improved datacentre operating 
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efficiency for heterogeneous workload environments 
that can benefit from the improved elasticity of 
physical resources.   
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Abstract: Semantic technologies provide a new, promising approach for smart data management and analytics. At the 
same time, the adoption of an emerging technology is usually limited by factors such as its perceived 
complexity, cost and performance. Startups and mid-size businesses often have very limited resources to 
evaluate and prototype with emerging technologies, even if their potential for more efficient data 
management and analytics is significant. The Self-Service Semantic Suite (S4) provides an integrated 
platform for cloud-based text analytics and Linked Data management as-a-service, so that companies in the 
early stage of evaluating and adopting semantic technologies can easily access a full suite of semantic data 
management and text analytics capabilities for smart data analytics in various domains. 

1 INTRODUCTION 

Some of the typical challenges related to efficient 
data analytics within enterprises include: valuable 
information locked in unstructured data sources and 
available only through inaccurate keyword-based 
search; a large number of heterogeneous data 
sources and data silos leading to data quality and 
reuse problems; slow and rigid data integration 
processes hindering the access to all the relevant and 
up-to-date information required for analytics. 

Semantic technologies provide a novel approach 
for data integration, discovery and analytics with 
significant advantages for a variety of analytical use 
cases. Among the main advantages of semantic 
technologies are: the flexible, graph-based RDF data 
model (W3C, 2014b) which facilitates agile schema-
less data integration of heterogeneous data sources; 
the ability to interlink entities of interest found in 
text – people, organisations, locations, events and 
topics – into knowledge graphs; the ability to use 
formal ontologies as a common metadata layer on 
top of different data sources and silos; a very 
expressive RDF query language (SPARQL); the 
ability to infer implicit facts from data, based on 
formal reasoning rules;  the ability to map and 
interlink between different schemata and data 
sources and perform semantic search based on 
meaning, rather than keywords or schemata; Linked 
Open Data (Heath, 2011) as a novel data publishing 

and interlinking paradigm, that can facilitate access 
to vast amounts of open data on the web. 

A number of large companies in various industry 
sectors – media and publishing, healthcare and life 
sciences, oil & gas, cultural heritage and digital 
libraries, retail and finance – have recently adopted 
semantic technologies in order to achieve higher 
agility and efficiency when dealing with the modern 
data analytics challenges. At the same time the wider 
adoption of semantic technologis is currently limited 
by factors such as the perceived complexity and cost 
for deploying semantic data management solutions. 
Startups and mid-size businesses often have limited 
resources for evaluating and prototyping with novel 
data management approaches, while large 
enterprises often have complex and inefficient 
procurement processes which hamper the speed of 
technology adoption and innovation. 

2 THE SELF-SERVICE 
SEMANTIC SUITE 

The Self-Service Semantic Suite1 (S4) aims at 
reducing the cost and complexity of semantic 
technology adoption by providing an integrated 
platform for cloud-based text analytics and Linked 
Data  management as-a-service. With S4 the compa- 
 
1http://s4.ontotext.com/ 
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nies in the early stages of evaluating and adopting 
semantic technologies have the ability to easily and 
quickly apply a full suite of semantic data 
management and text analytics capabilities for 
solutions in various domains, without the need for 
complex planning, budgeting, provisioning and 
operations.  

The main use cases for text analytics and Linked 
Data management as-a-service with S4 fall into three 
broad categories: 

 Reducing Time-to-Market – companies who are 
still experimenting with semantic technologies 
(“technology enthusiasts” and “visionaries”, 
based on their openness towards emerging 
technology innovations (Moore, 2014)), need 
capabilities for semantic data management and 
text analytics that are available from the “get-go” 
and do not require complex on-boarding, 
integration and customization, so that the 
organisations can deliver new products and 
prototypes at a rapid rate. 

 Reducing Risk – companies who fall in the group 
of “pragmatists” when it comes to technology 
innovation adoption, benefit from a low-cost and 
low-risk option for experimenting and adopting 
semantic technologies, without the need to 
commit to license purchases and hardware 
provisioning, or deal with inefficient internal 
procurement processes. By using a platform for 
semantic data management and text analytics as-
a-service, such companies can thoroughly 
evaluate semantic technologies maturity, 
reliability, performance and ROI potential before 
committing to it. 

 Optimising Costs – even the companies who 
have already successfully evaluated the potential 
ROI of semantic technologies and are committed 
to their long term adoption can often achieve cost 
reductions by switching to a cloud deployment 
with pay-per-use cost model. 
S4 provides a self-service and on-demand set of 
components for semantic data management and 
text analytics, covering key aspects of the data 
management lifecycle: 

 On-demand and reliable access to central Linked 
Open Datasets such as DBpedia, Freebase, 
GeoNames, MusicBrainz and WordNet 

 A self-managed and a fully-managed scalable 
RDF database as-a-service in the Cloud, for 
private RDF knowledge graphs 

 Various text analytics services for news, 
biomedical documents and social media, which 
extract valuable insight from unstructured 

content. 

2.1 Linked Data 

Linked Data provides a novel data publishing and 
interchange paradigm that facilitates publishing, 
interlinking and reuse of large amounts of data 
within the organisation, or between the organisations 
within a supply chain, based on four simple 
principles (Heath, 2011): 
 Use URIs as names for things 
 Use HTTP URIs, so that people can look up 

those names 
 When someone looks up a URI, provide useful 

information, using the standards (RDF, 
SPARQL) 

 Include links to other URIs, so that they can 
discover more things. 

The amount of openly available Linked Data has 
been growing at a rapid rate in the recent years 
(Schmachtenberg, 2014), though various 
performance and availability problems associated 
with many public LOD endpoints (Buil-Aranda, 
2013) still hamper the wider LOD adoption.  

To alleviate the various performance and 
availability problems associated with open Linked 
Data, S4 provides a reliable and metered access to 
key datasets from the LOD cloud via the FactForge2 
large-scale semantic data warehouse (Damova, 
2012). More than 5 billion LOD triples, describing 
500 million entities, are available to S4 developers 
via integrated and aligned datasets such as DBpedia, 
Freebase, GeoNames, and MusicBrainz as well as 
ontologies and vocabularies like Dublin Core, SKOS 
and PROTON. 

2.2 RDF Databases 

RDF databases represent a special class of graph 
databases where data is modelled based on the 
semantics of the RDF (W3C, 2014b), and OWL 
(W3C, 2012) formal model specifications, and data 
is queried via SPARQL (W3C, 2013). The main 
advantages of using RDF databases for data 
management include: the schema agility, ease of 
integration of heterogeneous data sources, 
expressive query language, and strong compliance to 
standards, improved data portability and tool 
interoperability, as well as ability to infer new, 
implicit facts from the data. 

S4 provides an RDF database-as-a-service 
capability  based  on  one  of  the  leading  enterprise  

 
2http://factforge.net/ 
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RDF databases: GraphDB (Bishop, 2011). The cloud 
database infrastructure of S4 is available in two 
flavours: a self-managed cloud database where the 
user is in full control of operational aspects – such as 
availability, performance tuning, backups and 
restores – and a fully managed cloud database where 
the S4 platform takes care of all aspects related to 
database administration, provisioning and 
operations. 

The self-managed database in the cloud provides 
an on-demand and private database server (single 
tenant model) suitable for organizations that need 
only the occasional, yet high-performance and 
reliable access to private RDF datasets, in cases 
where an on-premise software and hardware 
deployment would not be cost optimal. 

The fully managed RDF database in the cloud 
provides pay-per-use 24/7 access to private RDF 
databases and SPARQL endpoints within a multi-
tenant model. Operational aspects such as security, 
availability, monitoring and backups are fully 
handled by S4 on behalf of the users. The security 
isolation and resource utilisation control of the 
different database instances hosted within the same 
virtual machine in the Cloud is achieved by 
employing a container-based architecture with the 
Docker technology. 

2.3 Text Analytics Services 

Extracting value from text is among the main 
challenges of Big Data analytics at present, with 
precious value being locked within vast amounts of 
unstructured data which is difficult to analyse. 
Semantic technologies are a good fit for dealing with 
the “variety” aspect of Big Data, and structured, 
semi-structured and unstructured data sources can be 
interlinked into semantic (RDF) graphs. 

S4 provides various services for real-time text 
analytics: 
 News Analytics – the service performs 

information extraction and entity linking to large 
open knowledge graphs such as DBpedia, 
Freebase and GeoNames (Damova, 2012). The 
text analysis process is a combination of rule-
based and machine learning techniques 
(Georgiev, 2013). 

 News Classifier – the service performs 
categorisation of news articles according to the 
17 top-level categories of the IPTC Subject 
Reference System (IPTC, 2003). 

 Biomedical Analytics – the service can recognize 
more than 130 biomedical entity types 
(Georgiev, 2011) and semantically link them to a 

large-scale biomedical LOD knowledge base 
(LinkedLifeData3).  

 Twitter Analytics – the service is based on the 
TwitIE open source microblog analysis pipeline 
(Bontcheva, 2013) and it performs named entity 
recognition of various classes of entities as well 
as normalisation of most common abbreviations 
frequently found in tweets. 

3 ARCHITECTURE 

The architecture of S4 is based on best practices and 
design patterns for scalable AWS cloud architectures 
(AWS, 2014). 

3.1 Public Cloud Platform 

S4 is currently deployed on a public AWS4 cloud 
platform and it utilizes various cloud infrastructure 
services such as: 
 distributed storage via Simple Storage Service 

(S3), Elastic Block Storage (EBS), and 
DynamoDB 

 elastic computing via Elastic Compute Cloud, 
Auto Scaling and Elastic Load Balancer 

 application integration via the Simple Queue 
Service (SQS) and Simple Notification Service 
(SNS) 

3.2 S4 Architecture 

S4 follows the principles of micro-service 
architectures and it is comprised of the following 
main components and layers (Figure 1): 
 Load Balancer – the entry point to all S4 

services is the AWS load balancer which 
redirects incoming requests to one of the 
available routing nodes.  

 Routing Nodes – these instances host various 
micro-service frontends to the text analytics 
nodes, the LOD as well as the database nodes. 
The job of these nodes is just to perform pre-
processing and post-processing (if necessary) 
and to forward the client request (a document for 
text processing or a database query/update) to the 
proper backend node – a text analytics node, a 
database node, or the LOD server itself. All 
instances host the same set of stateless front-end 
services and this layer is automatically scaled up 
or down (new instances added or removed) based  

3http://linkedlifedata.com/ 
4http://aws.amazon.com/ 
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on the current system load and performance. The 
communication between the routing nodes and 
the LOD server and database nodes is 
synchronous, while the communication with the 
text analytics nodes is asynchronous (via a 
distributed queue). 

 Text Analytics Nodes – these instances are 
responsible for processing the text documents 
sent for analysis to S4. They host the different 
text analytics services for news, biomedical 
documents and social media. This layer is also 
automatically scaled up or down based on the 
current system load and performance. 

 Database Nodes – a database node is a virtual 
machine that hosts a number of independent 
GraphDB instances packaged as Docker 
containers. Each database container stores its 
data on a dedicated network-attached storage 
volume (EBS), and EBS volumes are not shared 
between different database containers for 
improved performance and isolation. New 
database nodes are dynamically added by the 
Coordinator node when there are no free 
database container slots left on the current 
database nodes. If a database node has free 
container slots then it periodically contacts the 
coordinator for the IDs of databases which are 
still waiting to be deployed, so that the database 
node can fill up its full hosting capacity as soon 
as possible – by attaching the dedicated EBS 
volume for the database to one of its available 
containers. 

 Coordinator – there is a single coordinator which 
is responsible for distributing the database 
initialisation tasks among the active database 
nodes. The coordinator keeps a “routing table” 
with information on the databases hosted by each 
database node. If a database node crashes, then 
the coordinator will mark its databases as non-
operational and will re-distribute them (their IDs) 
to other database nodes with free database slots, 
or to the new database node which will be 
automatically instantiated by the AWS Auto 
Scaler to replace the crashed node. 

 Linked Data Server – currently the LOD data 
available through S4 is hosted on the FactForge 
semantic data warehouse. 

 Integration Services – a distributed queue and a 
distributed push messaging service are used for 
the loose coupling and asynchronous 
communication between the components of the 
platform. For example, the requests for text 
processing are first handled by a routing node, 

which puts a processing request in the distributed 
queue (SQS) so that one of the available text 
analytics nodes will pull the request, process it, 
and send the result back to the routing node. This 
way the routing and text analytics nodes are not 
aware of their number and topology and they can 
be scaled up/down independently. In a similar 
manner, the distributed push messaging service 
(SNS) is used for loose coupling between the 
database nodes, routing nodes and the 
coordinator. Each database node sends 
“heartbeats” several times per minute via the 
notification service, so that routing nodes and the 
coordinator get a confirmation that the databases 
hosted by that node are still operational. Each 
database node also sends periodic updates 
regarding the databases it is hosting, so that the 
routing nodes and the coordinator can update 
their routing tables if necessary. 

 Distributed Storage – AWS Simple Storage 
Service (S3) is used for transient storage of 
documents, and for database backups. The data 
for the database nodes is stored on high-
performance network-attached storage volumes 
(EBS). 

 Metadata Store – a distributed key-value store 
(DynamoDB) stores simple metadata regarding 
the databases hosted on the platform (user ID, 
dedicated EBS volume ID, configuration 
parameters, text analytics components metadata, 
user accounts, etc.), as well as the logging data 
from all platform operations. 

 Management and Monitoring Services – various 
management microservices cover operational 
aspects such as logging, reporting, account 
management, quota management and operations 
monitoring. 

 

Figure 1: S4 architecture. 
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3.3 Operations 

The behaviour of each of the S4 sub-systems (text 
analytics, Linked Data server, database as-a-service) 
is described next. 

3.3.1 LOD Access 

Since S4 just provides metered access to the 
FactForge semantic warehouse (Damova, 2012), the 
job of the routing node that receives a request for the 
LOD server (a SPARQL query for some LOD 
dataset) is to just forward the query to FactForge and 
then return the result back to the client application in 
a synchronous manner. There is only one instance of 
the FactForge warehouse.  

3.3.2 Text Analytics 

When a routing node receives a document to be 
processed by one of the text analytics services on 
S4, it packages the document with additional 
metadata and puts the request in the distributed 
queue (SQS). One or more text analytics nodes are 
constantly poling the queue for pending requests for 
document processing. When a text analytics node 
retrieves a request from the queue, it will process it 
and return the result directly to the routing node that 
originated the request (this information is available 
in the metadata of the request), so that the routing 
node can in turn return the result to the client 
application that sent the document for processing. 
Neither the routing nodes, nor the text analytics 
nodes are aware of the exact number of topology of 
the nodes and new nodes can be added or removed 
dynamically as needed. 

3.3.3 Database As-a-Service 

Unlike the text analytics sub-system, the routing 
nodes need to be aware of the exact topology of the 
database nodes, since a client request has to be 
directed to the proper database node hosting the 
client database at that particular moment. For this 
reason, the database as-a-service sub-system is more 
complex and it involves a Coordinator node and a 
distributed push messaging service for asynchronous 
communication between the routing nodes, the 
database nodes and the Coordinator. 

Each routing node maintains a routing table so 
that it knows which database node is currently 
hosting a particular client database: the routing data 
for each database includes the IP address (of the 
database node) and the port (of the Docker container 
running on the database node) where the database is 

currently hosted. If there is a change in the database 
layer topology (e.g. a database node crashes and 
another one is instantiated to replace it and host its 
databases) then the routing tables are updated. 

When a routing node starts, it immediately 
subscribes to the distributed notifications service 
(SNS), so that it can start receiving heartbeats and 
routing updates from the database nodes. If a client 
request is forwarded by the load balancer to the new 
routing node before it has its routing table fully 
initialised, then the node will just queue the client 
request locally. After a short period of time the 
routing node will receive the heartbeat and routing 
notifications from all database nodes, so that it can 
start forwarding client requests to the proper 
database node. After a routing node forwards the 
client request to the proper database node, it waits 
for the database response and then forwards the 
response back to the originating client application 
(the communication between the client application 
the routing node and the database node is 
synchronous). 

When the Coordinator starts, it first reads the 
metadata about all databases on the platform from 
the metadata store, and then subscribes to the 
notifications service (SNS) in order to receive 
heartbeats and routing updates from the database 
nodes. If after short period of time there is still a 
database (listed in the metadata store) that no 
database node is currently hosting, the coordinator 
assumes that this database is down and will send its 
ID to the next database node which contacts the 
coordinator requesting mew databases for 
initialisation. 

When a database node starts, it initialises its 
database containers from the local Docker repository 
and immediately contacts the coordinator to request 
a list of databases (IDs) which to host on its local 
containers. When the coordinator provides the 
information, the database node just attaches the 
dedicated network-attached storage (EBS) volume 
for the database to itself and performs the final OS 
level configuration so that the database container can 
be fully initialised. At this point, a Docker container 
with a running GraphDB instance and an attached 
data volume is fully operational on the database 
node. The next step for the database mode is to 
subscribe to the notifications service and start 
sending regular heartbeats and routing updates to the 
routing nodes and the coordinator. At this point the 
database node is ready to serve client requests 
forwarded to its active databases by the routing 
nodes. 
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3.4 Dealing with Failure 

3.4.1 LOD Access 

The FactForge semantic warehouse is single-point 
of-failure component related to LOD access, since 
due to its large scale and hardware requirements it is 
not cost efficient at present to provide multiple 
replicas of the warehouse for improved availability. 
Nonetheless, the warehouse availability and 
performance is constantly being monitored, and 
FactForge is listed as the LOD endpoint with the 
highest availability and reliability in a recent 
analysis by (Buil-Aranda, 2013). 

3.4.2 Text Analytics 

In the case of a routing node failure the load 
balancer will automatically stop redirecting requests 
to the problematic node and the Auto Scaler will 
instantiate a new replacement node. Only the 
currently open connections from client applications 
to the problematic routing node will be terminated 
abnormally, while the rest of the system will be fully 
operational. If a text analytics node fails while 
processing documents, then after a short period of 
time the documents that it was processing will 
become visible as messages in the distributed 
message queue again, so that a different healthy 
backend node can pull them for processing 
(messages are deleted from the queue only upon 
returning the result to the client application, and 
marked as “invisible” while being processed by 
some text analytics node).  

3.4.3 Database As-a-Service 

In the case of a routing node failure the load 
balancer will start redirecting requests to other 
(healthy) routing nodes. Meanwhile the AWS Auto 
Scaler will instantiate a new routing node to replace 
the failed one. The new node follows the 
initialisation steps described in the previous section 
and it will be soon fully operational. Database nodes 
and the Coordinator are not affected by a routing 
node failure. 

If the Coordinator crashes, the Auto Scaler will 
automatically instantiate a replacement coordinator 
node. The new coordinator will follow the standard 
initialisation steps, build its routing table and start 
distributing non-operational database IDs when 
requested by the database nodes with free 
containers. 

If a database node crashes it will stop sending 
heartbeats to the notification service and the routing 

nodes will be aware that the databases hosted on that 
database node are not operational, so that they will 
start queueing the client requests for these databases 
locally. The Coordinator will mark the databases 
hosted by the failed data node as non-operational 
and will be ready to send their IDs to the next 
database node which requests pending databases for 
initialisation. Meanwhile, the Auto Scaler will detect 
the node failure and instantiate a replacement node, 
which will follow the initialisation steps from the 
previous section: first request pending databases 
from the coordinator, then start sending heartbeats 
and routing updates to the routing nodes and the 
coordinator. Soon the routing nodes will be aware of 
the new location of the failed databases and will start 
forwarding the client requests that were being 
queued. 

A combination of nodes may crash at any time 
(including all of the nodes on the platform) but the 
recovery will always follow the steps above, with 
the following dependencies: 
 The coordinator does not depend on any active 

routing / database nodes to be operational. 
 Database nodes depend on the coordinator to be 

operational, so that they can receive database 
initialisation tasks for their hosted containers. 

 Routing nodes depend on the database nodes to 
be operational, so that they can initialise their 
routing tables and forward client requests to the 
proper database 

3.5 Scalability 

Routing nodes are dynamically added based on the 
current system load. When a new routing node is 
added, the load balancer will automatically start 
redirecting some of the incoming requests to it.  

Text analytics nodes are also dynamically added 
when the number of documents waiting for 
processing in the queue exceeds a pre-defined 
threshold.  

The integration services (distributed message 
queue and distributed push messaging) are designed 
by AWS so that they can scale up to thousands of 
messages processed per second. 

The database nodes are currently not replicated, 
so if a particular database experiences a usage spike 
and becomes overloaded, its performance will 
temporarily decrease. At the same time, due to the 
simple container and network-attached storage based 
architecture that S4 employs, it is possible to quickly 
scale up the database container by re-deploying it on 
a bigger virtual machine with more memory and 
CPU cores. EBS volume performance can also be 
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increased (at a higher cost). 

4 CONCLUSIONS AND FUTURE 
WORK 

This paper presents the Self-Service Semantic Suite 
(S4), a cloud platform providing on-demand access 
to key capabilities for semantic data management: 
access to large open knowledge graphs (Linked 
Open Data), RDF databases as-a-service, and 
various text analytics services.  

Several existing platforms offer text analytics as-
a-service capabilities: Alchemy, Bitext, DatumBox, 
MeaningCloud, OpenCalais, OpenAmplify, Saplo, 
Semantria, etc. Dydra provides capabilities for RDF 
databases as-a-service. Some of the platforms for 
text analytics as-a-service already cover multiple 
languages and provide support for sentiment 
analytics as well. The main differentiation of the S4 
platform is that it provides an integrated suite for 
semantic analytics which allows for content from 
unstructured data sources to be semantically 
enriched and interlinked into an RDF knowledge 
graph, so that semantic search and discovery can be 
utilised for data analytics. 

S4 has already been deployed in production5, but 
a variety of improvements are planned or already in 
development: 
 Availability of multilingual text analytics 

services, including services for sentiment 
analytics; 

 Asynchronous, batch processing of large 
volumes of text, in addition to the current 
synchronous mode of operation; 

 Adoption of JSON-LD (W3C, 2014a) for the text 
analytics services output; 

 Integration of 3rd party tools for visual 
exploration and navigation of large scale Linked 
and RDF data;  

 Integration of Linked Data Fragment based 
containers (Verborgh, 2014), as an alternative 
approach for scalable querying of RDF data. 
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Abstract: Desktop Cloud computing is the idea of benefiting from computing resources around us to build a Cloud 
system in order to have better usage of these resources instead of them being idle. However, such resources 
are prone to failure at any given time without prior knowledge. Such failure events have a can negative 
impact on the outcome of a Desktop Cloud system. This paper proposes metrics that can evaluate the 
behaviour of Virtual Machine (VM) allocation mechanisms in the presence of node failures. The metrics are 
throughput, power consumption and availability. Three VM allocation mechanisms (Greedy, FCFS and 
RoundRobin mechanisms) are evaluated using the given metrics. 

1 INTRODUCTION 

Desktop Cloud computing is the idea of 
benefiting from computing resources around us to 
build a Cloud system in order to have better usage of 
these resources instead of them being idle (Alwabel 
et al., 2014a). Desktop Cloud computing is an 
alternative to the traditional way of providing Cloud 
services. Traditionally, Cloud service providers, 
such as Amazon, dedicate a massive number of 
computer nodes that are located in one or more data 
centres to provide services over the Internet (Buyya 
et al., 2009). The idea of Desktop Cloud is 
stimulated by the success of Desktop Grid to offer 
Grid services using resources contributed by people 
over the Internet (Anderson et al., 2002). 

There are several research issues in Desktop 
Clouds that need further attention from researchers. 
Research issues are security and privacy; resource 
management; and node failures (Alwabel et al., 
2014a). Node failure rates in Desktop Cloud are 
reported to be quite high and can affect the 
performance of Desktop Clouds (Alwabel et al., 
2014b). It is proposed that a Virtual Machine (VM) 
allocation mechanism can play an important role in 
order to reduce the negative effect of node failures 
(Alwabel et al., 2015a). This paper proposes metrics 
that can be used to evaluate the behaviour of a VM 
allocation mechanism. Section 2 of this paper gives 

an overview of Desktop Cloud. Next section 
proposes and discusses the evaluation metrics. The 
third section presents our findings of employing the 
metrics to evaluate several VM allocation 
mechanisms from the literature. A conclusion and 
future is presented in the last section.  

2 DESKTOP CLOUD 
COMPUTING 

Desktop Cloud computing is a new type of Cloud 
built using resources that would otherwise remain 
idle and unused (Alwabel et al., 2014a). For 
example, most PCs in universities remain idle and 
unused after 5 pm. The idea of Desktop Cloud is 
motivated by the success of Desktop Grids (Kondo 
et al., 2004). The concept of Desktop Grid is to 
exploit normal computing resources such as PCs and 
laptops to process and execute Grid tasks. Several 
Desktop Grid projects have proven success in 
achieving this goal such as SETI@home (Anderson 
et al., 2002).Desktop Cloud merges two ideas: 
Desktop Grids and Cloud computing. Note 
that“Desktop” term is derived from Desktop Grids 
because both of Desktop Clouds and Desktop Grids 
are mainly based on desktop PCs and laptops. 
whilethe term “Cloud” comes from Cloud since 
Desktop Cloud provides services based on the Cloud 
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business model. Several synonyms are used which 
mean Desktop Cloud, such as Ad-hoc Cloud, 
Volunteer Clouds and Non-Dedicated Clouds. The 
literature shows that very little work has been 
carriedout in this research area. 

“Ad-hoc Cloud”(Kirby et al., 2010) is the idea of 
employing distributed resources within an 
organisation to form a Cloud. “Nebula” Chandra and 
Weissman, 2009; Weissman et al., 2011) is a 
research project that aims to use distributed 
resources with an aimof creating a volunteer Cloud 
which offers services free of charge. 
“Cloud@home”(Cunsolo and Distefano, 2010; 
Cunsolo et al., 2009) is a project implementing the 
“@home” philosophy in Cloud computing. The goal 
of Cloud@home is to establish a new model of 
Cloud computing built on resources that are donated 
by individual users over the Internet. Further to that, 
CERN has recently announced an initiative to bring 
their Desktop Grid project, which is called 
LHC@home, into the Cloud (Harutyunyan et al., 
2012). It is suggested that non-dedicated resources 
can be used by Cloud providers when their local 
infrastructure cannot meet demands ofCloud 
consumers at peak times (Andrzejak et al., 2010). 

Desktop Clouds can be formed into private 
Clouds or public Clouds. The first scenario to build 
a private Desktop Cloud can be considered as 
follows:supposea university wishes to benefit from 
its computing resources to form a Cloud. The 
resources can be of any type ranging from PCs to 
servers etc, each computing resource is called a 
Cloud node when it joins the Cloud. Researchers and 
staff within the universitycan benefit from this 
Desktop Cloud by submitting their requests to 
acquire Cloud services. Requests are processed in 
the virtualisation layer on top of Cloud physical 
nodes. Another scenario that can be considered is a 
public Desktop Cloud that allows people to 
contribute their own computing resources to be used 
by Cloud clients (Cunsolo et al., 2009).The people 
are invited to contribute their machines when these 
resources become idle in order to form a Desktop 
Cloud. People can be motivated to participate by 
telling them that such projects can serve science and 
research communities. Another incentive might be 
being permitted to use the Desktop Cloud resources 
when they want them. 

One of the main issues in Desktop Clouds is the 
high rate of node failures during run time (Alwabel 
et al., 2014b). In Desktop Cloud computing, node 
failure events can include any event that causes the 
node to leave the Cloud for any reason. Next section 
proposes several metrics that can be used to evaluate 

the outcome of a VM allocation mechanism in the 
presence of node failures. 

3 EVALUATION METRICS 

The efficiency of Cloud computing is defined by a 
set of evaluation metrics. Employing efficient 
metrics for Cloud computing is vital in order to 
optimise the Clouds. It has been shown that there is 
no systematicanalysis for evaluation metrics for 
Cloud Computing (Li et al., 2012).The diversity of 
architectures of Cloud providers requires evaluation 
metrics to be platform independent(Goiri et al., 
2012). However, the literature shows there are 
several studies assessing the service provided by the 
Cloud from the prospective of customers. Most of 
the literature (such as (Lenk et al., 2011), 
(Stantchev, 2009) and (Villegas et al., 2012)) 
focuses on the cost-performance of services in order 
to adopt a better decision-making policy that can 
help customers to choose a service provider 
according to their requirements. For example, some 
customers can tolerate some performance 
degradation in exchange for low cost of service.  

A Virtual Machine (VM) allocation mechanism 
can play an important part in the outcome of a Cloud 
system. In this work, we considered three metrics 
that can be used to evaluate a VM allocation 
mechanism implemented in a Desktop Cloud. VM 
allocation mechanism is the process of allocating a 
VM to a Physical Machine (PM) (Alwabel et al., 
2014b). The metrics are throughput, power 
consumption and availability. They are discussed 
further in the following subsections. 

3.1 Throughput 

Throughput is an important metric to measure the 
outcome of a Cloud system in the presence of node 
failures. Throughput metriccalculates the number of 
successfully completed tasks st that are submitted by 
clients out of the total number of submitted tasks tt 
(Garg et al., 2013). Throughput is calculated as 
follows: 

ݐݑ݌݄݃ݑ݋ݎ݄ݐ ൌ 100 ∗
	ݐݏ∑
ݐݐ

 

Most papers in the literature focus on the 
performance notion which includes attributes such 
as response time and average turnover time such as 
(Van et al., 2010) and (Stantchev, 2009). This is 
because researchers assume that Cloud nodes are 
very reliable (Buyya et al., 2010). However, we 
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consider throughput because it is known that node 
failures in Desktop Clouds are norms rather than 
exceptions (Abdulelah Alwabel et al., 2014b).  

3.2 Power Consumption 

Power consumption metric considers the amount of 
energy pwr that is consumed by each node in the 
infrastructure layer of a Cloud system. It is measured 
by Kilo Watt hour (kWh). The metric of power 
consumption is given as follows: 
 

݊݋݅ݐ݌݉ݑݏ݊݋ܿ	ݎ݁ݓ݋݌ ൌ 	෍ݎݓ݌ሺ݊݁݀݋௜ሻ

௡

௜ୀ଴

 

 

Beloglazov et al., (2012) set power consumption as 
one of the metrics to measure the outcome of their 
energy-aware resource allocation algorithm for 
Cloud computing. Energy efficiency can be defined 
as the number of instructions in billions executed per 
Watt hour (Bash et al., 2011). The Standard and 
Performance Evaluation Corporation (SPEC) 
community released SPECpower metric to measure 
power consumption (Lange, 2009). SPECpower is a 
Java application that generates a set of transactions 
completed per second. SPECpower calculates 
energy consumed by total number of operations in 
Watt-hours. Energy consumption is considered a 
metric for evaluating the proposed model in Desktop 
Clouds. 

3.3 Availability 

Availability means how much computing power is 
available to accommodate new VM requests. The 
failure of nodes can affect the availability of 
Desktop Clouds. A question in this context is 
whether the employed VM allocation mechanism 
can help in improving node availability. Let avl 
denote the availability of a Cloud node while the 
total computing power of all Cloud nodes is 
denotedtot.cp. The availability is given as follows: 

 

ݕݐ݈ܾ݈݅݅ܽ݅ܽݒܽ ൌ 	
∑ ݏ݁݀݋݊	݈ܾ݈݁ܽ݅ܽݒܽ

.ݐ݋ݐ 	݌ܿ
 

4 EXPERIMENT 

The experiment is conducted to evaluate three VM 
mechanisms which are First Come First 
Serve(FCFS) (Schwiegelshohn and Yahyapour, 
1998), Greedy (Cunha et al., 2001) and RoundRobin 
(Rasmussen and Trick, 2008).These mechanisms are 
evaluated using the metrics proposed in the previous 

section. 

4.1 Experiment Design 

A Desktop Cloud was simulated using 
DesktopCloudSim (Alwabel et al., 2015b) 
simulation extension to CloudSim (Calheiros et al., 
2011). CloudSim is a widely used simulation tool to 
simulate the behaviour of a Cloud System. 
DesktopCloudSim enables researchers to simulate 
failure events happening within the infrastructure 
level of a Cloud (i.e., enabling Cloud nodes to fail 
during run time). In order to simulate a Desktop 
Cloud, data of a Desktop Grid system retrieved from 
Failure Trace Archive was used to simulate both the 
infrastructure of a Desktop Cloud since both 
Desktop Cloud and Desktop Grid use infrastructure 
similar to each other (Alwabel et al., 2015a). 
Secondly, the archive provides name of the machine 
that fails along with the time of failure. Another 
input to the simulation tool is the workload 
containing tasks submitted to be executed. The 
workload is collected from PlanetLab archive 
(Peterson et al., 2006).  

The Experiment assumes that 700 instances of 
VMs are requested to run for 24 hours. The types of 
VM instances are: micro, small, medium and large. 
The VM instances are similar to VM types that are 
offered by Amazon EC2. The type of each given 
VM instance is randomly selected. The number of 
VM instances and types remain the same for all run 
experiment sets. Each VM instance processes a 
bunch of tasks fromthe given workload.  

It is assumed in the experiment that if a node 
fails then all VMs on this node will be lost. 
Destroying a VM instance causes all running tasks 
on the VM to be destroyed which consequently 
affectsthe throughput (i.e., these tasks are considered 
failed tasks). The destroyed VM will berestarted on 
another PM and begin to receive new tasks. Any 
failed node which recovers may rejoin the Cloud. 
The experiment is run 180 times, each time is a run 
for one day in the simulation. 180 days represents 
six-month period.The experiment was simulated and 
run on a Mac i27 (CPU = 2.7 GHz Intel Core i5, 8 
GB MHz DDR3) with operating system OS X 
10.9.4. The results were processed and analysed 
using IBM SPSS Statistics v21 software. 

Table 1: Throughput Metric. 

Mechanism Mean (%) Median (%) Variance Standard Dev.

FCFS 79.21 78.77 37.03 6.09 

Greedy 88.61 89.48 16.85 4.1 

RoundRobin 85.47 85.29 15.13 3.89 
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4.2 Results and Discussion 

Table 1 shows a summary of results obtained when 
measuring the throughput metric for each VM 
allocation mechanism in the experiment. 
Kolmogorov-Smirnov (K-S) test (Field, 2009) of 
normality shows that the normality assumption was 
not satisfied because the FCFS and Greedy 
mechanisms are significantly non-normal, ܲ ൏ 	 .05. 
Therefore, the non-parametric test Friedman’s 
ANOVA (Field, 2009) was used to test which 
mechanism can yield better throughput. Friedman’s 
ANOVA test confirms that throughput varies 
significantly from mechanism to another, ܺி

ଶሺ2ሻ ൌ
	397.14, ܲ ൏ 	 .001. Mean, median, variance and 
standard deviations are report in Table 1. 

Three Wilcoxon pairwise comparison tests 
(Field, 2009) were used to find out which 
mechanism gave the highest throughput. Note that 
three tests are required to compare threepairs of 
mechanisms which are FCFS vs. Greedy, FCFS vs. 
RoundRobin and Greedy vs. RoundRobin 
mechanisms. The level of significance was set to 
0.017 using Bonferroni correction (Field, 2009) 
method because there were three post-hoc tests 
required (.05/3 ≈ .017). The tests show that there is a 
statistically significant difference between each 
mechanism with its counterparts. Therefore, we can 
conclude that Greedy mechanism produces highest 
throughput since it has the median with highest 
value (median = 89.48%). 

Table 2 reports the mean, median, variance, 
standard deviation when power consumption was 
measured in the experiment. Friedman’s ANOVA 
test was applied to the power consumption results to 
show if that there a significant difference between 
the mechanisms, ܺி

ଶሺ2ሻ ൌ 	540, ܲ ൏
	.001.Friedman’s ANOVA test was selected because 
the power consumption results are not all distributed 
normally since the critical value (p-value) <0.5 for 
FCFS and Greedy mechanisms results.  

Table 2: Power Consumption Metric. 

Mechanism Mean (kWh) Median (kWh) Variance Standard Deviation

FCFS 533 538 867 29.45 

Greedy 638 641 738 27.16 

RoundRobin 1884 1883 22237 149 

 

Three Wilcoxon tests were conducted to identify 
which mechanism consumes the least power. The 
tests showed that there is a statistically significant 
difference between each pair of mechanisms. 
Therefore, the FCFS mechanism consumes 
significantly less power among the testes for 

mechanism because the median of power 
consumption of the FCFS is 538 kWh. 

Table 3 shows a summary of descriptive results 
obtained when measuring the availability metric for 
each VM allocation. Since the results are not 
normally distributed, Friedman’s ANOVA test was 
used to test which mechanism can yield better 
availability. Friedman’s ANOVA test confirms that 
availability varies significantly from mechanism to 
another, ܺி

ଶሺ2ሻ ൌ 	510.78	, ܲ ൏ 0.001. Mean, 
median, variance and standard deviations are 
reported in Table 3. 

Three Wilcoxon pairwise comparison tests were 
used to find out which mechanism produced best 
availability. The tests show that there is a significant 
difference between each pair of VM mechanisms. 
Greedy mechanism outperformed other mechanisms 
in terms of availability by looking at the median 
(86.23%). 

The results show that the throughput, power 
consumption and resource availability can be 
affected by node failures and thus, yield different 
outcomes according to the implemented mechanism. 
According to this experiment, Greedy mechanism 
yields the best throughput and availability while the 
FCFS mechanism consumesleast power. A note 
worth mentioning from our experiment is that at 
least10% of submitted tasks failed because of node 
failures. Therefore, there is actual need to implement 
a fault-tolerant mechanism for Desktop Cloud. 

Table 3: Availability Metric. 

Mechanism Mean (%) Median (%) Variance Standard Deviation 

FCFS 85.03 84.59 4.21 2.05 

Greedy 86.22 86.23 3.09 1.76 

RoundRobin 81.98 81.91 2.44 1.6 

5 CONCLUSIONS AND FUTURE 
WORK 

Desktop Cloud computing is a new type of Cloud 
computingwhich aims to employ computing 
resources to build a Cloud system. The resources 
that are employed in Desktop Clouds are normal 
computing resources such PCs and laptops. These 
resources would remain idle and unused if they are 
not used within a Desktop Cloud system.The model 
of Desktop Cloud is to move Desktop Grid systems 
towards Cloud computing era. This paper presented 
throughput, power consumption and availability as 
metrics that can be used to evaluate VM allocation 
mechanisms. 
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The FCFS, Greedy and RoundRobin VM 
allocation mechanisms were evaluated using the 
proposed metrics. The experiment was conducted 
using DesktopCloudSim simulation tool which 
enables researchers to simulate Desktop Cloud 
systems. Our findings showed that Greedy 
mechanism can give better in terms of throughput 
and availability while the FCFS mechanism can 
consume the least power among other mechanisms. 

Our findings showed that the failure of tasks can 
reach up to 10% of all submitted tasks as a result of 
node failures. Therefore, our future work is to 
develop a new fault-tolerant VM mechanism for a 
Desktop Cloud system. In addition to that, 
researchers should pay attention to power consumed 
by Cloud nodes in order to reduce it. The reduction 
of power consumption can result in reducing the 
running costs of Desktop Clouds. 
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Abstract: The government of Saudi Arabia is in the process of moving to e-government. This transition is hindered by 
the weakness of ICT infrastructure within Saudi government agencies. The development of a private 
government cloud is a solution for rapidly improving this infrastructure. An exploratory study is conducted 
to identify the factors that affect the implementation of such a private government cloud. An expert review 
has confirmed the ten factors suggested from an initial literature review and identified five additional 
factors. 

1 INTRODUCTION 

The use of Information and Communication 
Technologies (ICT) by governments to provide more 
efficient and effective services is increasing 
worldwide (Ndou, 2004). The purpose of 
e-government is to provide efficient government 
management of and access to information for 
citizens, thus enhancing service delivery (UN, 
2014). 

The different government agencies in Saudi 
Arabia are at varying levels of ICT maturity, which 
hinders the horizontal and vertical provision of e-
government services (Alghamdi et al., 2014). They 
also reported that Saudi Arabia is lacking ICT in 
rural areas and there is insufficient integration 
among government organisations and their branches. 

Cloud computing can be used to help 
governments quickly develop and strengthen their 
ICT infrastructure (Wyld, 2009); (Khan et al., 2011); 
(Tripathi and Parihar, 2011); (Zwattendorfer et al., 
2013). It allows governments to uniformly supply 
e-government services, irrespective of the different 
maturity levels of different government agencies 
(Tripathi and Parihar, 2011). 

2 LITERATURE REVIEW 

2.1 e-Government in Saudi Arabia 

Al-Nuaim (2011) notes that, while the Saudi 
government has the necessary assets to fund 
e-government, implementation is impeded by the 
slow growth of government services. Several other 
challenges and obstacles have been noted which 
hamper the full implementation of e-government in 
Saudi Arabia, including infrastructure, cultural and 
organisational factors. In her study of how 
effectively e-government had been implemented in 
Saudi Arabia, Al-Nuaim (2011) found that 8 of 21 
(41%) ministries had not yet implemented the main 
features of an e-government web site. In addition, 10 
ministries (45.4%) were completely or partially in 
the first stage (web presence); 3 ministries (13.6%) 
were in the second stage (one-way interaction); and 
6 ministries had no online service at all. Alfarraj et 
al., (2013) noted that the Yesser e-government 
programme had changed its vision from offering 
electronic services to supporting infrastructure 
projects, particularly of government organisations, 
citing weakness in the public sector’s infrastructure 
as a justification for the change in vision. 

Alshehri et al., (2012) noted several “systemic 
barriers to e-government in Saudi Arabia, including 
IT infrastructural weakness in the government 
sector, lack of public knowledge about e-
government, lack of systems that provide security 

69



 

and privacy of information, and lack of qualified IT 
and government service expert personnel.” 

2.2 Government Cloud 

Government clouds are seen as a new model for 
e-government (Liang, 2012); (Hodgkinson, 2012). 
Wyld (2009) suggests that the value of cloud 
computing has great appeal to governments due to 
the dynamic nature of IT demands and the difficult 
economic conditions many governments face. 

Despite the benefits, there are many challenges 
and obstacles to using cloud computing in general, 
and to its use in e-government in particular. 
Researchers have found that the implementation of 
such projects in developing countries is more 
difficult than in developed ones (Schuppan, 2009), 
and that there are social groups who cannot partake 
of the benefits of e-government (Helbig et al., 2009). 

3 DISCUSSION 

Song et al., (2013) state that changes must be 
implemented in order to introduce cloud computing 
into an organisation. Yet there has not been any 
research to date into what changes need to be made 
for the introduction of cloud computing in Saudi 
Arabian government agencies to be successful. To 
help determine the factors that affect the 
implementation of a private government cloud, 
government IT experts’ opinions were elicited on 
two questions: 
RQ1: What are the factors that pose challenges to 
the implementation of a private government cloud in 
Saudi Arabia? 
RQ2: What are the factors affecting the successful 
implementation of a private government cloud in 
Saudi Arabia? 

3.1 Success Factors for Implementation 
of a Private Government Cloud 

A literature review was conducted to answer the 
questions listed above. The review revealed that 
several obstacles need to be overcome when 
developing a private cloud for intergovernmental 
interaction in Saudi Arabia. By identifying these 
obstacles, it has been possible to propose ten success 
factors for the implementation of a private 
government cloud in Saudi Arabia, as shown in 
Figure 1. 
 

 

Figure 1: Success Factors for the Implementation of a 
Private Government Cloud in Saudi Arabia. 

3.2 Confirming the Factors 

An exploratory study was conducted to confirm the 
proposed factors with the desk-based study, since 
there is no basis framework for a private government 
cloud to work with. To facilitate this study, experts 
were consulted to review and confirm the proposed 
factors. The objectives for this expert review were: 
• To review the factors identified in the desk-based 

study to enhance the framework (i.e. add, delete 
and modify its components)  

• To identify additional factors unique to the 
culture of Saudi government agencies that have 
not been identified previously by the literature. 

4 THE EXPLORATORY STUDY 
AND ITS RESULTS 

The factors proposed were evaluated by 
interviewing experts working on IT projects within 
Saudi government agencies. Experts were chosen for 
interview at this stage since the findings from such a 
sample have more credibility than those from a 
sample that includes non-experts (Bhattacherjee, 
2012). 

4.1 Expert Review Design 

The review was based on semi-structured interviews 
with IT experts from Saudi government agencies. 
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This research method was chosen because it enables 
in-depth discussions and exploration to be 
conducted. 

A person was considered an expert if they had at 
least five years’ experience of working on IT 
projects within a Saudi government agency. These 
12 IT experts were recruited from different 
government and semi-government organisations, and 
in different locations around Saudi Arabia. The 
interviews were conducted face-to-face, or over the 
phone, or online, based on the availability and 
location of the expert. 

The interviews included both closed and open 
questions. The closed questions were concerned with 
obtaining the experts’ opinions on the factors in the 
proposed framework. Experts were also encouraged 
to comment on the proposed factors. The open 
questions tried to identify further factors that had not 
been recognised in the desk-based study. 

4.2 Expert Review Results 

The first question asked of the experts was to give 
their opinion on the importance of the proposed 
factors. The second question, was to identify factors 
not mentioned in the study. The remaining questions 
were used to identify challenges and barriers to the 
implementation of a private government cloud in 
Saudi Arabia. The experts’ opinions were analysed 
to produce the following results. 

4.2.1 Review of Proposed Factors 

There was consensus among the respondents that all 
the proposed factors were important except for two 
anomalies. Expert B did not find Top Management 
Support an important factor, stating that ‘Usually 
this is not a factor to stop the project’. Expert F did 
not consider Reliability and Business Process Re-
Engineering to be important since ‘Privately run 
clouds are more efficient than a government 
operated setup’ and ‘where IT services are hosted is 
not relevant to the actual business processes.’ 

4.2.2 Additional Factors 

One question asked experts ‘What other factors do 
you recommend to ensure the successful 
implementation of a private G-cloud?’ This question 
was intended to identify factors not mentioned in the 
proposed framework. The answers are summarised 
in Table 1. 
 
 
 

4.2.3 Obstacles 

Experts were asked to identify challenges to the 
implementation of cloud computing. The challenges 
identified were used to discover additional factors 
not mentioned in the proposed framework. The 
answers are also summarised in Table 1. 

Table 1: Suggested Factors and Challenges. 

Suggested Factors Suggested Challenges 
 Training for the IT-team 
 Data Knowledge and 

Quality management 
 Business Continuity Plan 
 Disaster Recovery Plan 
 Communication 
 Standards and frameworks 

to govern the cloud 
services provided 

 Documentation 
 Standards for information 

exchange 
 Project management office 
 Transparency 

 Product limitations 
 Data Centre facilities 

preparation 
 Lack of local skills in 

Cloud Computing  
 Lack of local training 

facilities 
 Unrealistic schedules from 

management to complete 
projects  

 Security and Privacy 
 Interoperability and 

Portability 
 Reliability and 

Availability 
 Legal aspects 
 Compatibility with 

existing systems 
 Training staff 

4.2.4 Expert Review Findings 

It was clear that the proposed factors were 
considered to be unanimously important by the 
experts, all but Top Management Support, 
Reliability and Business Process Re-Engineering. 
One expert each did not consider of the previous 
factors to be important. Since the majority of the 
results were found to be in agreement with all the 
proposed factors, it was not found necessary to 
remove these factors. 

Five additional factors were discovered by 
synthesising the expert’ suggestions. These factors 
are: Communication, Standards for information 
exchange, Training for IT staff and end-users, 
Knowledge management, and Business continuity 
and disaster recovery plans. Other factors were 
suggested but were rejected, as they were included 
as part of the previously proposed factors. The 
updated factors are shown in Figure 2. 
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Figure 2: Updated Success Factors for the Implementation 
of a Private Government Cloud in Saudi Arabia. 

5 CONCLUSION 

This paper suggests that the implementation of a 
private government cloud will help strengthen the 
ICT infrastructure in Saudi government agencies. 
This will facilitate the Saudi government’s e-
government initiatives. A qualitative review of the 
literature identified ten success factors for the 
implementation of a private government cloud in 
Saudi Arabia. To confirm these factors an expert 
review of twelve IT experts from Saudi government 
agencies was conducted. The expert review 
confirmed the importance of the proposed ten factors 
and identified five additional ones. The next step 
will be to use triangulation to validate these factors. 
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Abstract: This paper describes a high-level approach for our improved Cloud Computing Adoption Framework update 
1 (CCAF 1.1), which emphasizes on the security policies, recommendations, techniques and technologies to 
be updated in our framework. Motivation, background, security overview and recent attack methods have 
been discussed. We propose a solution based on arising needs to improve current Cloud security, Fine 
Grained Security Model (FGSM) which is designed to integrate three different types of security methods 
and offer multi-layered security for a better data protection. Technologies and techniques behind FGSM 
have been explained and will be useful for our CCAF 1.1 development.  

1 INTRODUCTION 

Cloud Computing has transformed many 
organizations in several ways. First, organizations 
can consolidate the infrastructure, since the 
deployment of virtual machines can replace the use 
of physical machines. While there are less 
computers, people and spaces being used, this helps 
organizations reduce the operational costs in the 
long-term. An alternative for small and medium 
businesses is to outsource their services to other 
vendors to reduce costs (Khajeh-Hosseini et al, 
2010;  Weinhardt et al., 2009;). Second, less carbon 
and wastes will be produced due to the scale down 
of servers, air-conditioning systems and spaces. In 
this way, Cloud Computing supports Green IT and 
sustainability to cut down energy and resource 
wastes (Khajeh-Hosseini et al., 2010; Marston et al., 
2011). Third, Cloud Computing can streamline  
business processes at some organizations. For 
example, it takes less time and effort to find goods, 
package and deliver for supply chain service 
providers when orders have been received. This 
improves their work efficiency, since some 
operational tasks can be completed quicker with 
better (Marston et al., 2011). Fourth, Cloud 
Computing offers offers companies more business 
opportunities since they can work as service 

providers and can access wider groups of customers 
based in different parts of the country or the world 
(Weinhardt et al., 2009; Marston et al., 2011). Fifth, 
Cloud Computing can provide a platform for 
scientists and developers to use and share their code 
(Velte et al., 2009). They make use of libraries and 
APIs to directly interact on the Cloud. However, 
there are challenges such as security, data ownership 
and bottle neck to performance and services 
(Armbrust et al., 2010). Apart from all these 
challenges, different organizations have used Cloud 
Computing for different purposes. For example, 
Company A uses Cloud Computing for outsourcing 
since they outsource their servers to the vendors. 
Company B uses Cloud Computing to facilitate their 
demanding services. So at their peak hours, they use 
Cloud Computing to share the workload so that 
more tasks or requests can be completed quickly. 
Company C uses Cloud Computing to improve work 
efficiency by completing more workloads at the 
same time and they can reduce resources including 
human resources. Company D uses Cloud 
Computing to store all their experimental data in the 
Cloud so that they can use it whenever they have 
access to the internet. Company E use Cloud 
Computing so that all their office documents and 
orders are completed, processed and stored in the 
Cloud and they work as a mobile office as a service. 
Company F offers Cloud Computing as a Consulting 
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as a Service to help their clients develop 
infrastructure, platform and software according to 
their clients’ need. Although security challenge 
applies in these six companies, the challenges that 
all six companies are facing, will require processes, 
recommendations and guideline to help them 
achieve their goals and objectives. In other words, 
they need a well-structured, proven and well-
established framework to guide and help them 
achieve their goals, improves their efficiency, 
increase their business opportunities and teamwork, 
reduces errors and rate of failures. The development 
of a framework that takes challenges and resolution 
into considerations is highly recommended and 
should always be encouraged.   

1.1 Overall Discussion about Cloud 
Computing Adoption Framework  

There are researchers attempting to illustrate the 
framework approach for Cloud Computing best 
practices. Low et al (2011) describe how their 
Technology, Organization and Environment 
framework can be used and developed as their Cloud 
adoption framework. They used qualitative approach 
and sent out questionnaires to directors and decision-
makers in Taiwanese firms. Based on their analysis, 
they validate their hypotheses. However, such an 
approach appears to be applicable to Taiwan and 
their proposal is not entirely adopted by other 
organizations in other countries. Khajeh-Hosseini et 
al (2010) present a case study and demonstrate a 
work similar to a framework level. They explain the 
strengths and weakness of adopting Cloud 
Computing and ways to reduce costs and improve 
efficiency. However, their work is not a framework 
addressing specific and general problems. They do 
not have comprehensive guidelines to help 
organizations at different levels of adoption rather 
than focusing on calculations of cost-involved in 
Cloud Computing adoption.  

IBM (2010) has developed their IBM Cloud 
Adoption Framework to advise the best approaches 
and recommendations while developing services in 
different types of Clouds at the time of publication. 
They use diagrams to illustrate their concepts. 
However, there is a lack of real-life case studies to  
support their vision and points of views. This 
explains why a collaboration with independent 
researchers is helpful for Cloud Computing research. 
Chang and Li (2012) et al have started the first 
collaboration to demonstrate the first prototype of 
Financial Software as a Service (FSaaS) and 
illustrate FSaaS can be ported to different types of 

Clouds with its performance benchmark tested. 
More research outputs have been updated from Year 
2012 onwards. Chang et al (2013 a) and Chang 
(2015) propose their Cloud Computing Business 
Model (CCBF) which has four major components 
and compiles a summary of successful deliveries and 
case studies of Cloud Computing. There are reported 
added value and benefits from organizations that 
have adopted Cloud Computing under the guidelines 
of CCBF. Selected results have been presented in 
their papers. However, there is no detailed 
information from the design to implementation to 
service delivery. Due to this reason, the next phase 
of work known as Cloud Computing Adoption 
Framework (CCAF) has been developed (Chang et 
al, 2013 b; Ramachandran and Chang, 2014). CCAF 
emphasizes more on the practical implementation, 
service delivery and resolution of problems rather 
than presenting the conceptual framework. There are 
detailed case studies in healthcare (Chang, 2014 a) 
and finance (Chang, 2014 b) to explain the process 
of transforming theory into practice, since service 
delivery with real users in place was a priority. 
However, there is a lack of demonstrations on 
security (despite of their three workshop papers), 
which is an important aspect of Cloud Computing 
service to ensure all services are well-protected. 

In other words, the current version of CCAF 
needs revision by updating the security guidelines 
and business context. The emphasis should be as 
follows. First, how to make theory into practice. 
Several security papers have emphasized very much 
on the theoretical development and there is a lack of 
details describing how to reproduce similar results 
and replicate the success of delivering security 
services. Second, security technologies, measures 
and policies should be easily integrated with the 
existing practices. Third, the business context will be 
emphasized, since the improved framework should 
be adopted by industry and businesses that aim for 
long-term benefits such as cost reduction, business 
opportunities, profitability, improvement in 
efficiency and customer satisfaction as discussed in 
Section 1. The development of security and business 
solutions should be clear and easy to adopt. Thus, 
these three main factors drive us into the 
development of Cloud Computing Adoption 
Framework Update 1 (CCAF 1.1). Proof-of-concepts 
will be demonstrated to support our proposed CCAF 
1.1. 
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1.2 The Integrated Data Center for 
Everything as a Service  

To blend and manage security and business solution 
into CCAF 1.1, strategic directions have to be set 
and deployed to ensure that all future and emerging 
services, or Everything as a Service (EaaS), can be 
successfully delivered. EaaS includes design, 
deployment and guideline for Infrastructure, 
Platform and Software as a Service. Other value 
added services such as Business Process, Security 
and Consulting as a Service are also part of EaaS.  

The rationale for the IBM’s approach is to start 
with the next-generation data center. The aim is to 
consolidate all resources and improve the percentage 
of resource utilization. This can ensure that Data 
center can be fully used and not to waste much 
energy and space. Similarly, platform and software 
as a service can be built on top of a smart data center 
into an integrated system model (Li, 2014). The 
integration starts from the infrastructure as a service 
level where the server, storage, networks and system 
management software is pre-integrated prior to 
shipping to the data center. The scope of the pre-
integration varies from single rack systems within a 
traditional data center to a full size datacenter-in-a-
box container. All the hardware integration is 
important for EaaS, since it will take much less time 
to send the network from one end to the other within 
the data center. Performance and response time can 
be enhanced significantly. The downtime caused by 
the bottleneck of network and storage will be less 
likely to happen, since the integrated data center can 
provide intelligent systems to warn the system 
manager, reassign extra demands to under-utilized 
data centers and ensure all resources can be smartly 
utilized.   

2 SECURITY UPDATES   

This section describes security update for Cloud 
Computing Adoption Framework Update 1 (CCAF 
1.1). Topics include cyber attacks overview and 
recent attack methods, which help revise the 
counter-attack and remedy actions or CCAF 1.1. 

2.1 Security Overview  

The data leakage incidents due to various reasons, as 
reported by the DataLossDB.org have been on the 
rise in recent years according to DataLossDB.org 
survey (2013). The rapid jump from 2005 to 2006 is 
due to various disclosure legislations. The term 
Threat can be divided into Internal Threats, and 

External Threats. The former is originated from 
authorized users compromising and exploiting 
internal systems, while the latter are from external 
attackers. In both cases, the attackers seek to 
compromise systems by accessing data, gaining 
control of systems and applications, or disrupting 
their operation. Based on the technical report (Li, 
2014), 57% of the loss incidents are due to external 
attacks while 36% are due to insiders as of the end 
of July, 2013 based on the IBM survey. 

To expand this area further, the Internal Threats 
can be further subdivided into threats from Insiders 
with Malicious Intent, and threats from 
Unintentional Insiders. The risk posed by a 
malicious insider intents on compromising internal 
systems must be mitigated by a range of security 
measures, including background checks, restricting 
access, physical monitoring, platform integrity 
monitoring and controls on desktop applications and 
operations as well as profiling and auditing of user 
interactions with key applications and data. With the 
threat landscape so defined, the primary threats that 
require mitigation include: 

1. Malcode: This threat comes from programs, 
scripts, or macros that are malicious in nature 
and can execute on user machines. This 
category of threats is often subdivided into 
viruses and Trojans. A virus is code that is 
attached to or contained within a legitimate 
application or document. A Trojan is a 
program that has an externally visible purpose 
and behavior, but also has covert, malicious 
behavior that is invisible to the user. A variety 
of stealth technologies can be deployed to keep 
malcode installed without detection (e.g. root 
kits). Self-propagating code is also often 
referred to as a Worm. 

2. Vulnerabilities:  These are deficiencies in 
legitimate code running on internal computer 
systems.  If an attacker can interact with a 
vulnerable system that is internal to a network, 
or provide data to it, then it is possible for the 
attacker to exploit such a vulnerability to 
compromise the system.  As with malcode, the 
vulnerability threat has several sub-categories, 
for example, SQL injection and Cross Site 
Scripting vulnerabilities (XSS). The most 
devastating types of vulnerabilities are those 
designated as Remote Code Execution. These 
vulnerabilities can allow code execution 
natively on the computer containing the 
vulnerable code (for example, using browsers or 
browser plug-ins).  During the week of April 6, 
2009 alone, US-CERT reported 142 
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vulnerabilities rated high or medium value.  
 

3. Data Loss and Leakage: This threat often 
comes from insiders unintentionally transferring 
restricted information to external systems. This 
can also result from malcode installed on users’ 
machines. Detecting and preventing the transfer 
of sensitive information from within an 
organization to an unauthorized external site is 
the focus. Data loss can also result from the 
intentional actions of insiders focused on 
stealing valuable information. 
 

4. Denial of Service (DOS): This threat comes 
from external users or systems attacking a 
targeted system’s infrastructure with the intent 
to disrupt its operation to the degree necessary 
to degrade or disable its ability to serve its 
users. There are various forms of DOS attacks: 
one is the vulnerability DOS; some are 
vulnerabilities that might not be exploitable to 
gain Remote Code Execution, but can be 
exploited to crash the system. More common 
are DOS disruptions that arise from a high 
volume of spurious (attacker) traffic that 
overwhelms a network or host computer.  If an 
attacker can construct a sequence of packets that 
overloads a host computer’s capacity, then a 
flood of these packets can cause a denial of 
service. Bandwidth DOS attacks also seek to 
exhaust the network capacity by flooding the 
network with traffic. Often these attacks are 
coordinated to originate from thousands of 
different host computers (Distributed Denial of 
Service Attack) that have been compromised 
with botnet malcode installed covertly. These 
threats are unleashed by attackers with 
increasing creativity, for example: malcode 
often communicates over encrypted sessions; 
Javascript is often used to evade Intrusion 
Prevention Systems by obfuscating exploits; 
low bandwidth data leakage is difficult to detect 
and stop on the wire. 
 

5. Web Vandalism and Propaganda: Attacks that 
deface Web pages, or spread political messages 
to anyone with access to the Internet. 

 

6. Botnets: Collections of compromised 
computers (i.e. zombie computers) running 
programs, such as worms, Trojan horses, or 
backdoors, under a common command and 
control structure. 

 

7. Equipment Disruption: This is the threat of 
physical tampering or destruction of computing 
equipment.  For example, military activities that 
use computers and satellites for coordination are 

at risk from this type of physical attack. 
 

8. Critical Infrastructure Attack: National electric 
power, water, fuel, communications, 
commercial and transportation systems are all 
vulnerable to cyber attacks. 

2.2 Recent Attack Methods  

Understanding the recent attack methods will help 
revise the guidelines and software fixes for CCAF 
1.1. There is a list of cyber security incidents 
between February and Augst of 2011 compiled by 
X-Force of IBM, which include Amazon’s loss of 
data in 2011 and 2012, and the problems with 
Elastic Load Balancing services in 2013 and RSA’s 
hacked data and services (Li, 2014). It is apparent 
that the frequency and the size of the impact 
monotonically increased during this period. 

Among all these incidents, the most severe 
incident is the attack on RSA during March 2011.  
This incident involves what is known as Five-
layered of Advanced Persistent Threat (APT), and 
often includes the following five phases over an 
extended period of time: 

1. Social Engineering: Initially, spear phishing 
emails were sent over a two-day period to small 
groups of employees with RSA. The email 
subject line read 2011 Recruitment Plan, was 
from beyond.com – an HR partner firm of RSA. 
The spreadsheet contained a zero-day exploit 
that installs a backdoor through an Adobe Flash 
vulnerability. One of the RSA employees 
clicked the attachment from junk mail. 

2. Back Door: The malware installed a 
customized remote administration tool known 
as Poison Ivy RAT to allow external control of 
the PC or server, and set up the tool in a 
reverse-connect mode   

3. Moving Laterally: The malware first harvested 
access credentials from the compromised users 
(user, domain admin, and service accounts), 
then performed privilege escalation on non-
administrative users in the targeted systems, and 
then moved on to gain access to key high value 
targets.  

4. Data Gathering: Attacker behind the malware 
in the RSA case established access to staging 
servers at key aggregation points.   

5. Exfiltrate: The attacker then used FTP to 
transfer many password-protected RAR files 
from the RSA file server to an outside staging 
server on an external, compromised machine at 
a hosting provider.  Once the transfer 
completed, the footprints were wiped clean 
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making it impossible to trace back to the 
attacker(s). 

3 OUR PROPOSED SOLUTION 

This section describes our proposal for designing 
and deploying the security solutions. The approach 
is to use a framework that can integrate different 
aspects of security. We propose the “Fine Grained 
Security Model” (FGSM), which offers the multi-
layered security layer for Cloud Computing services. 
Since each type of security has its strengths and 
weaknesses, the combination of different security 
solutions can enhance the strengths and reduce the 
weakness if only one single solution is deployed.  

3.1 The Overview 

Before introducing the details of our updated 
framework, each element of the CCAF security is 
described as follows.  

Identification is a basic and the first process of 
establishing and distinguishing amongst person/user 
& admin ids, a program/process/another computer 
ids, and data connections and communications.  

Privacy is the key to maintaining the success of 
cloud computing and its impact on sharing 
information for social networking and teamwork on 
a specific project. This can be maintained by 
allowing users to choose when and what they wish 
to share in addition to allowing encryption and 
decryption facilities when they need to protect 
specific information/data/media content. 

Integrity is defined as a process of maintaining 
consistency of actions, communications, values, 
methods, measures, principles, expectations, and 
outcomes. Ethical values are important for cloud 
service providers to protect integrity of cloud user’s 
data with honesty, truthfulness and accuracy at all 
time. 

Durability is also known as, persistency of user 
actions and services in use should include sessions 
and multiple sessions. 

The other important aspects are as follows. 

Confidentiality, Privacy and Trust – These are 
well known basic attributes of digital security such 
as authentication and authorization of information as 
well protecting privacy and trust. 

Cloud Services Security – This includes 
security on all its services such as SaaS, PaaS, and 
IaaS. This is the key area of attention needed for 
achieving cloud security. 

Big Data Security – This category is again 
paramount to sustaining cloud technology. This 
includes protecting and recovering planning for 
cloud data and service centers. It is also important to 
secure data in transactions. 

Physical Protection of Cloud Assets – This 
category belongs to protecting cloud centers and its 
assets. 

3.2 The Fined Grained Security Model 

CCAF security software implementation is 
demonstrated by the use of the Fine-Grained 
Security Model (FGSM), which has layers of 
security mechanism to allow multi-layered 
protection. This can ensure reduction in the 
infections by trojans, virus, worms, and unsolicited 
hacking and denial of service attacks. Each layer has 
its own protection and is in charge of one or multiple 
duties in the protection, preventive measurement and 
quarantine action presented in Figure 1. 

All the features in FGSM include access control, 
intrusion detection system (IDS) and intrusion 
prevention system (IPS), this fine-grained security 
framework introduced fine-grained perimeter 
defense. The layer description is as follows.  

 The first layer of defense is Access Control 
and firewall to allow restricted members to 
access.  

 The second layer consists of the IDS and 
IPS. The aim is to detect attack, intrusion and 
penetration, and also provide up-to-date 
technologies to prevent attacks such as DoS, 
anti-spoofing, port scanning, known 
vulnerabilities, pattern-based attacks, 
parameter tampering, cross site scripting, 
SQL injection and cookie poisoning. The 
identity management is enforced to ensure 
that right level of access is only granted to the 
right person. 

 The third layer, being an innovative 
approach,   Encryption,   enforces   top down 

 
Figure 1: The Fine-Grained Security Model offered by 
CCAF. 

Encryptio
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policy based security management; integrity 
management. This feature monitors and 
provides early warning as soon as the 
behavior of the fine-grained entity starts to 
behave abnormally; and end-to-end 
continuous assurance which includes the 
investigation and remediation after an 
abnormality is detected. 

3.3 Technologies behind FGSM  

This section describes the technologies behind 
FGSM, which uses XACML 3.0 (Extensible Access 
Control Markup Language), an XML-schema to 
define the which ports for secure communications 
with respect to the IP addresses. All the ports 
support secure ssh and ftp. XACML 3.0 has 
followed the industry standard to define the access 
control policy and how to access requests based on 
rules supported by the policies (Parducci et al., 
2013). Our scripts have been carefully reviewed and 
tested under the testing and live environments. 
Additionally, the use of the integrated hardware and 
software technologies ensure a better protection for 
users and organizations. The description for each 
security layer is as follows. 

In the first layer, firewall, we adopt the 
combination of Cisco and XACML technologies. 
Cisco routers and networking infrastructure allow us 
to set the firewall and monitor any abnormal 
activities. The use of XACML can enforce the 
strength of the security and minimize any errors, 
which include acknowledging the malicious (but 
well-hidden) code as the safe code. 

In the second layer, identity management defines 
the type of users and their privilege and permission. 
These include the followings: 

 Users: who can encrypt each key from his 
block and his own key. This step is to ensure 
that all the data that users access and store 
are protected in the Cloud. 

 CCAF server: Three functions are as follows. 
First, it can authenticate users during the 
storage and retrieval process. Second, it 
offers access control for users. Third, it 
encrypts data between users and the Cloud.  

 Security Manager (SM): This stores metadata 
which includes block signatures, encrypted 
keys and process identity management 
check. SM also checks whether a user is 
authorized to retrieve a file that he/she has 
requested, which offers an additional access 
control. 

In the third layer, it adopts convergent encryption, 

which aims to consolidate all the files to be 
encrypted for storage. There are advanced but easy-
to-use cryptography algorithms deployed. We can 
minimize the de-duplication of the same files and 
can monitor the changes and updates of encrypted 
files. This can ensure all the data coming in and out 
of the CCAF server to be protected to reduce the 
possibility that messages to be hijacked.  

3.4 Isolation and Quarantine  

The FGSM also provides the detection and intrusion 
systems which record the typical behaviors of the 
trojans, viruses and worms. When the identified 
trojans, viruses and malicious code are found, they 
are isolated and sent to the quarantine area 
immediately. The strong isolation and integrity 
management are jointly used to protect user safety. 
Strong isolation is used to detect vulnerabilities in 
any of the cloud services, including the block of 
unauthorized IPs and attack points/ports. Quarantine 
is the next step to enforce security. It first backups 
the data safely and then attempts to quarantine 
infected data. If a quarantine action is unsuccessful, 
it informs the system architect. The files can be kept 
under “quarantine area” or chosen to be deleted. 

3.5 Resilient Computing 

As discussed in Section 1, the intelligent Data 
Center will integrate all hardware infrastructure and 
applications supporting the hardware. The benefit is 
to provide a better access, hardware-software 
integration and performance than the current Data 
Center deployment. With regard to this, IBM has 
proposed the Resilient Computing which integrates 
Cloud Computing hardware and software with 
security. The updated CCAF framework will be 
essential to IBM Resilient Computing development. 

3.6 Discussion 

This paper describes the rationale and methodology 
of our CCAF framework, in which the FGSM is at 
the center of the illustration tro validate and 
demonstrate our approach and solution for security. 
Large scale experiments and testing results have 
been undertaken and discussed in our transactions 
papers, in which performance results and pentrating 
testing had been used to test how robust the FGSM 
system could offer (Chang and Ramachandran, 
2015). This paper is focused on the system design 
for Emerging Software as a Service and Analytics 
and not on the empirical results with their 
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discussions. It also reviews the previous work for the 
development framework and proposes the 
requirements for the next phase, CCAF Version 2. 

4 CONCLUSION AND FUTRUE 
WORK 

This paper provides a strategic overview and 
direction for the improved Cloud Computing 
Adoption Framework update 1 (CCAF 1.1), in 
which the emphasis is on the update on security 
policy, technologies and techniques used. The 
security recommendation and updates can help 
organizations building and offering better protected 
services. Different types of technologies and 
techniques have been discussed. The proposed Fine 
Grained Security Model (FGSM) offers multi-
layered security and is a suitable solution in the 
deployment of Cloud Computing services, since 
each single solution has its weakness. The core 
technology in each layer of FGSM have been 
described and justified, which includes the firewall, 
the identity management and convergent encryption. 
The combination of three main security solutions in 
FGSM can enforce security service. 

The FGSM prototype will be developed and then 
thoroughly tested in the laboratory conditions. We 
plan to use ethical hacking and penetration testing 
approached to test the robustness of our FGSM 
security. This will be fully implemented in our 
CCAF and eventually the development of Resilient 
Computing. If the results are positively in favor of 
our prototype and security strategy, we will update 
our recommendation, results and guidelines, which 
will be developed into CCAF Version 2. 
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Abstract: There are several advantages of utilising cloud computing in organisations such as cost saving and 
flexibility in acquiring resources. The use of cloud computing in developing countries, such as Saudi 
Arabia, is still in its early stages and has not been as widely adopted there as in developed countries. In fact, 
moving a current system to the cloud depends on many factors that may affect a Saudi Arabian 
organisation's decision to adopt the cloud. In order to encourage the adoption of cloud technology it is 
essential to understand why some enterprises are more prepared than others to move to the cloud. Hence, the 
aim of this research is to examine factors that might impact on a Saudi Arabian organisation's intention to 
adopt cloud computing. In this paper, we propose a conceptual model which integrates aspects of the 
Technology Organisation Environment (TOE) framework. The proposed model identifies the key factors 
that might influence organisations to employ cloud services. Our findings show that all the proposed factors 
in the cloud adoption model, except for competitive pressure and trading partner pressure, are statically 
significant. 

1 INTRODUCTION 

Cloud computing is the emerging paradigm of 
delivering IT services to end users as a utility service 
over the Internet. A number of technologies are used 
to make cloud computing happen, including 
virtualisation and Web 2.0, and their presence makes 
cloud computing more efficient and usable (Jeffery 
and Neidecker-Lutz, 2010). The concept of cloud 
computing started in the 1960s, but the expression 
“cloud computing” became widely popular only in 
2007 (Chen et al., 2010). A number of different 
proposals, such as grid computing, have been 
developed but none of them has achieved cloud 
computing’s level of success in offering services to 
the general public. 

Cloud computing can bring several advantages to 
organisations. The cloud can reduce capital 
expenditure for both large and small organisations 
and enable them to pay only for the services they 
consume rather than setting up in-house IT 
infrastructure (Buyya et al., 2009). Cloud computing 
offers business opportunities and flexibility for 
organisations to increase their revenues (Marston et 
al., 2011). Despite all these benefits, some 

organisations hesitate to migrate their work to the 
cloud. To help organisations achieve their long-term 
goals, a number of frameworks have been developed 
to provide guidelines and recommendations for 
cloud adoption, such as Chang et al., (2013) and 
Chang (2015). 

An interesting observation about the proposed 
models and frameworks in previous studies is that 
they focus on the costs and benefits of cloud 
adoption. Furthermore, there is a lack of empirical 
studies conducted to examine the influential factors 
for adopting cloud technology at enterprise level 
(Low et al., 2011; Borgman et al., 2013). 
Additionally, all these adoption cases have focused 
on deployment cases in the West; the adoption rate 
in the Saudi Arabia is in the beginning phase. Hence, 
the aim of this study is to carry out an in-depth 
investigation of factors that influence an enterprise’s 
decision to use cloud technology in Saudi Arabia. 
An integrated conceptual model has been proposed 
in order to identify what could drive an organisation 
to use cloud services or prevent them from doing so. 

The structure of the paper is as it follows. 
Section 2 begins with the background of cloud 
computing and then provides a critical review of the 
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existing work and theories in order to identify 
factors that affect an organisation’s decision to adopt 
cloud computing. Section 3 presents the conceptual 
model for cloud adoption in Saudi Arabia. The 
research methodology is discussed in Section 4. 
Section 5 provides the preliminary results. Finally, 
the summary and future work are presented in 
Section 6. 

2 LITERATURE REVIEW 

2.1 Benefits of Cloud Migration 

This section presents the benefits for organisations 
that adopt cloud computing. First, cloud computing 
offers cost reductions and savings due to the 
outsourcing of hardware and services. Organisations 
can save on operational costs in that they no longer 
have to buy machines, provide a bigger space for 
storage, and pay upgrade costs and staffing costs 
(Chang, 2015). The responsibilities and costs 
involved in improving and upgrading systems are 
managed by the cloud service providers (Armbrust 
et al., 2010; Buyya et al., 2009; Jeffery and 
Neidecker-Lutz, 2010). Secondly, cloud technology 
provides an opportunity for organisations to scale 
their services easily and tailor these to specific 
needs. For example, customised functions can be 
designed for the company staff so that they can 
perform their tasks quickly and easily. Thirdly, 
cloud computing supports green IT since the costs of 
buying and maintaining servers are reduced with 
fewer carbon emissions and less energy 
consumption taking place (Buyya et al., 2012; 
Marston et al., 2011). Additionally, enterprises can 
design, build and run their applications more 
smoothly, since they can be tested in virtual 
machines as many times as they like. Finally, the 
flexibility of delivering computing services can 
drive organisations to migrate their services to the 
cloud (Foster et al., 2008). 

2.2 A Review of Proposed Approaches 
to Cloud Migration 

This section reviews existing work and models 
related to the migration to cloud computing in order 
to explore how far the security issues are considered 
in them. 

First, Khajeh-Hosseini et al., (2010) reported a 
case study that refers to a legacy migration of system 
in the gas and oil sector. This study examined the 
migration of an IT system from an enterprise data 

centre to Amazon’s EC2. The cost analysis of the 
company is presented. In addition, the case study 
presents the possible advantages and risks linked to 
the migration of the system based on the point of 
view of managers and other staff, except the security 
manager and other security experts. In fact, the most 
important views that need to be taken into account 
for migration process are those of the security staff. 
Their findings indicate that the use of cloud 
infrastructure will decrease the enterprise’s costs. 
Their results are also useful for decision-making 
purposes as they will help analysts to find solutions 
to upcoming issues associated with the adoption of a 
cloud by enterprises. However, their work does not 
take into account the security aspect. In fact, security 
is a vital factor in cloud migration and it needs to be 
considered as an essential element in the migration 
process.  

Khajeh-Hosseini et al., (2011a; 2011b) extended 
their previous study to develop a toolkit that helps 
decision-makers and organisations address their 
concerns during the migration process; the toolkit 
provides a framework that can be used to evaluate 
the migration of businesses from a enterprise data 
centre to a public cloud. The first tool consists of a 
list of questions; this helps enterprises to determine 
whether a public cloud is a suitable technology for 
their IT system. The second tool is helpful for the 
decision-makers in terms of estimating the costs of 
employing a public cloud. Their third tool is a 
spreadsheet that demonstrates the possible risks and 
benefits associated with a public cloud from a 
general organisational perspective. Their evaluation 
of the tools based on different case studies focuses 
only on the cost model. Indeed, the proposed 
methods are a good starting point for risk assessment 
and are useful for decision-makers as they cover 
some issues regarding migration to a public cloud. 
However, this work only considers the cost of the 
infrastructure when using one type of cloud (the 
public cloud).  

Klems et al., (2009) proposed a framework to 
measure the costs of using IT infrastructure in the 
cloud. They compared it with conventional IT 
approaches, such as the cost of setting up in-house 
IT infrastructure or a grid computing service. They 
dealt with costs in their framework under direct and 
indirect costs. IT infrastructure resources are an 
example of direct costs, whereas an indirect cost is 
incurred by the failure to meet business goals and set 
up training courses for the new technology. The 
framework was evaluated based on two case studies. 
However, their work was in the development phase 
and therefore the results are not provided. Also, this 
study did not consider the security aspect.  
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Hajjat et al., (2010) proposed a model for the 
migration of an enterprise’s applications to a hybrid 
cloud. The aim of this study was to identify the costs 
and benefits of migrating part of the system to the 
cloud. The effectiveness of this approach was briefly 
evaluated based on a case study of the migration of 
applications to the cloud. However, this work does 
not mention how the cost can be computed and only 
focuses on one type of cloud (the hybrid cloud). 
They also did not consider the security aspect.  

Hu and Klein (2009) have carried out a study to 
investigate privacy issues during migrating e-
commerce applications to the cloud. Their study 
suggests that the user’s data and critical business 
information must be encrypted during the migration 
process. The authors have also studied and 
compared existing data encryption methods in 
different layers (storage, database, middleware and 
application). They argue that the middleware layer 
encryption is the most effective approach for 
migrating e-commerce applications to the cloud in 
terms of performance. The evaluation of their work 
was based on a case study for an e-marketplace 
application. Indeed, this approach discussed data 
encryption, particularly for the transmission of e-
commerce applications to the cloud. This method 
helps to ensure privacy of data and provides 
protection for applications during the migration 
process. Nevertheless, the authors did not point out 
how the data and applications would be migrated to 
the cloud; they also ignored the other aspects of 
security and privacy that need to be considered.  

Hao et al., (2009) proposed a cost model that can 
be used to determine the type of services included in 
migration and their possible location. The model that 
they developed used a genetic algorithm to provide 
an effective decision for service migration, by 
looking for the most optimal migration decisions. In 
this study, besides considering the cost of service 
migration, they evaluated the cost of consistency 
maintenance and communication. It is important to 
have strong decision support for the infrastructure 
support, prior to migration. However, the authors 
omit security in the migration process and they deal 
only with the security aspect that involves accessing 
the control process by proposed mutual 
authentication using certificate authority. 

Kaisler and Money (2011) have conducted a 
study to investigate issues associated with service 
migration to a cloud, as well as the security 
problems involved with service implementation. 
They considered several security challenges. It is 
noticeable that this study simply lists the possible 
challenges without any evaluation; it also ignores the 
security aspects in the migration process. 

2.3 A Review of Proposed Models for 
the Adoption of New Technologies 

This section describes relevant theories and 
frameworks for the adoption of new technologies. It 
includes the TOE framework, the Diffusion of 
Innovations (DOI) theory and the institutional 
theory, which have been widely adopted by 
researchers. 

Tornatzky and Fleischer (1990) proposed the 
TOE framework to analyse the acceptance of new IT 
technologies at an organisational level. The TOE 
framework investigates the impact of three factors, 
Technology, Organisation and Environment, on the 
organisation’s decision to adopt a new technology. 
According to Tornatzky and Fleischer (1990) and 
Chau and Tam (1997), TOE can be summarised as 
follows: 

 The technology aspect describes the internal and 
external characteristics of the new technology 
and how adopting a new technology can 
influence the organisation. 

 The organisational context is focused on 
different measures that can influence the 
direction of the organisation, for example, firm 
size and scope of interests.   

 The environmental context refers to the 
characteristics of the environment where an 
organisation operates its business and might have 
a significant impact on their decision. 
Government regulation and competitors are an 
example of the environmental context. 

The DOI was proposed by Rogers (1995). DOI is a 
widely used theory in information system research to 
examine user acceptance of new ideas and 
technologies. The DOI theory presents five attributes 
that have a direct influence on adoption rate: relative 
advantage, complexity, compatibility, trialability and 
observability. 

The institutional theory is one of the common 
theories usually used for explaining the adoption of 
IT technologies (Scott and Christensen, 1995; Scott, 
2001). The different between the TOE framework 
and institutional theory is that institutional theory 
contains two important elements (trading partner 
pressure and competitors) in the environmental 
context of the TOE framework which might play an 
important role in an organisation’s decision to adopt 
new technologies. 

The other models which have been built based on 
previous theories in order to identify the factors that 
affect on a firm's decision to implement cloud 
computing are presented in a previous work 
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(Alkhater et al., 2014). 

3 CONCEPTUAL MODEL 

As discussed in Section 1, some of the proposed 
frameworks and models do not fully address the in-
depth investigations on what factors influence cloud 
adoption for organisations. The TOE framework has 
been widely adopted and is a suitable model for 
improvement since it has a proven track record of 
successful integration (Tornatzky and Fleischer, 
1990; Chau and Tam, 1997). Additionally, another 
benefit of using the TOE framework is that this 
framework predicts and examines the adoption of 
technology based on three aspects: technology 
context, organisation context and environment 
context. 

In this paper, an integrated model has been 
proposed to identify factors that impact on an 
enterprise’s intent to adopt the cloud services in 
Saudi Arabia. The initial model has been constructed 
by integrating aspects of the TOE framework and 
combining the most important factors from the DOI 
theory and institutional theory along with other 
factors (trust, privacy and physical location) that 
have not yet been investigated in any previous 
studies as main factors that may have an impact on 
the organisation’s decision to adopt cloud services. 
The conceptual model for cloud computing adoption 
in Saudi Arabia is presented in Figure 1. Moreover, 
Table 1 identifies factors involved in the cloud 
adoption model; the details of these proposed factors 
were discussed in a previous work (Alkhater et al., 
2014). 

Table 1: The factors identified for cloud adoption. 

Factors Sub-dimensions 

Technological Factors 

Availability 
Reliability 
Security 
Privacy 
Trust 

Relative advantage 
Compatibility 
Complexity 

Organisational Factors 
Top management support 

Organisation size 
Technology readiness 

Environmental Factors 

Compliance with regulations 
Competitive pressure 

Trading partner pressure 
Physical location 

 

 

Figure 1: A conceptual model for cloud computing 
adoption. 

4 METHODOLOGY 

An expert review is a simple method that enables 
researchers to collect data from experts who have 
knowledge of the topic under study. This technique 
can be used in quantitative, qualitative or mixed 
methods at different stages of the study (Tessmer, 
1993). In this initial study, semi-structured 
interviews were used for collecting data from twenty 
IT experts working in IT departments in different 
Saudi organisations. The study population includes 
IT staff or managers. The aim of the interviewing IT 
experts was to review factors that were previously 
identified in Section 3. A second objective was to 
discover other factors left unstated in former studies. 
The interviewees in this study were working in 
various sectors, such as petrochemicals, oil and gas 
and engineering, in large organisations and small 
and medium-sized enterprises with at least five 
years’ working experience in IT. Seven of the 
participants in this study were working in companies 
that had already adopted cloud computing, while 
thirteen (65%) of them were not. 

5 RESULTS 

This section shows the results of this preliminary 
study. In this study the participants were asked  
closed-ended questions about all the factors which 
were stated previously in Section 3. The purpose of 
the questions was to measure the importance of the 
identified factors in the proposed model for cloud 
adoption from an expert perspective. The closed-
ended questions were designed using a five-point 

Towards�an�Integrated�Conceptual�Model�for�Cloud�Adoption�in�Saudi�Arabia

83



 

Likert scale, which ranged from 5 (very important) 
to 1 (not relevant). SPSS software was used to 
analyse the collected data from IT experts; the test 
value was identified as 3. Table 2 presents the 
results of using the one-sample t-test. 

In this study Bonferroni correction was used for 
controlling for false positive results by dividing 
alpha (α) by the number of factors included in the 
questionnaire. 

 

(α/n) = 0.05/15 = 0.0033 (1)

Table 2: One-sample t-test. 

Factors p-value Result

Availability <0.001 
Statistically 
significant 

Reliability <0.001 
Statistically 
significant 

Security <0.001 
Statistically 
significant 

Privacy <0.001 
Statistically 
significant 

Trust <0.001 
Statistically 
significant 

Relative advantage <0.001 
Statistically 
significant 

Compatibility <0.001 
Statistically 
significant 

Complexity <0.001 
Statistically 
significant 

Top management support <0.001 
Statistically 
significant 

Organisation size .003 
Statistically 
significant 

Technology readiness <0.001 
Statistically 
significant 

Compliance with regulations <0.001 
Statistically 
significant 

Competitive pressure .008 
Not statistically 

significant 

Trading partner pressure .148 
Not statistically 

significant 

Physical location <0.001 
Statistically 
significant 

 

It is interesting to note that most of organisations 
taking part in this preliminary study were concerned 
about privacy, security and trust issues and this was 
one of the major reasons behind their decisions not 
to use cloud services. Furthermore, there were other 
factors that were suggested by experts, such as 
compatibility, compliance with regulations and cost 
savings, and organisations need to take these into 
account before employing the cloud services. Most 
of these factors already exist in the proposed model 
for cloud adoption. 

In order to measure the reliability of the results, 
Cronbach's alpha was used in this initial study. 
According to Hinton (2004) and Field (2009), a 
value from 0.9 and above is considered highly 

reliable and from 0.7 to 0.8 is acceptable. The 
Cronbach’s alpha coefficient of this study was 
0.719, which is considered to be an acceptable value. 

6 CONCLUSIONS 

The great benefit of cloud technology is that the 
cloud offers resources to multiple users at any time 
in a dynamic way and according to user needs. In 
addition, users only pay for the services that they 
consume. However, despite the fact that the cloud 
offers various benefits for enterprises, from 
flexibility to cost reduction, moving data from an in-
house data centre to the cloud is not a simple task. 
Therefore, this study seeks ways to encourage 
organisations to adopt cloud services in Saudi 
Arabia as well as to investigate the factors that affect 
the implementation of this technology. This paper 
presents the initial model for cloud adoption in 
Saudi Arabia and in future a survey will be 
conducted to validate the developed model. Further 
outcomes will be published shortly. 
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Abstract: This paper discusses the adoption of cloud computing in education. It emphasizes the view that cloud 
computing is vital in the education sector because of its ability to reduce the overall costs of IT 
infrastructure installation and maintenance, improvement of efficiency, and the sharing of IT resources 
among students. The flexibility of cloud computing and its reliability makes it more appropriate for use in 
the educational environment. The Leeds Beckett University cloud project utilizes the SAS Educational 
Value-Added Assessment System, which gives lecturers the opportunity to deliver accurate content to 
students while monitoring their progress. Contemporary educational institutions must look forward to 
improve their research and education through cloud computing. 

1 INTRODUCTION 

The emergence of cloud computing and its 
application to diverse fields such as education has 
brought about a lot of opportunities for improving 
efficiency of service provision (Sultan, 2010). The 
key categories of cloud computing that institutions 
could adopt include the public cloud, the private 
cloud, the hybrid cloud, and the community cloud. 
Educational institutions, including colleges and 
universities have been quick to adopt cloud 
computing to boost efficiency, minimize IT costs, 
and improve their research and academic processes. 
For instance, Kurelović et al., (2013) estimates that 
cloud computing in K-12 students could consume up 
to 35% of the IT budget in the coming few years. 
This is an indication of the expanding cloud 
computing services in education. Ercan (2010) 
agrees that the security, reliability, and economic 
nature of cloud computing play a vital role in the 
challenging environment of education where large 
volumes of data are stored. There are a few 
frameworks and amongst them, the Cloud 
Computing Business Framework (CCBF) (Chang et 
al., 2013a) has been regarded as a recommended 
cloud adoption framework because of its ability to 
classify business models, portability, organizational 
sustainability, and the linkage of service models. 
The SAS Educational Value-Added Assessment 
System stands out as one of the best for the 
educational sector, as evidenced from its use at 

Leeds Beckett University.  
This paper explicates cloud computing to 

highlight its meaning, classifications, reasons for 
university adoption, frameworks for cloud 
computing, and the factors for deploying cloud 
computing in education. 

1.1 Defining Cloud Computing 

There is no standard definition of cloud computing 
as many IT professionals have come up with their 
own definitions. However, the commonly used 
definition indicates that cloud computing is a cluster 
of distributed computers that offer on-demand 
resources and services over a networked medium 
commonly the internet (Sultan, 2010). It is worth 
understanding that it entails the deployment of 
groups of remote servers and software networks, 
which allow the centralized storage of data and 
access to computer services through the internet 
(Mokhtar et al., 2013). 

1.2 Classification of Cloud Computing 

Cloud computing is clearly classified into four 
significant categories. The first category is the 
public cloud. According to Chang et al., (2013), this 
is where the entire computing infrastructure is 
located in the cloud provider’s premises and the user 
has no physical control over it. A public cloud tends 
to use shared resources and might be vulnerable to 
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attacks.  
The private cloud comes in as the second 

category. This entails one particular organization 
using the cloud infrastructure for its different 
operations. It is remotely located and is not shared 
with other organizations. The advantage of the 
private cloud is that the customer has control over 
the infrastructure, as it could be hosted internally or 
externally (Chen et al., 2014).  

The third category is the hybrid cloud, which 
implies utilizing both the private and the public 
cloud depending on the purposes they serve. For 
instance, an organization could use the public cloud 
in activities such as customer interaction while 
securing its network using the private cloud.  

The last significant category is the community 
cloud that entails the sharing of infrastructure 
between organizations with shared data, and other 
data management concerns. The advantage is that it 
could be hosted internally or externally depending 
on the institution’s choice (Singhal et al., 2013). 
This would be the most relevant cloud for the 
academic community because it significantly 
minimizes costs through a cost-sharing approach. 
The operational costs are significantly reduced 
because the cloud is shared across community 
members. The aspect of cost minimization is also 
seen in terms of augmenting existing data 
resources rather than building new internal 
environments (Youssef, 2012). Moreover, it 
makes it easier for educational institutions to 
administer cloud and the traditional data centre 
environments remotely hence cutting down 
overall costs of operation. Again, it allows for 
control of the infrastructure by the institutions 
utilizing it (Chang et al., 2013a). Internal control of 
the cloud facilitates real-time reporting and 
ordering through customizable management 
portal. Thirdly, the community cloud is relevant 
to educational institutions because of their 
effective security, privacy, and compliance. It is 
usually tailored in such a way that it can address 
unique security problems and regulatory needs 
relating to the institution (Singhal et al., 2013). 

In line with these categories of clouds, 
institutions could enjoy various service models. The 
first is the Infrastructure as a Service (IaaS). 
Almorsy et al., (2011) affirm that this category 
offers relevant products such as remote delivery 
through the internet of the entire computer 
infrastructure. For instance, it offers storage, virtual 
computers, and servers.  

The second category is the Platform as a Service 
(PaaS). Jula et al., (2014) indicates that this service 

model has transformed the traditional delivery of 
computing services. For instance, the presence of 
this category has enabled cloud providers to 
remotely offer diverse products including the 
hardware, middleware, a database and the operating 
system (Singhal et al., 2013).  

 
Figure 1: Classification of Cloud Computing. 

The third model is Software as a Service (SaaS). 
This category delivers applications through the 
medium of the internet as a service. Users do not 
need to install and maintain software, as they have 
the pleasure of accessing it through the internet 
(Youssef, 2012). Overall, SaaS offers a complete 
application functionality stretching from 
productivity applications to other programs such as 
the Customer Relationship Management. 

 

Figure 2: The Cloud-Computing-Architecture specified by 
the National Institute of Standards and Technology (NIST) 
knows three models, namely Infrastructure (IaaS), 
Platform- (PaaS) and Application models (SaaS). 

1.3 Challenges of Cloud Computing 

Whilst there are potential benefits associated with 
public cloud computing implementation, there are 
also risks and uncertainties that come with public 
cloud computing. Moving computing resources to 
the cloud is not without difficulties and issues. For 
example, Amazon cloud services outages caused 
many organizations the loss of their computing 
resources, services and incurred economical losses 
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(Bright, 2011). The potential benefits of cloud 
computing need to be assessed against possible 
associated risks.  

Geczy et al., (2013) stated performance as one of 
concerns associated with cloud computing. In cloud 
computing, computing services and resources which 
were typically installed, managed, and accessed 
within organizations premises are hosted in data 
centres and in the majority of cases are accessed 
over the Internet. Internet is a best-effort and shared 
communication infrastructure. The organization data 
traffic has to travel through many different routes 
and hops shared by other organizations and user 
traffic, packets could travel over different routes 
which could be saturated and arrived out of 
sequence, packets could be lost (Ukil et al., 2013).  

These could lead to delay and jitter resulting in 
poor performance. Reliability of Internet also plays a 
major role in the reliability and availability of the 
public cloud services. The internet is an 
unpredictable network environment (Ivanus and 
Iovan, 2014). These inherent characteristics of 
internet could have a major impact on the 
performance of public cloud. This paper aims at 
surveying the applicability of cloud technology in 
education. It is focused on encouraging all 
educational institutions to embrace cloud technology 
because of its advantages.  

2 REASONS FOR UNIVERSITY 
CLOUD ADOPTION 

Many universities around the globe have moved 
swiftly to incorporate cloud computing into their 
learning and research processes. Specifically, Chang 
and Wills (2013) inform that cloud computing is 
viewed as an attractive part of research and 
education within universities because of its ability to 
allow searches and collaborative working among 
students. As previously discussed in section 1.2, 
the community cloud is the most relevant for 
universities because of its efficiency and cost 
reduction, security and privacy, and the agility in 
terms of service delivery (Chang et al., 2013a; 
Chang and Wills, 2013). The University of 
Greenwich is one of the key institutions that have 
adopted cloud computing into their research and 
learning processes. In tandem with the University of 
Greenwich case study, five significant reasons have 
motivated universities to adopt cloud computing.  

The first key reason for university cloud 
adoption is the fact that it plays an instrumental role 
in the reduction of environmental and financial costs 

in areas where services are needed for shorter 
periods (Chang et al., 2013a). This is bound to save 
many universities money, hence avoiding 
unnecessary wastage. Every university looks 
forward to cut down its operating costs in respect to 
IT and energy usage at the institution.  

Secondly, many universities are adopting cloud 
computing because it has the capacity to make 
experiments more repeatable. Ercan (2010) points 
out with cloud computing in place, write-ups of 
science experiments conducted in the cloud could 
contain relevant applications such as the virtual 
machine that make them easy to replicate (Ukil et 
al., 2013).  

Thirdly, Cloud adoption in universities is 
motivated by the understanding that it facilitates the 
sharing of the workload in cases where the 
university is working with another organization 
(Avram, 2014).  

Another reason for cloud adoption in universities 
is that it allows and simplifies the access to web 
applications, data centres, and service from any 
given location within the university. Chen et al., 
(2014) agrees that this makes it easier for students to 
engage in research without having to concentrate in 
a particular area.  

Lastly, universities are swiftly adopting cloud 
computing because of its flexibility and the aspect of 
pay as you go. There is always room to use 
specialized web-based software that otherwise could 
not be supported by in-house policies. This enhances 
the level of flexibility because of reduced 
bureaucracies among researchers (Ivanus and Iovan, 
2014). 

Apart from these motivations, the most 
significant challenge affecting cloud computing 
adoption and implementation is the lack of 
standards. Many institutions have found it 
difficult to define the desired standards. There 
have been no concerted efforts toward the 
definition of desirable standards relating to 
technological, management, and regulatory 
standards related to cloud computing (Avram, 
2014). This poses the risk of failure in terms of 
take off and subsequent utilization of cloud 
computing in school settings.  

3 FRAMEWORKS OF CLOUD 
COMPUTING 

One of the most effective and efficient framework 
that different academic institutions could adopt is the 
Cloud Computing Business Framework (CCBF). 
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The Cloud Computing Business Framework would 
be appropriate for the academic community because 
it plays an instrumental role in promoting a good 
cloud design hence ensuring it works efficiently 
within the institution through the choice of a 
better pattern (Chang et al., 2013a). It also 
promotes deployment where all activities in the 
software system are assured through interrelated 
activities. The migration to the cloud and service 
models are also clearly assured through the 
CCBF framework (Chang et al., 2013a). 
Specifically, the CCBF has four key areas that make 
it relevant to the academic community.  

The first area is classification. This entails the 
categorization of diverse business models to offer 
cloud-adopting organizations relevant strategies and 
business cases. For instance, the educational 
community would be allocated its own strategy 
depending on its courses and other services 
(Viswanath et al., 2012).  

The second relevant area that makes it 
appropriate is organizational sustainability. 
According to Vakil et al., (2013), it entails a 
structured framework that reviews the performance 
of the institution accurately. Every educational 
institution would want to operate at the best and 
most accurate level with the CCBF framework.  

The fourth area that makes it relevant to the 
academic community is portability. Chang et al., 
(2013a) points out that they would be in a better 
position to manage the portability of applications to 
the cloud. With such portability, the academic 
community would also be in a better position to 
transfer applications between clouds offered by 
different vendors.  

Lastly, the CCBF is appropriate for academic 
institutions because of its ability to link various 
cloud search approaches and service models such as 
the IaaS, PaaS, SaaS and the Business Models 
(Borgman et al., 2013). Overall, CCBF is justifiable 
for use in the academic community because of its 
simulations and ability to address every area. 

Apart from this framework, the High 
Performance Computing (HPC) Framework 
could also be relevant for educational institutions. 
Its high computing capabilities and the ability to 
facilitate research among students puts it at a 
strategic position in terms of applicability to 
educational institutions. Again, it gives students 
the opportunity to access a shared pool of 
configurable computing resources including 
servers, networks, storage, and applications. 

4 CLOUD IN EDUCATION: 
LITERATURE REVIEW 

Wu (2010) points out that the adoption of the cloud 
into the field of education has been massive, as 
many educational institutions have taken the 
opportunity to maximize on its many advantages. 
The high level of cloud incorporation into the 
educational field emanates from its potential to 
improve efficiency, costs, and to improve 
convenience in the educational sector. Vakil et al., 
(2013) reiterates that numerous educational and 
official establishments in the U.S have continued to 
recognize the potential of cloud computing in terms 
of cost reduction and efficiency. The specific 
reasons that have motivated many educational 
institutions to adopt cloud computing include: 

 The minimization of costs used in the IT 
infrastructure 

 Attainment of efficiency in education delivery 

 Improvement of convenience through features 
such as Pay-per-use 

 Enhancement of resource consolidation 

 Attainment of green IT 

 In light of the above reasons, many universities 
have gone ahead to adopt cloud computing. For 
instance, the University of California at Berkley 
found out the significance of cloud computing in 
one of their courses that was solely focused on 
the development and deployment of SaaS 
applications (Fox, 2009). Donations from the 
Amazon Web Services (AWS) played an 
assistive role in helping the university move the 
course from a locally owned infrastructure to the 
cloud. It was noted that this would have enabled 
it acquires a large number of servers within the 
shortest time possible. This was also an 
opportunity to enhance resource consolidation at 
the university.  

Economic reasons have pushed some educational 
institutions to adopt and utilize cloud computing in 
their learning environments. As noted earlier, cloud 
computing reduces costs significantly because it 
eliminates costs related to the development and 
maintenance of massive IT infrastructure (Jang, 
2014).  

 In line with economic conditions and the need to 
minimize costs, institutions such as the 
Washington State University’s School of 
Electrical Engineering and Computer Sciences 
(EECS) have been forced to embrace cloud 
computing to cut down their operational costs. 
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They were able to select the vSphere4 platform, 
which is flexible, dynamic, reliable, and offers 
seamless maintenance of the IT infrastructure 
(Fox, 2009). Learning and research has been 
simplified through the cost rationalization 
approach, which recognizes the need to do more 
with less. 
Cloud computing in education has been applied 
internationally in numerous educational 
institutions starting from primary schools to 
universities. Schools in European countries such 
as Britain have adopted the cloud in their 
educational system hence enhancing efficiency.  

 Hicks (2009) affirms that some of the common 
examples of U.K universities that have been able 
to incorporate cloud computing into their 
academia include the Leeds Metropolitan 
University and the University of Westminster. 
The key factors for the move to the cloud was 
cost reduction and the enhancement of reliability 
in the use of computing services (Shin et al., 
2014). They have also based three reasons on the 
need to enhance green IT in their learning 
environment. This has led to proper functioning 
and flexible operations in terms of research and 
academics.  
African educational institutions have not been 
left behind in terms of using the cloud in their 
research and learning. The lack of an adequate IT 
infrastructure and the inability to cope with 
software and hardware upgrades have 
contributed to the adoption of the cloud in many 
African educational establishments (Truong et 
al., 2012).  

 With the help of Google, institutions such as the 
University of Nairobi in Kenya and the National 
University of Rwanda have embraced cloud 
computing. This has enhanced information 
sharing among students and has been critical to 
the minimization of costs related to IT 
maintenance, enhancement of flexibility, and 
resource consolidation. Microsoft is also helping 
Ethiopia roll out the project of distributing 
250,000 laptops all operating on Microsoft’s 
Azure Cloud platform (Sultan, 2010). 

Therefore, the critical benefits of using cloud 
computing in education could be summarized as 
below.  
1. Lower capital costs for institutions. Erkoç and 

Kert (2012) reiterate that this is especially 
because educational institutions have the 
opportunity to offer a wide variety of services 
while only paying for the actual capacity paid 

2. It leads to flexibility in the provision of research 
and academic services because users can access 
it at any given location in the institution (Fox, 
2009).  

3. It saves on costs by over 50% related to the 
installation and maintenance of IT infrastructure 
in academic institutions 

4. It offers an optimized and customizable IT 
infrastructure, which offers quick accesses to the 
desired computing services in the educational 
institution (Almorsy et al., 2011) 

 

 

Figure 3: Deploying Cloud Computing in Education: 
benefits & common risks. 

However, there are several risks associated with 
the use of cloud computing in the academic 
community. Common risks of using cloud 
computing in education include: 

 The cloud is always subject to the risk of virtual 
exploits that target both the virtual host and its 
users. According to Almorsy et al. (2011), the 
common risks that could be suffered include 
guest-guest, guest-host, and host-guest virtual 
threats.  

There is always the threat to data privacy and 
security. The interaction between the cloud provider 
and the institution poses a major risk to data 
security, especially if the matter has not been 
critically analyzed (Ercan, 2010).  

5 CLOUD COMPUTING FOR 
EDUCATION: DEPLOYMENT 
SCENARIO 

This section presents Cloud Computing for 
Education. Several factors need to be keenly 
considered before migration of cloud computing 
services for education. Katz et al., (2010) reveals 
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that one of the relevant factors for deployment is 
where the cloud services are to be hosted. The 
educational institution could choose either the public 
or private development approach depending on the 
availability of financial resources to host the cloud 
within its premises.  

The second deployment factor is security. 
Educational institutions must figure out the kind of 
data that would be put into the cloud 
(Lakshminarayanan et al., 2012). Sensitive 
information such as the institution’s financial 
information would require a higher level of security. 
Therefore, they must weigh up the security of the 
system before deployment.  

The third factor for deploying cloud computing 
in education is customization capabilities. Different 
educational institutions have different approaches to 
the learning processes (Mircea and Andreescu, 
2011). Others would want to customize their 
services and products to students. Therefore, it is 
vital to understand whether the available cloud 
computing services are customizable to meet local 
needs.  

 
Figure 4: Factors for Deploying Cloud Computing in 
Education. 

According to Powell (2010), the fourth factor is 
the legal requirements relating to the cloud. 
Educational institutions need to have an in depth 
understanding of the legal considerations and 
implications that might arise from security breaches 
in the cloud.  

5.1 Quality of Service (QoS) and 
Quality of Experience (QoE) for 
Leeds Beckett SAS Cloud 

The quality of service (QoS) is primarily used in 
monitoring the performance of the cloud service 
without necessarily reflecting the user’s quality of 
experience. However, the quality of experience 
(QoE) makes up for this by considering the views of 
the person using cloud services for their activities 

(Safdari and Chang, 2014). In the educational sector, 
the improvement of cloud services could be realized 
through the quality of experience monitoring 
approach. This is especially because it tends to 
focus on the entire service experience and it tends 
to offer a holistic evaluation of the system rather 
than focusing on narrowed experiences of users 
(Safdari and Chang, 2014). The Leeds Beckett 
University cloud project is anchored on the ability of 
combining the cloud with big data techniques. For 
instance, the cloud project looks forward to the 
facilitation of matters such as Storage as a Service, 
Education as a Service, Business Intelligence as a 
Service, and Integration as a Service (Amrein-
Beardsley and Collins, 2012). The Leeds Beckett 
University cloud project utilizes the SAS 
Educational Value-Added Assessment System (SAS 
EVAAS), which has been perceived as the most 
robust and reliable system available (Amrein-
Beardsley and Collins, 2012). Accordingly, it uses 
SAS for several reasons. Firstly, SAS EVAAS helps 
lecturers at the university to measure the progress of 
students and accurately improve the delivery of their 
instruction. They are always able to modify the 
curriculum depending on the ability of their students 
to grasp the content being taught in class (Amrein-
Beardsley and Collins, 2012). Additionally, it assists 
in the alignment of professional goals with the 
greatest needs of students and hence improving the 
ability of educators to deliver content. It basically 
helps in the evaluation of the effectiveness of 
educators in delivering their content to students. 
Secondly, policy makers at the university are able to 
conduct more rigorous longitudinal analysis of the 
student test results at the university with SAS 
EVAAS (Amrein-Beardsley and Collins, 2012). This 
is attained through the assessment of the 
accessibility of students to opportunities and 
services offered through the cloud. The educational 
environment would be more efficient with the use of 
the SAS in their cloud computing system because of 
the enhancement of teaching strategies and student 
success. 

6 A CASE STUDY AT LEEDS 
BECKETT UNIVERSITY 

Since a number of universities do not publish their 
their Educational Cloud projects publicly, there is a 
need to disseminate lessons learned and 
recommendations in the Higher Education. This 
section presents a case study for Leeds Beckett 
University’s case study of our Cloud project, 
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including the current status, technologies and useful 
lessons learned.  

6.1 Illustration of Leeds Beckett SAS 
Cloud 

SAS Cloud has been used as a platform and 
language for business intelligence (BI) at Leeds 
Beckett University since Year 2012. The aim is to 
improve the quality of education and students’ 
experience through the interactive platform provided 
by SAS. The objective is to develop a master’s 
program in Business Intelligence, which includes 
modules such as “Business Intelligence, Data 
Analysis and Visualization” (BIDAV), “Data 
Warehouse”, “Advanced Data Warehouse” and 
elective modules. Amongst all these modules, 
BIDAV is the one that provides students both 
theoretical foundations and practical learning 
experience, in which students have to learn the SAS 
programming and use it for developing BI code. BI 
is a popular topic, in which Chang (2014) has 
demonstrated how to design, implement and analyze 
a Business Intelligence in the Cloud to calculate risk 
and return for financial stock options. The ability to 
process, interpret and utilize data, as well as 
understand complex data analysis, is an important 
skill for employability. Similarly BI concepts can be 
fully transferable to Higher Education to ensure that 
students can equip with numeracy, quantitative and 
analytical skills required by employers. With more 
training in place, students can build up their 
competency and demonstrate their BI portfolios and 
services. They can import their datasets directly into 
SAS, which have built-in libraries and server 
connected directly to the Cloud in the US. Upon 
clicking “run”, their code will be executed directly 
on the SAS Cloud in the US as shown in Figure 5.  

 

Figure 5: A screenshot about SAS Cloud. 

Students can receive all their data analysis 

results, interpretation and visualization in one go 
with less than 10 seconds of waiting time. Table 1 
shows an example for SAS syntax. SAS is a 
procedure-driven language, meaning that all the 
steps have been predefined. The emphasis is to show 
a list of useful procedures to students and explain 
how they can be used in different cases. In Table 1, 
“autoreg” is a procedure to perform regression 
which can generate statistical tests and data analysis 
simultaneously. All these take a matter of seconds 
for students. The data used for analysis is called 
“pred”, which uses autoreg for computation and then 
calculates the residual (the sum of all the differences 
between all datapoints and regression line) from the 
statistical. 

6.2 Data Visualization 

Data Visualization is an important aspect in learning 
business intelligence, in which students can directly 
understand the interpretations of data and its 
correlations with other aspects of data analysis. 
Since there are several statistical results and tests, it 
is difficult for some students to understand the 
meanings of all these outputs (Chang, 2014). Hence, 
the use of data visualization is extremely useful for 
students to understand complex datasets and their 
correlations to other data.  

 

Figure 6: An example of data visualization with statistical 
tests and key outputs. 

According to our experience, students can 
understand the module, BIDAV, much quicker than 
using traditional means of learning. In order to 
understand the benefits and long-term implications, 
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questionnaires will be designed to identify the 
improvement in learning efficiency and student 
satisfaction in our next phase of research. Figure 6 
shows the screenshot of a data visualization output, 
where all the key results can be computed 
simultaneously along with different types of 
statistical tests. 

6.3 Discussion 

Overall, it is clear that cloud computing is directly 
applicable to the educational sector because of the 
significant role it plays in boosting learning and 
research processes among students. The community 
cloud is the most recommendable because of its 
ability to consider the costs dedicated to IT 
infrastructure within learning institutions. The 
sharing of resources plays an instrumental role in 
ensuring that costs are minimized in the best ways 
possible (Lakshminarayanan et al., 2012). The 
adoption of cloud compution at Leeds Beckett 
University provides a reliable case study for the best 
ways to adopt and implement cloud computing 
within educational institutions. The main aim of 
using SAS at the institution is to improve the 
educational outcomes of students through closer 
monitoring by lectures. Hence, significant efforts 
will be made for future research to explore the best 
cloud computing frameworks being instrumental in 
boosting educational outcomes in educational 
institutions (Viswanath et al., 2012). Furthermore, 
there should be an exploration of how costs could be 
minimized through resource sharing among 
educational institutions in their sharing of cloud 
services. This will make it easier for institutions to 
implement the project without being limited by their 
tight budgets or financial situation. Another 
approach is to use an implementation framework to 
ensure that all Cloud services can be delivered on 
time (Chang et al. 2013 b). The example include the 
integration between Education as a Service and 
Storage as illustrated by Chang et al., (2013 b). 

7 CONCLUSION 

In conclusion, cloud computing is geared toward 
transforming the educational field through efficient 
and reliable operations. Sharma and Ganpati (2013) 
conclude that the ability of cloud computing to 
reduce overall costs relating to IT infrastructure and 
its capacity to boost data access at any given 
location in educational institutions has been crucial 
in promoting its adoption and usage in the 

educational field. Universities such as the University 
of Greenwich have been on the forefront of adopting 
cloud computing and using it for research and 
educational services. Additionally, Leeds Beckett 
University’s SAS Cloud system has worked more 
efficiently by giving lecturers the opportunity to 
accurately monitor the progress of its students in 
education and research. The educational field around 
the world is gradually becoming technological 
thanks to the evolution of cloud computing. The 
reliability and efficiency of cloud computing 
presents hope for the continuous growth of the 
educational sector. However, educational institutions 
need to beware of the common risks they could face 
while utilizing cloud computing, such as virtual 
threats and the loss of vital information. There needs 
to be clear communication with the cloud providers 
to mitigate such risks and benefit continuously from 
the cloud in terms of minimal capital costs, 
flexibility, and the provision of customized services 
to students.  
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Abstract: Keys to successful implementation of smart business require a wide spectrum of domain knowledge, 
experts, and their correlated experiences. Excluding those external factors – which can be collected by well-
deployed sensors – being aware of user (or consumer) has the highest priority on the to-do-list. The more 
user is understood, the more user can be satisfied from an intuitive point of view, and thus, data plays a 
rather essential role in the scenario. However, it is never easy to achieve comprehensive understanding as 
the data requires further processing before its values can be extracted and used. So how the data can be 
properly transformed into something useful for smart business development is exactly what we pursue in 
this study. As a pioneer, three major tasks are focused. First, a mining engine is developed to be responsible 
for the universal collection of data which is primarily from real world, cyber world, and social world. 
Second, we go further into the fusion process of the collected data (e.g., the consumer purchase data shared 
by real-world company). A three-layer analysis and mining procedure is designed to enhance the mining 
engine through conventional RFM (Regency, Frequency, and Monetary Value) model and a set of fusion 
techniques. And in the end, we make planning-based predictions for a real-world company for expansion of 
the business interests. 

1 INTRODUCTION 

Smart business, by definition, indicates the ability to 
achieve goals which are set according to the 
development tendency of business (Watson et al., 
2007). The key to successful implementation of the 
vision of smart business relies on a comprehensive 
understanding to the surrounded scenario in which 
wide spectrum of elements are concerned. Instances 
simply include vision of company, global economics 
situation, moving trends, targeted market and 
consumers, and etc. It is never difficult to find 
thousands of similar elements for consideration. But 
however, all these elements are useless unless they 
are well collected in form of data for further analysis 
(Cody et al, 2002). 

Transforming data into meaningful and useful 
information (Parsons, 1996) that support the 
implementation of smart business is a long journey. 
Although rapid development in information 
communication technology makes it easy for data 
retrieval nowadays, sources where the data may be 
retrieved vary. The technology has also brought a 
tremendous change on our living world world – 

Hyper World (Kunii et al., 1996) – in which data is 
supposed to be from diverse channels and in 
unstructured formats. As such, how the data is 
retrieved, managed and processed becomes an open 
challenge when the issue concerning the 
comprehensive understanding is mentioned. 

Collecting data, as much and complete as 
possible, is the first step to ensure enough and 
necessary information can be obtained. But this is, 
however, never taken as a practical way since 
decisions are made momentarily and sometimes only 
with limited information input. And thus, choosing 
one aspect as an entry point is a feasible action in the 
whole scenario. The end user, in general, is then 
considered a direct and intuitive way for this 
purpose. 

Understanding the needs and preferences of users 
becomes complicated and requires more efforts than 
it used to be since users are spending more and more 
time on their activities like on-line shopping, 
interactions, communications, etc. in the Cyber 
world (Ma et al, 2011) via social media rather than 
face-to-face in the Real world. One of indispensable 
efforts is to collect their activity data in Hyper 
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World, mine their features, and discover their needs 
and preferences. This is a normal trilogy in the big 
data era.  Data mining engine in this trilogy is 
essential for big data mining. In recent years, it has 
received great amount of attentions from academic 
society, industry, and business corporations. In 
particular, Google in 2011 released Data Mining 
Engine called Correlate, which enables users to find 
matching search trends. Oracle Data Mining Engine 
(DME) is the infrastructure that offers a set of in-
database data mining functionality to its JDM (Java 
Data Ming) clients via a DME connection object.  
Amazon, the retail giant has been focusing on 
product recommendation engine, but recently, 
released Amazon Kinesis (Varia et al, 2014), which 
is streaming data real-time processing engine. It 
looks like almost data mining systems provide suites 
of data mining tools or software and put efforts on 
dealing with big and streaming data but how to 
efficiently meet application requirements and 
associated design approaches are not clearly 
mentioned or described.      

Following the above-mentioned challenges and 
from the perspective of maximizing the benefits of 
business, this research pays the emphasis on the 
design of a universal framework for smart business 
support. This framework is instanced by a set of 
fusion techniques and a mining engine, and 
outcomes the planning-based predictions for a local 
company inside Japan. This smart business 
framework targets to provide services that best meet 
the needs of end users, retain the loyalty of existing 
users, and attract new users. 

Meanwhile, descriptions to the proposed fusion 
techniques, data-data (D-D) fusion, algorithm-
algorithm (A-A) fusion, feature-feature (F-F) fusion, 
data and algorithm (D-A) fusion, data and feature 
(D-F) fusion, and algorithm-feature (A-F) fusion, 
and data-algorithm-feature (D-A-F) fusion, will be 
elaborated. The input of the data mining engine is 
datasets and the output can be data, information, and 
knowledge, which are the input of Knowledge-
Information-Data fusion engine or each of them can 
be used as a service (data as a service (DaaS), 
information as a service (IaaS), knowledge as a 
service (KaaS) directly to end user services. 

Rest organization of this paper includes: Section 
2 details the previous studies that relate to this study; 
Section 3 addresses the design of the fusion 
technique-based smart business framework; Section 
4 gives a case study demonstrating the feasibility 
and preliminary results with the support of proposed 
framework; and Section 5 then concludes this paper 
and indicates potential extension of this work. 

2 UNIVERSAL DESIGN OF 
FUSION TECHNIQUE-BASED 
SMART BUSINESS 
FRAMEWORK 

Key to successful implementation of a smart 
business paradigm relies on many aspects. 
Excluding those that strongly require matured 
domain knowledge, the most common one is to 
satisfy the targeted audience, which is the user (or 
consumer as well), at the most. One significant 
instance is the service provision. A great amount of 
profits can be guaranteed if the service(s) to targeted 
consumers is right-to-the-needs. 

A universal framework towards the 
implementation of smart business is then designed to 
this end. The proposed framework indicates an 
integrated approach, concerning the well 
transformation process from data to knowledge, 
together with a set of fusion techniques in 
interdisciplinary fields. A standard process that 
facilitates such process (i.e., diverse and 
unstructured data to well-defined information) is 
expected  for future usage. 

Figure 1 describes the image of our smart 
business framework. Five major portions are 
included: 

(1) Data Acquisition is a universal entry for 
data collection. The data sources primarily 
contain the data in real world including 
weather information (e.g., temperature, 
atmosphere, quantity of rainfall, etc.), 
geographical information (e.g., coordinate, 
topography, etc.), human-related activities 
(e.g., supplies, equipment, manpower, etc.) 
that can be retrieved through deployed 
sensors; cyber data retrieved from social 
media such as a tweet/retweet from 
Twitter, a post (i.e., check-in, photo, 
message) on Facebook, an instant message 
via instant communication applications on 
smart devices; and other associated or 
related environmental data provided by 
third-party companies or organizations; 

(2) Data Mining Engine is the fundamental 
component that connects the input data 
source and the follow-up data processes. It 
is composed by a set of mining techniques 
(e.g., statistics algorithms, practical 
machine learning tools) to meet all the 
necessary needs from users. It is 
responsible for the analysis of retrieved 
data, especially those multi-dimensional 
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data such as contextual, spatial, temporal, 
topical information with huge volume and 
high complexity, from available channels. 
Among all these methods, this engine is 
especially designed to incorporate possible 
fusion process, at the level of data, which 
may take place while specific requests are 
given by the users with heterogeneous 
data. Concerning the real-world situation, 
an integrated approach, i.e., the three-layer 
analysis and mining procedure, is proposed 
to cooperate with those existing, e.g., one-
step, data fusion and mining algorithms. 
This approach, in particular, dynamically 
adjust the data for the fusion process, and 
select appropriate mining algorithms for 
execution; 

(3) KID (Knowledge-Information-Data) 
Fusion Engine represents the second-step 
of fusion process in the framework. It 
especially concentrates on the fusion of 
processed input, which means, every 
stages of input, even knowledge, 
information, and raw data itself, may be 
fused in the case of necessary; 

(4) Consumer Behavior Model contains a set 
of training and learning algorithms that 
continuously support the understanding of 
targeted users of a company. This model 
concentrates on the reuse of collected data 
correlated to users to shape the users and 
group them, depending on specific 
situations, as well. With several times of 
alternation, most explicit behaviors can be 
well predicted; and 

(5) Open Platform is an universal portal that 
connects our proposed framework and 
external service, or data, providers. It 
enables the consumer behavior model to be 
built and grown, not only from the 
business point of view via the data mining 
engine and the data fusion engine but also 
from third-party contributions. It is 
designed to accept any trusted requests 
from the partners, and these accesses are 
also applied to enhance the proposed 
framework for better results provision. 

 

A wide range of elements for the sake of better 
improvement in fusion techniques are considered 
while this framework is designed. This framework, 
and thus, identifies a general design to the whole 
scenario that take place in the implementation phrase 
of smart business. In other words, this framework is 

applicable to be further exploited to meet any 
specific purposes and cases. 

In order to examine the feasibility, this paper 
especially concentrates on its usage to advance three 
essential issues, which are also the basics in the 
whole scenario, of smart business. The data mining 
engine of this framework is expected to lead 
preliminary solutions for a real-world retail 
company to: 

a) Find out the motivation of consumers 
and keep them connected: The data, such 
as the personal information, preference, 
records of browsing and purchasing, 
activities on the Internet, device(s) used, 
and any possible activities on the social 
network (Moutinho, 1987), are collected 
and analyzed to provide better purchasing 
experience (i.e., personalized product and 
browsing on the website). 

b) Find out the elements that best attract 
consumers: The above-mentioned data is 
further translated into information for self-
training and learning processes. This 
information is expected to lead the element 
that creates the motivation of consumers. 
Monthly discount, free gifts, and jumping 
sales are taken as instance. 

c) Find out the thinking pattern of 
consumers: For this purpose, the most 
efficient way is to allow seamless 
participation of consumers. No matter the 
comments or information shares over the 
social media or other related platforms by 
consumers shall be considered. With the 
trained information, the company may 
present new products that best meet the 
consumers, or a specific portion of them, 
to increase the business profits. 

These three issues are taken as the primary 
concerns in data mining engine. Details of the design 
are introduced from the next section on. 

3 DESIGN OF DATA MINING 
ENGINE 

As stated above, this paper mainly focused on the 
design of data mining engine and its underlying 
fusion techniques for the planning-based product 
prediction for a real-world retail company though 
five core components are mentioned in the 
framework. As we know, collection of data with 
variety of types,  huge volume, and high  complexity 
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Figure 1: The Smart Business Framework. 

is never easy and often requires corresponding 
hardware/software supports. 

The fundamental concern to design a new type of 
data mining engine is that one single data mining 
method (or algorithm) or one-step mining procedure 
by conventional platforms or software tools are 
limited and not easy to meet all the possible needs in 
different phrases of service provision in smart 
business. Built-in fusion algorithm is important in 
the data mining engine. Our data mining engine, to 
this end, is featured by its dynamic mining and self-
learning process with continuous input from the 
possible data sources. A three-level fusion technique 
for different business objectives and a set of fusion-
based learning algorithms for prediction are 
developed. 

3.1 Three-level Fusion Technique 

The fusion techniques may be applied to three levels 
of fusion: data level (D-D fusion), algorithm level 
(A-A fusion), and feature level (F-F fusion).  In 
addition, it may be necessary to merge the outcomes 
from three different level fusion, i.e., combinational 
D-A fusion, D-F fusion, A-F fusion, and D-A-F 
fusion. To a specific business objective or expected 
features from the data mining engine, an objective 
oriented fusion management agent is designated for 
fusion planning. 

As shown in Figure 2, the data mining engine 
performs a 3-step process, i.e., the business service 
specification, the fusion planning, the fusion 
execution.  It includes the following components: an 
objective-feature_label table, a dataset pool, an 
algorithm pool, feature_label discovery function, 
data_attribute discovery function, data_fusion 
function, and algorithm_fusion function.   

Figure 2: Process flow of fusion technique-based data 
mining engine design. 

The data mining engine starts with a specified 
business objective, and retrieves its associated 
feature labels from the objective_label table. For a 
feature label or a set of feature labels, the fusion 
planning engine is to discover and schedule a 
sequence of algorithms in the algorithm pool 
triggered by the feature label(s). The data attribute 
discovery engine checks if the data attributes 
required by the triggered algorithms are contained in 
the dataset pool. If yes, data attributes are fused from 
different datasets as the input of the triggered 
algorithm. If not, unfound data attribute(s) are 
regarded as feature label(s), the above process is 
recursively repeated until all data attributes are 
directly found or indirectly created by applying for 
data fusion algorithm(s). Each triggered algorithm is 
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associated with its required data attributes as its 
input and the data attributes are associated with 
datasets in the dataset pool. As a result, a sequence 
of algorithms is retrieved and scheduled for 
execution.  

The fusion planning agent is to trigger a 
sequence of algorithms in the algorithm-pool and 
discover their required data attributes are in datasets 
in the data-pool.  The data attributes discovery is a 
backward chaining recursive procedure as given 
below. The resulting fusion plan implicitly indicates 
a suite of fusion algorithms (all or a part of 7-type 
fusion algorithms) triggered. 

 

 

3.2 Fusion-based Learning Method 

The fusion-based learning method is proposed to 
obtain correlations, especially the implicit patterns, 
between the preference of consumer and their 
periodical purchase. Most of the cases nowadays pay 
attentions on the discovery of user preference and 
further recommend potential products to the specific 
consumers so as to attract their interests. But this 
approach, however, faces to the user side. From the 
perspective of provider side (i.e., the company in 
this study), it is better to achieve comprehensive 
understanding of the cycle of purchase in order to 
present appropriate products to their consumers. For 
instance, a company will never sell heavy jacket in 
summer, or tank shirt in winter. What actions the 
company may take is to avoid unnecessary expenses 

(e.g., number of stocks, etc.) by prediction. 
It is true that different approaches meet different 

kinds of consumer in running a business. For those 
low-royalty consumers, the recommending products 
may reach better profits than presenting periodical 
products there and waiting for consumers’ 
notification to a company. But for those high-royalty 
consumers, a company may better stand a passive 
position with products that may attract the 
consumers to obtain better profits. 

4 A CASE STUDY ON A RETAIL 
BUSINESS 

4.1 Retail Data 

The two types of retail data were collected through 
the online retail business and kept in the dataset 
pool. One is the customer profile which is composed 
of 23 attributes including customer ID, registration 
date and site, date of birth, region, gender, received 
mail magazines, reward points, etc. The number of 
registered customers is over 250,000. Another is the 
purchase record, which is composed of 38 attributes 
including order ID, item ID, color, size, order date 
and time, order site, customer ID, rough address, 
amount  of  purchase,  etc.  The number of records is 

 

Figure 3: Retail Data at a glance. 
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over 450,000, about one year data from August 2011 
to September 2012 as given in Figure 3. 

4.2 Business Objectives  

For any company, it is necessary to set their business 
goal in various levels from abstract to concrete 
business projects such as predicting, developing, 
adverting new products, attracting new customers, 
rewarding old customers, etc. Two business goals 
below are taken as case study in this research, 
however, due to the 4-page limitation, only case-1 is 
used to explain our fusion techniques based 
approach in this section. 
 

Case-1: Awarding top customers: Objective feature 
label table lists top/best customers and associated 
customer value, customer segmentation and 
customer scoring as feature labels. 
 

Case-2: Predict new product tendency: Objective 
feature label table lists new product tendency 
prediction and associated classification of the 
products in the top customer records as feature label. 

4.3 Apply Backward Chaining Fusion 
Technique 

Let us apply the backward chaining fusion to the 
case-1. As show in Figure 4, its associated two 
feature labels are top_instances and customer_value. 
Searching through the Algorithm pool, the 
algorithm,  Extracting_top_instances()  is   triggered. 

 

Figure 4: Applying BCF algorithm to case-1. 

However, sorted_instances is not contained in the 
Dataset pool but it as a feature label triggers the 
algorithm, RFM_score_sorting() in the Algorithm 
pool. Again, rfm_sort_list including rfm_score are 
not in the Dataset pool but customer_ID can be 
retrieved from the Dataset pool while rfm_sort_list 
including rmf_score as a feature label triggers the 
algorithm, RFM_scoring(). Finally, required two 
attributes, customer_list and purchase_records are 
found in the Dataset pool. The backward chaining 
fusion algorithm terminated and a sequence of 
triggered algortihms, RFM_scoring(), 
RFM_score_sorting(), Extracting_top_instances(), 
with associated attributes, customer_list and 
purchase_records are the output of the fusion 
algorithm. 

4.4 Analysis and Remarks 

In implementing RFM_scoring(), it further requires 
R_scoring(), F_scoring(), and M_scoring() 
algorithms in the algorithm pool. These three 
algorithms can be called in parallel or sequence. 
Their results are fused, which is F-F fusion. Three 
algortihms, RFM_scoring(), RFM_score_sorting(), 
and Extracting_top_instances() are implemented in a 
sequence, which is A-A fusion. The customer_list 
and purchase_records are merged as RFM_scoring 
algorithm’s input, which is D-D fusion. In other 
cases, other 4 types of fusion techniques may be 
applied. 

5 CONCLUSIONS 

This paper is mainly focused on our fusion 
technique based data mining engine which is the 
core component in the smart business framework. In 
this paper, 7-type fusion algorithms are listed, the 
fusion technique based data mining engine is 
described, the backward chaining based fusion 
planning engine as the heart of DME is explained. 
The case study on a practical retail business, a 
number of customer purchase record datasets is 
employed to show our design ideas and explain 
working principles of the proposed data mining 
engine.  

Compared with other related work on data 
mining engine, our approach is the brand new in 
terms of building in 7-type fusion algorithms and 
having corresponding the backward chaining based 
fusion planning in the data mining engine. 
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Abstract:  Information Technology (IT) plays an important role in enabling education services be delivered to users. 
Most education online services in universities have been run on the cloud to provide services to support 
students, lecturers, researchers and administration staff. These are enabled with the emergence of cloud 
computing in the world of IT. Cloud computing offers on demand Internet-based computing services. This 
paper presents an overview of cloud computing adoption in higher education, mainly tertiary institutions and 
universities. The focus of the paper is the challenges of cloud computing in higher education. It introduces 
the background to cloud computing and reviews research on adoption challenges in higher education 
institutions. These challenges are important as they provide an overview of the adoption of cloud in higher 
education. The authors proposed an integrated reference model based on the challenges in the literature 
integrated with TAM model to investigate the factors influence the users’ attitudes and behaviours toward 
using cloud education services in universities ICT provision.

1 INTRODUCTION 

In recent years, the Internet has accelerated the use of 
cloud services to support education online system. 
The cloud has become the main backbone in enabling 
such services by providing facilities to users. Cloud 
computing is known as a recent model that enables 
users to have computing resources on demand and 
pay per use (Sultan, 2010). It has been used widely in 
education; educators and students store and share 
their data widely in the cloud (Sultan, 2010). 
Previously, data were kept in external hard drives or 
storage servers in a location having restricted access 
in private networks. Nowadays, data can be stored in 
the cloud allowing accessibility to data to be more 
flexible and efficient.  

Previous research has shown many aspects of 
cloud computing have been studied in the area of 
education, technology, education information 
systems (Alshwaier, 2012), integrating education 
resources and education system development (Huang, 
2012). Smaller educational institutions often lack the 
resources or abilities to take full advantage of 
information technology. Cloud computing offers 
opportunities to improve the quality of education by 
offering flexibility and accessibility through the 
Internet. This can enable more dynamic and 

interactive learning experiences and allow students 
and teachers in multiple locations to collaborate and 
communicate more effectively (Alabbadi, 2011). In 
addition, cloud-based services can offer users and 
academic institution cost savings and access to 
scalable computing power (Buyya et al., n.d.; 
Armbrust et al., 2009; Motta et al., 2012). 

2 BACKGROUND 

This section presents the backgroud of cloud 
computing definitions, models and characteristics. 
Cloud computing computing is defined by the 
National Institute of Standards and Technology 
(NIST) as a model for providing a provisioned and 
on-demand computing resources which includes 
networks, servers, storage, applications, and services. 
It can be accessed using the Internet and needs 
minimal management effort or interaction from the 
cloud service provider (CSP) (Mell and Grance, 
2011). Cloud computing is delivered at levels 
offering software applications, application platforms 
or various infrastructure elements as cloud systems. 
According to NIST (Mell and Grance, 2011), cloud 
computing has three service models:  
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- Software as a Service (SaaS): the entire system 
is cloud based, so users are presented with the 
application(s) only. 

- Platform as a Service (PaaS): suitable for user 
intending to deploy their own applications  

- Infrastructure as a Service (IaaS): provides 
cloud based infrastructure such as storage, 
processing and networking elements. 

Cloud computing is usually deployed in four models 
(Mell and Grance, 2011), Private Cloud, Community 
Cloud, Public Cloud, and Hybrid Cloud. 

3 CLOUD IN HIGHER 
EDUCATION INSTITUTIONS 

Higher Education institutions play an important role 
in the growth of societies.  As with organisations 
nowadays, universities have become more reliant on 
Information and Communication Technology (ICT). 
ICT and internet-based services have to provide their 
stakeholders with educational services. Cloud 
computing is likely to be an attractive proposition to 
start up and small to medium educational 
establishments. The potential of cloud computing 
may include but is not limited to increasing service 
efficiency and cost-savings. An example from the 
University of California (UC) at Berkeley, found 
cloud computing to be attractive for use in one of their 
courses which was focused exclusively on developing 
and deploying SaaS applications (Alshwaier, 2012).  

The Medical College of Wisconsin Biotechnology 
and Bioengineering Centre in Milwaukee found the 
use of cloud computing in their research has provided 
an astounding computing power. Researchers at the 
centre have been doing protein research which has 
been made more accessible to scientists from 
anywhere in the world. This is due largely to renting 
Google’s cloud-based servers (Sultan, 2010).  

Some universities have adopted cloud computing 
for economic reasons. The Washington State 
University’s School of Electrical Engineering and 
Computer Science (EECS) has suffered cuts in its 
budget. However, the EECS claims that despite the 
challenging economic climate, cloud computing has 
actually enabled it to expand the services it offers to 
faculties and students (Sultan, 2010). 

Some Universities are facing difficulties to 
provide scalable and flexible IT services. For 
instance, in traditional computer labs, there are many 
challenges present such as, limitation of lab hours and 
seats during the peak hours, repairing and 
maintaining computer labs, traveling to and from 

university, cost of outfitting traditional computer lab 
(hardware and software). Normally, IT services 
required by students, researchers and academic are 
requested from the IT Department, whose job is 
illustrated in Figure 1. 

The IT department provides students, staff, 
academics and developers with different software and 
hardware tools. However, in cloud computing all 
these arrangements can be migrated to the cloud 
(Sultan, 2010). Figure 2 illustrates an example of how 
cloud computing is used in the university. 
 

 

Figure 1: Users of Traditional IT services in a University 
(Sultan, 2010). 

 

Figure 2: Cloud computing service models in a University 
(Mathew, 2012). 

Cloud Computing offers services that enable the 
universities to concentrate more on teaching and 
research activities rather than building on complex IT 
configurations and software systems (Sultan, 2010). 
It can also be deployed more quickly. Complexity can 
be reduced with Cloud Computing. Students can 
exploit different learning tools. Students already use 
some, such as Google Docs and Office365 and 
Windows Azure Platform for computer science 
students (Ercan, 2010). Students can access the 
learning resources they need from anywhere and at 
any time with any Internet capable device.  

Lecturers may experience flexible benefits as the 
cloud provides an easier platform to prepare their 
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teaching portfolio presentations, lessons, 
conferences, articles, etc. Researchers may also 
benefit from the advantages of using the latest 
technologies and hardware to do their experiments, 
while paying for using these services only on demand 
(Mircea and Andreescu, 2011). 

Developers can design, build and test applications 
on the infrastructure of the cloud service provider and 
produce those applications from cloud provider data 
centres to the end user (Sultan, 2010; Huang, 2012) 
System administrators can leverage processing, 
storage, database management and other resources 
available on the cloud.  

4 CLOUD SERVICES IN HIGHER 
EDUCATION 

The trend of educational cloud computing has been 
adopted by many leading IT companies. Microsoft, 
Google, Amazon and IBM have provided much 
initiative to support education institutions with the 
necessary learning tools. Some of these initiatives are 
free with no cost. Table 1 shows some of the existing 
educational clouds and tools. With the availability of 
content online, it is unnecessarily for lecturers to print 
teaching materials. Nowadays, students have the 
choice to access homework assignments, lesson 
notes, and other materials online with the cloud. 
Some of the leading cloud services in higher 
education are described below. 

 Microsoft Education Cloud. Microsoft 
Education Cloud has been actively developing 
educational cloud services such as Microsoft Office 
365. It provides schools with free email, website with 
editing and storage facility, instant messaging, web 
conferencing, and 25 GB of personal storage (Jay, 
2014). Furthermore, students and faculty are able to 
use any browser to create documents using Microsoft 
Office (David, 2013).  

The downside to Microsoft 365 is the cost. While 
a free option is available (with a signed contract), a 
per-user monthly payment is required to access 
features such as Office Mobile, Office applications 
for PC or Mac, unlimited email storage and 
voicemail. More alarming is Microsoft’s inability to 
ensure 99.9% uptime without monthly payment (Jay, 
2014). 

 Google Education Cloud. Google Apps for 
Education is one of the most used application as it 
does not involve actual cost (Jay, 2014). It is free with 
no hidden costs. Some of the feature include cloud 
email, 30GB of storage, hosting, word processing and 

collaboration tools (Google, 2015). Google is 
Microsoft’s strongest competitor. If it is compared to 
Microsoft’s Office Suite, there is an existing 
familiarity with many of Google’s products such as 
Gmail, Chat, and Calendar. Nevertheless, the main 
drawback is that it requires users to have (or create) a 
Google account. It is compulsory for user of age 13 
years old and below to get parent consent. 

Table 1: Examples of educational cloud-based applications 
(Razak, 2009; Alshwaier, 2012). 

Commercial 
Product Name 

Education cloud 
apps 

Features 

Microsoft 
Education Cloud

Microsoft 
Live@edu 

Website Creation 
File sharing 
Word processing 
Desktop sharing 
Resource scheduling 

Google 
Education 
Cloud 

Google Apps 
Education (GAE) 

Google Mail 
Google Sites 
Google Docs 
Google Video 
Google Calendar 
Google Talk 

Earth Browser Earth Browser 

Provide real 
Time data for weather, 
geological and other 
data 

Socratica Socratica 

Classrooms in science 
to access 
Create and study 
modules 

VMWare Virtual Desktop 
Provide Virtual 
computers 

IBM Cloud 
Academy 

Virtual computing 
lab 

Smart analytics system 

 

 Earth Browser. Earth Browser is a virtual globe 
software developed by Lunar software. It is available 
online as a flash application or be installed locally as 
an application (EarthBrowser, 2015a). It focuses 
mainly on visualising geophysical information such 
as weather, earthquakes, etc. It shows the earth as 
satellite images. EarthBrowser can be used in real-
time. It is  shows the object in three dimensional 
model with continuously updates  information 
(EarthBrowser, 2015b). The representation of the 
earth is rendered along with a large data which is said 
to be accurate. The object can also be rotated and 
zoomed to a given distance. 

 Socratica. Socratica produces high-quality 
educational videos for people of all ages (Socratica, 
2015). The videos developed are high-definition, 
clear, concise, and beautiful. Socratica collects and 
organizes the best free educational videos into topics 
that can be used by users. Socratica's mission is to 
organise educational videos. This can be used by 
users to create optimised learning experience. They 
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have also restricted videos suitable for age groups by 
having different channels in YouTube. 

 Virtual Desktops. In computing, a virtual 
desktop is known as another user interface that is able 
to provide user with the virtual space of a computer's 
desktop environment through the use of a software 
application installed in a user’s physical computer. 
(VMware, 2015). Generally, there are two ways to 
expand the virtual area of the screen. The virtual 
desktop are switchable allowing user to create virtual 
copies of their desktop that is switchable. This can be 
done with open windows existing one desktops.  

Another approach can expand the size of one 
virtual screen more than the physical viewing device. 
Usually, navigating an oversized virtual desktop is 
viewed using scrolling/panning into the subsection of 
the virtual desktop. One of the most popular VMware 
product is VMware Horizon 6. It provides a virtual 
desktop infrastructure (VDI) platform that provides 
virtualized and remote desktops and applications 
system through one platform, enabling users access to 
their online resources through one integrated 
workspace (VMware, 2015).  

 IBM Cloud Academy. IBM cloud academy is a 
collaborative community of leaders in education. It is 
intended for educational institutions, with a goal to 
help reduce costs and optimise services while making 
information available, and secure if needed (IBM, 
2014). It can also be used to consolidate resources, 
improve student success, and accelerate scientific 
discoveries. On the management part, it is expected 
to add administrative efficiencies, and conserve 
resources. 

These are known as how cloud can help 
educational institutions to provide services. They are 
actively integrating cloud technologies into their 
infrastructures to share best practices in the use of 
clouds and to collaborate with partners to create 
innovative cloud technologies and models (IBM, 
2014). 

5 CLOUD COMPUTING 
ADOPTION CHALLENGES IN 
HIGHER EDUCATIONS 

Despite the flexibility, scalability, on demand and 
powerful recourses cloud computing paradigm offers 
the higher education institutions, there is a low rate 
adoption of cloud computing in higher education 
institutions according to Gartner evaluation. Gartner 
mentioned that only 4% is the existing usage of cloud 
services in education. Another study highlights that 

12% of the participants are not familiar with cloud 
computing services whereas 88% of them agree that 
cloud computing education services must be 
exploited in the schools (Kurelovi, Rako and 
Tomljanovi, 2013). However, migration to the cloud 
may not be an easy task overnight. The higher 
education institutions face several challenges that 
hinder adopting cloud computing. Researchers have 
highlighted many factors that affect universities’ 
decisions to adopt cloud computing as shown in Table 
2. The challenges are described in the section below. 

5.1 Security 

Security in cloud computing is a major concern faced 
in the adoption of cloud computing, not only in 
academic institutions but in all industries. Cloud 
providers must maintain confidentiality, integrity and 
availability (CIA) by establishing security 
requirements to satisfy educational cloud computing 
systems. Some of these requirements are 
identification and authentication accounts for 
students, faculty members and administration staff to 
verify and validate each individual by username and 
password. Some need control permissions, priorities 
and resource ownership (authorisation). Encryption 
techniques should be employed to protect sensitive 
data of institution such as exams, grades, etc. from 
tampering or unauthorized access. There is also need 
to ensure non-repudiation is some circumstances 
which means the transactions cannot be denied using 
time stamps, digital signatures and confirmation 
receipts (Razak, 2009; Ketel, 2014; Sultan, 2010; 
Mathew, 2012; Alshwaier, 2012). 

5.2 Privacy 

Privacy in higher education ensures sensitive data are 
protected from unauthorised and unauthenticated 
access in the cloud. Student’s records, researchers’ 
intellectual property should be maintained on the 
cloud. To protect the privacy of personal data 
European Union (EU), has privacy regulations that 
prohibit the transmission of some types of personal 
data outside the EU. This issue has required 
companies such as Amazon and others to provide 
offerings of storage facilities located in the EU. 
Regulation compliance impedes some higher 
education from adopting cloud-computing paradigm 
(Razak, 2009; Sultan, 2010; Mathew, 2012). 

5.3 Lock-in 

Vendor lock–in means that the university or instituti-
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Table 2: Adoption Challenges in Higher Education. 

Cloud Computing Adoption Challenges in Higher Education 

Authors Security Privacy Lock-in Reliability Bandwidth Management Trust Acceptance 

(Abdul Razak, 2009)  √ √     √  

(Sultan, 2010) √ √ √ √     

(Alshwaier, 2012)  √  √      

(Mathew, 2012) √ √  √ √ √   

(Ketel, 2014) √    √ √  √ 

(Shakeabubakar, 2015)    √   √  

 
on using cloud services from one provider may find 
all data they store and apps they use are locked-in to 
the products of specific provider which implies risks 
and significant costs to migrate to another vendor or 
to revert to on-premises traditional IT systems 
(Alshwaier, 2012; Sultan, 2010). 

5.4 Reliability 

Reliability has also been an issue for cloud users. For 
example, in February 2008, Salesforce.com 
customers were without service for 6 hours while 
Amazon’s S3: simple storage service and EC2 
experienced 3 hours outage in the same month a few 
days later and 8 hours outage in July. An outage is the 
absence of the Cloud service. Outage of the services 
in Higher education institutions can disrupt students 
from learning and can affect the learning schedule for 
the classes. It was mentioned that an 100% 
availability is impossible (Mathew, 2012; Sultan, 
2010). 

5.5 Bandwidth 

Internet bandwidth is the backbone of the 
internet-based educational services. The quality of 
service relies on the connection speed, which can 
require investment in the network infrastructure 
(Ketel, 2014; Mathew, 2012).  

5.6 Management 

There are differences between traditional education 
management and education management with cloud 
computing. Hence, implementing cloud computing 

will lead to management challenges such as how to 
manage teaching and learning, the content and 
courses, the examinations and students (David, 2013; 
Ghorab, 1997). 

5.7 Trust 

Trust of online services is one of the most challenging 
factors in academia. In 2013, a research was 
conducted in Malaysian Universities 
(Shakeabubakor, 2015), which were UKM, UTM, 
UM, and UNITEN. The study aim was to investigate 
the researchers  needs of productivity tools based on 
cloud computing in their reserch practices. The 
authors conducted interviews with researchers and 
postgraduate students. One of the significant findings 
was that 89% of the interviewed researchers distrust 
cloud application in their research activities 
(Shakeabubakor, 2015; Razak, 2009). 

5.8 Acceptance 

It is not easy to convince the decision makers in 
higher education to shift from one pattern to another. 
Cloud computing is a new IT Paradigm and it will 
change the familiar traditional pattern. Therefore, the 
users’ (academics and top management) perception 
and acceptance will have an effect on adoption of 
cloud computing within institutions (Ketel, 2014). 
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Figure 3: A proposed integrated model for cloud computing adoption in higher education institutions. 

6 CLOUD COMPUTING 
ADOPTION MODEL IN 
HIGHER EDUCATION 

In this paper, we suggest an investigation towards 
challenges aforementioned. Technology Acceptance 
Model (TAM) (Davis, 2014) is adopted and 
integrated with additional factors in the literature to 
investigate further factors that influence the adoption 
of cloud computing in higher education institutions. 
TAM is the most influential extensions of Ajzen and 
Fishbein’s Theory of reasoned action (TRA) (Ajzen 
and Madden, 1986). Based on an examination of 
computer-usage behaviour, Davis developed the 
TAM, which is designed to predict acceptance of 
information technologies and use on the job. It has 
been widely applied to variety of technologies and 
users. Several researchers have replicated TAM 
model to provide empirical evidence on the existing 
correlation between the usefulness and ease of use 
when using new technology. In addition, the 
researchers focused on testing the validity and 
reliability of the questionnaire instrument used by 
Davis and they found that the instrument had 
predictive validity for intent to use, self-reported 
usage and attitude toward use with different samples 
of users and different technologies (Hendrickson et 
al., 1993; Albert, 1993; Szajna and Worth, 1994). The 
TAM addresses why users accept or reject the use of 
information technology due to external variables: in 
our model we categorise the external variable and 
divide them into two types: 

1- Internal Factors: consist of Managers, decision 

makers and academic expert’s acceptance and 
their cultural and social believes and training 
needs to use cloud services in higher education 
institutions ‘user’s factors’. 

2- External Factors: consist of Security, privacy, 
reliability, lock-in and Bandwidth ‘Technological 
factors’ that intervene and indirectly affect their 
attitude toward using it.  

In this theory, the individual’s attitude is based on two 
elements; the first one, ‘perceived usefulness (PU)’ 
which is the measurement of the person’s beliefs 
about whether using the cloud services in Higher 
education would enhance their job performance. 
Perceived usefulness is an important element for 
investigating individual acceptance of a new 
technology (Ghorab, 1997; Anandarajan et al., 2002). 
According to Davies (Davis, 2014), individuals tend 
to use an electronic system when they believe that 
using the system will help in improving their job. It 
was confirmed that perceived usefulness factor has a 
strong impact on e-learning success (Park, 2009). So, 
in this study the users in universities such as IT staff 
and academic are more likely to use cloud education 
services if they feel that it is useful in education 
purposes. 

The second, ‘perceived ease of use (PEOU)’ is the 
measurement of the person’s beliefs about using the 
cloud services in higher education institutions 
without expending extra effort. Perceived ease of use 
is defined as the extent to which the academic staff 
believe using cloud education emerging services 
would be free of effort. Perceived ease of use plays a 
key role in investigating individual acceptance of a 
new technology. TAM is the most widely applied 
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model of user acceptance and usage. When users feel 
the technologies can be used in an easy way, it is more 
probable that they will adopt cloud services in their 
educational practices, so ease of use will affect 
universities staff attitude and behaviour. Therefore, 
the factor is selected in the model to examine the 
users’ acceptance of using cloud services in their 
teaching as academic or to store records and leverage 
different services such PaaS for developers to design, 
implement, test, and run new software. 

If the ease of use and usefulness of cloud 
computing services in higher education has been 
recognised by academics and top management 
personnel. This may lead to an increase the adoption 
rate of cloud computing in the education sector. 
Figure 3 above shows the proposed integrated model 
for this context. This will be used as a reference 
model in investigating the adoption factors in higher 
education institutions. 

7 CONCLUSION 

Cloud computing in higher education is still in its 
infancy compared to other industries. However, over 
time it will continually grow. The adoption of cloud 
computing may help universities to focus more on 
their main goals which are related to teaching and 
learning with minimum expenditure. Students and 
staff can rapidly and cost-effectively access various 
application platforms and pool of resources 
on-demand. Cloud computing services are useful and 
sometimes necessary to meet challenges and barriers 
to providing IT services in Universities.  

Important challenges include security, privacy 
and vendor lock-in that can affect the adoption of 
cloud computing in education but there internal 
factors such as user’s acceptance, user’s trust, Internet 
efficiency and the educational management roles. 
This is an ongoing research of challenges that affects 
the adoption of cloud computing in higher education. 
Based on previous research, there is a lack of 
empirical studies investigating the low adoption of 
cloud computing in higher education institutions. Our 
future work will focus on investigating success 
factors for adoption of cloud computing in higher 
education using the proposed integrated reference 
model in this paper.  
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