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1 RESEARCH PROBLEM 

Big data (BD) is nowadays a research frontier and a 
strategic technology trend, which is still emerging as 
a new scientific paradigm in many fields (Chen and 
Zang, 2014). It is commonly conceptualized by the 
3V´s model of (Laney, 2009), who defines three 
dimensions in BD known as: volume (data size), 
variety (data types) and velocity (production rate); 
that could be challenging to analyze, especially in 
large quantities. For these reasons, processing and 
analysis of BD requires new approaches, which are 
not suitable for conventional software and hardware.  

According to (Percival, 2009) Geospatial data 
(GD) has always been BD but not as it is today, due 
the accelerated increase and accessibility of 
geographical technologies (as for example: state-of-
art earth observation satellites, mobile devices, 
ocean-exploring robots, unmanned aerial vehicles, 
etc.). Moreover, the distribution policies in favor of 
free and open access to archives are giving way to 
automated mass processing of large collections of 
Geospatial data (Hansen and Loveland, 2012). 
Thereby, this type of data can be considered (under 
certain conditions), as a synonym of BD which 
requires not only powerful processors, software, 
algorithms and skilled data researchers (European 
Commission, 2014) but also a set of conditions that 
are not fully met to make possible and accessible the 
data-intensive scientific discovery.  

For these reasons, this research aims to explore 
the link between Geospatial data and BD, especially 
in the design and programming of processing chains, 
which usually do not show explicit considerations to 
manage the BD dimensions, moreover applied to 
ecosystem monitoring research. 

2 OUTLINE OF OBJECTIVES  

Due that the BD and Geospatial data involves many 

combinations; only two cases will be analyzed on 
this research. The first case involves the analysis of a 
large set of satellite images, so the volume 
dimension of BD will be the main challenge. The 
second case implies a unique large database of 
different Geospatial data sources and types, thus the 
variety dimension of BD will be the main problem. 
For these reasons, this research is divided in two 
empirical objectives and one theoretical, whose 
purposes will be the following: 

 Analyze the restoration process of disturbed 
tropical forests in Ecuador. For this reason, a 
processing chain for prepare a large collection of 
Landsat images and a time series analysis will be 
developed, applying the high performance 
computing approach. 

 Identify the environmental drivers that influence 
the restoration process of disturbed tropical 
forests in Ecuador. To this purpose, an 
exploratory statistical analysis and pattern 
extraction from a database composed by different 
sources and types of Geospatial data will be 
review. This will require the development of 
another processing chain using the high 
performance computing approach for harmonize 
and extract the patterns inside the data.  

 Describe the linkages of BD in Geospatial data 
and the benefits of the high performance 
computing approach in processing chains. Due 
this reason, the processing chains already 
developed will be debugged and optimized in 
order to guarantee their reproducibility and 
distribution as open source software. Moreover, a 
detailed description of their design and 
processing efficiency will allow the conclusion 
of the technical aspects of this objective. 

3 STATE OF THE ART 

In the early seventies, the term “information 
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overload” was mention by (Toffler, 1970) to explain 
the difficulties associated with decision making due 
the presence of excessive information. After that, a 
concern for the management and interpretation of 
large volumes of data became more relevant; 
however, without a proper solution.  

When computer systems were developed enough 
for recognize or predict patterns on data (Denning, 
1990), the scientific community was able to describe 
with more details the properties of the BD. The first 
known scientists who conceptualized the term were 
(Cox and Ellsworth, 1997) and they described it as 
the large data sets which exceed the capacities of 
main memory, local disk, and even remote disk. 
Consequently, the term was mainly associated with 
the size or volume of the data but (Laney, 2001) 
proposed two additional properties for describe BD 
calling them: variety, for refer to the diversity of 
data types and; velocity, for indicate the production 
rate of data. This concept approach is called the 
three V´s of BD and nowadays inspires most of the 
BD management strategies. However, other authors 
as (Assunção et al., 2013) suggest additional V´s 
properties and considerations for BD management 
calling them: veracity, value, visualization and 
vulnerability.  

Regarding to Geospatial data as BD, its use 
constitutes a research frontier which is making 
conventional processing and spatial data analysis 
methods no longer viable. The increasingly data 
collection and complexity of sensors aboard the 
earth observation satellites and other technology 
devices based in Geospatial data production is 
nowadays demanding new platforms for processing, 
which are now accessible through cloud computing 
services (Sultan, 2010). However, the scientific 
literature related to this field is not so numerous than 
the research done over individual or small 
collections of satellite images using conventional 
computing methods. A decline on this tendency over 
time is concluded by (Hansen et al., 2012), who 
affirms that methods in the future will evolve and 
adapt to greater data volumes and processing 
capabilities; and (Gray, 2009) who anticipated a 
revolution of scientific exploration based on data-
intensive and high-performance computing 
resources. 

The release by NASA and the USGS of a new 
Landsat Data Distribution Policy (National 
Geospatial Advisory Committee, 2012) which 
enables the free download of the whole available 
data collection constitutes an example of a data-
intensive source which demands new approaches for 
extract meaningful information. In this sense, 

(Potapov et al., 2012) demonstrated the feasibility to 
work with large Landsat collections developing a 
methodology which enable the quantification of 
forest cover loss through the analysis of a set of 
8,881 images and a decision tree change detection 
model. Moreover, (Flood et al., 2013) proposed an 
operational scheme for process a standardized 
surface reflectance product for 45,000 Landsat 
TM/ETM+ and 2,500 SPOT HRG scenes, 
developing an innovative procedure for correct the 
atmosphere, bidirectional reflectance and 
topographic variability between scenes. However, in 
both cases, is unknown the computing strategies 
adopted for manage and process such large 
collection of images. 

Nonetheless, other authors describe with detail 
the use of High Performance Computing and 
Geospatial data. For instance, (Wang et al., 2011) 
develop a prototype of a scientific Cloud computing 
project applied in remote sensing, which describes 
the requirements and organization of the resources 
needed; (Almeer, 2012; Beyene, 2011) investigated 
the MapReduce programming paradigm for process 
large collection of images; and (Christophe et al., 
2010) describes some benefits of Graphical 
processing units (GPU) respect to Multicore Central 
Processing Units (CPU) on the processing time of 
different algorithms types, commonly used in remote 
sensing. 

From all the references consulted, these two 
approaches were mainly found, in other words, 
separating the design of the remote sensing 
processing chains from the BD management 
strategies. For this reason, this research aims to 
couple them on two specific cases of large 
Geospatial data collections applied on Ecosystem 
monitoring, which involve the design of processing 
chains and BD management strategies. 

4 METHODOLOGY 

As is mention in the section 2, the empirical research 
will be applied in two cases, therefore each research 
objective has their own specific data sources, 
analysis methods, validation procedures and study 
areas (except for the third one which is mainly 
theoretical). The materials and methods are 
summarized in the next paragraphs (subsections 4.1 
to 4.4): 

 Data sources: multispectral and radar remote 
sensing products, aerial photography, ancillary 
cartography, climatic databases, GPS inventories, 
field recognition and surveys. 

CLOSER�2015�-�Doctoral�Consortium
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 Data analysis: literature research, parallel 
computing paradigm, image processing, machine 
learning, time series analysis and exploratory 
statistics 

 Validation procedures: multi-scale accuracy 
assessment 

 Study areas: selected sites of different tropical 
forest in Ecuador  

The study areas considered for this research 
represent sites which the available Geospatial data 
achieves the minimum information requirements, 
furthermore with a good register of field data and 
fidelity needed for the validation procedures.  
Finally, on this review only the first objective 
materials and methods are described in detail due the 
advances achieved until now. 

4.1 Geospatial Data 

For categorize the Geospatial data of the first 
objective, two types are listed with their respective 
sources: 
 Primary sources (all in raster format):  

1) A set of Landsat 4, 5, 7 and 8 images (±350 
data sets collected) acquired for the 
multispectral sensors TM, ETM+ and OLI-
TIRS (all with 7 spectral bands in the optical, 
infrared and thermal regions) over 3 scenes 
(each scene covers 33,300 km2); processed 
until the level L1T (which means a geometric 
correction but not a radiometric correction). 
This information covers a period of ± 30 
years with time intervals of 0.5 to 2 years; 
and with a spatial resolution of 30 meters. 

2) A set of digital elevation models obtained 
from the Shuttle Radar Topography Mission 
for the respective Landsat scenes, with a 
correction of the data voids (however with a 
fair quality). The spatial resolution of this 
data is 30 meters 

3) A set of very high resolution images from the 
RapidEye satellites (5 meters of spatial 
resolution with a geometric correction) and 
from historical archives of aerial photography 
(this information is under request). 

 Secondary sources (raster and vector format):  
4) Ancillary cartography, which describes the 

ecosystems and the different forest types in 
Ecuador; and other layers for describe the 
human and biophysical features of landscapes 
(roads, rivers, administrative boundaries, 
cities, soil types, climates, etc.) 

5) Climate databases from the WorldClim and 
metereological stations. 

6) GPS inventories of plant species and forest 
carbon stock measures on the field. 

4.1.1 Open Issues 

Due that the processing capabilities are restricted to 
a multicore computer; the raster data used for the 
analysis is reduced to a set of small study areas 
inside the image scenes. However, our interest is 
extend the processing capabilities using a cloud 
computing service for modify and upgrade the 
processing chain developed with the complete area 
of the images. 

4.2 High Performance Computing 

According to (Christophe et al., 2011) high 
performance computing is a natural solution to 
provide the computational power, which have 
several approaches like cluster, grid or cloud 
computing. Moreover, this approach not only refers 
to a connected groups of computers locally or 
geographically distributed; it refers as well to the 
parallel computing paradigm which is the 
simultaneous assign of tasks when is possible to 
divide a big processing problem into smaller ones. 
This can be done through the central processing 
units (CPU) or the graphical processing units (GPU) 
which nowadays computers have as hardware 
resources. 

The design of the processing chain for the 
Landsat images applies the parallel processing 
paradigm through the use of the cores in a multicore 
computer and the division of the collection of 
images acquired. For this purpose, an automatic 
detection of the cores in the computer makes 
possible to obtain the factor needed for subdivide the 
complete list of images. This is done in the R 
language through the package “foreach” (Weston, 
2015) which allows the management of the cores in 
a loop programming structure. The next R script 
shows this design: 

 

#list the data repository in the 
variable “load.data” which is the 
set of images  
load.data <- list.files(load.data, 

full.names= T) 
 
#detect the number of cores 

available in the computer 
ncores <- detectCores(all.tests = 

TRUE, logical = TRUE) 
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#subdivide the “load.data” list in 
groups according to the cores 

load.data <-
split(load.data,as.numeric(gl(length
(load.data),ncores,length(load.data)
))) 
 
#for each element “j” in the 
“load.data” subdivided list, take 
only a set (which #represent a set 
of 4 image directories when a 
computer have 4 processing cores) 
for (j in 1:length(load.data)){ 
 data.set <- load.data[[j]] 
 
 
 #register cores for apply in 
parallel 
    clusters <-makeCluster(ncores) 

registerDoParallel(clusters) 
 
#apply the parallel loop for 
each element “i” inside the 
variable #“data.set”. Due that 
each core need to load an 
environment, the command 
# “package=raster” specify that 
is needed this package to 
execute the script 

    
foreach(i=1:length(data.set),.packag
es="raster") %dopar% { 
 

#here comes the script which 
indicates the different 
operations that should #be done 
to each image folder, which is 
indexed by the “i” element 
inside #the variable “data.set” 
… 
#for close the parallel loop for 
the “i” element 
} 
 
#for stop the cores and prepare 
them for the next element of the 
loop 
stopCluster(cl) 
 

#finally, for close the loop of the 
subdivided list “load.data” another 
curly #brackets is needed 
} 

This structure allowed the distribution and 
application of complex algorithms over set of 
images, instead individual images, decreasing the 
processing time and according to (Zecena et al., 
2012) a more efficient energy consumption and 
algorithm processing.  

4.2.1 Open Issues 

This approach leads to a further experimentation in a 
cluster, grid or cloud computing environment as is 
mentioned before, however is needed a feedback for 
validate the data distribution between the cores when 
they are parallelized, as well the management of 
cores in a cloud computing service.  

4.3 Image Processing 

The image processing approach of this research 
follows five modules, each one composed of 
different sets of processing tasks which accomplish 
specific objectives. This is showed in the figure 1, 
which is a flowchart that summarizes the steps of the 
processing chain developed, however not yet 
finished. 

The design of this approach is inspired by the 
work of (Flood et al., 2013; Hansen et al., 2007; 
Potapov et al., 2012) who developed processing 
chains for large collections of Landsat images and; 
agreed in almost all cases with the order of the next 
required steps: 1) georectification/resampling; 2) 
conversion to the top of atmosphere (TOA) 
reflectance/atmospheric correction; 3) 
cloud/shadow/water masking; 4) standardization of 
the reflectance; 5) topographic and bi-directional 
reflectance normalization; 6) radiometric validation; 
7) index generation/image classification/change 
detection/time series analysis; and 8) accuracy 
assessment. 

4.3.1 Open Issues 

Some steps of the processing chain are missing due: 
a fail in the processing algorithms used or an 
absence of the algorithm in the R language packages 
repository. This involves new challenges and in 
some cases a change in the language used (as for 
example the coregister script which had to be 
programmed in Python). Due that our aim is produce 
and distributes a pure R application for process large 
collections of Landsat images, this can interrupt the 
sequence of steps involved. Therefore, new 
algorithms, libraries, software and package 
alternatives are being searched, but with the only 
requirement that they should be open source. 

Respect to the accuracy assessment, the results of 
the classifications of the images, will allow the 
measurement of the precision through the use of 
very high resolution satellite images and aerial 
photography. This approach called multi-scale 
accuracy has been proven for validate MODIS 
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Figure 1: Flowchart of the processing chain under development for large collection of Landsat images. 

(Morisette et al., 2012) and Landsat products 
(Goward et al., 2003); however with long time series 
a further literature research is needed for adopt a 
robust method. 
 
 

4.4 Tropical Forests in Ecuador 

Ecuador, despite its small size (only 283,560 km2), 
is one of the most diverse countries in the world 
(Sierra et al., 2002) and is counted 91 terrestrial 
ecosystems in its continental extension and 9 forest 
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types (MAE, 2013). However, with a deforestation 
rate of 0.68 – 1.7 % annual, which equals to 
61,764.50 hectares per year (MAE, 2012) put it on 
the list of the countries with highest deforestation 
rate in the world (Tryse, 2008). Due of this, is 
needed better ecosystem monitoring methodologies, 
which can manage the lack of high quality remote 
sensing data and corresponding ground data sets 
(Avitabile et al. 2012). 

4.4.1 Open Issues 

Respect to the study areas of tropical forest in 
Ecuador, three study areas along an altitude gradient 
in the Amazon region are being considered for the 
first objective; principally for their accessibility and 
data availability. Moreover, due that they are 
integrated in a watershed; their results can be useful 
for the second objective.  

5 EXPECTED OUTCOME 

At the end of the first part of this research, our 
expectations are: 1) generate a first version of a open 
source processing chain designed to prepare time 
series analysis with large collections of Landsat 
images; 2) evaluate the regeneration time of different 
forest types in Ecuador; 3) contribute with some 
ideas about the links between Geospatial data and 
BD; and 4) demonstrate some benefits of the high 
performance computing approach in remote sensing 
and processing chains. 

6 STAGE OF THE RESEARCH 

This research started one year ago and its proposal 
was accepted six months ago. Since then, the 
processing chain has been under active development 
and in six additional months will be totally finished. 
In the other hand, the redaction of the scientific 
paper about this chapter started time before and will 
be ready, as well too, in six months. After that 
period, a field work of six months in Ecuador will be 
done for collect the necessary information of the 
second research objective and corroborate the results 
of the first research objective. 
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In our doctoral proposal we deploy Sporadic Ad-
hoc Networks (SANs) over the devices of a group
of always-on users who happen to meet in a place.
The goal is to develop tailor-made services that ex-
ploit the possible similarities among the preferences
of the users and the technological capabilities of their
terminals to establish direct and hop-by-hop ad-hoc
communications. In order to overcome the intrin-
sic limitations of mobile devices, we explore the new
concept of Sporadic Cloud Computing (SCC) that is
aimed at providing each terminal with additional re-
sources by exploiting the (computational, network-
ing, storing...) capabilities of the rest of devices con-
nected to the SAN. In order to abstract the complex-
ity stemmed from the mobility scenarios, SCC works
with an enhanced Virtualization Layer that deals with
a few static virtual nodes instead of a higher num-
ber of mobile real nodes. This allows to turn our
SANs into reliable and stable communication envi-
ronments to promote interactions among potentially
like-minded strangers in a great diversity of mobility
scenarios, involving both pedestrians and cars in ve-
hicular environments.

1 RESEARCH PROBLEM

After the irruption of the Web 2.0 and the smartphone
revolution, most of the on-move users carry with them
handheld devices for actively interacting daily with
their friends/followers/followees/... in the context of
the virtual world of the Internet. Sociologist have al-
ready advised about the negative effects derived from
some of these behaviours, which might lead the users
to immersing themselves in a virtual communication
burble with their contacts, by giving up interacting
face-to-face with nearby individuals (Kuss and Grif-
fiths, 2011). In the same line, other experts have
analyzed the consequences of the so-called FOMO
(Fear Of Missing Out) effect which denotes the fear
of users of losing events, news and situations that hap-
pen in their social networks, thus not taking an eye

off their devices (Przybylski et al., 2013). In order
to fight these situations, we are working in the devel-
opment of the SPORANGIUM (SPORAdic networks
in the Next-Generation Information services for Users
on the Move) platform which deployes Sporadic Ad-
hoc Networks (SANs) among always-on users who
happen to be in a place, by establishing multi-hop
ad-hoc connections over their respective mobile ter-
minals. The goal is to promote more direct interac-
tions among strangers who happen to meet in spaces
like cinemas, stadiums, museums, concert halls, etc.,
who might have potentially common interests (cin-
ema, sport, art, music, etc.) that would be convenient
to explore.

For that purpose, SPORANGIUM must orches-
trate activities and tailor-made services that bring to-
gether the particular context of the users, their po-
tentially common preferences and the capabilities
of their devices for establishing ad-hoc connections.
However, these services far exceed traditional mobile
devices capabilities, which suffer from computational
limitations, as well as battery restrictions and pro-
cessing time. To face this situation, the new Mobile
Cloud Computing (MCC) paradigm has arisen that
takes inspiration from the well-known Cloud Com-
puting (CC), which is based on delivering comput-
ing as a service whereby shared resources, software
and information are provided as a utility over a net-
work (typically the Internet). In MCC the goal is to
enable to process a large amount of data on demand
anytime from anywhere, so that mobile devices con-
nect to the Internet to use an environment that inte-
grates diverse platforms and technologies (Dinh et al.,
2013). Specifically, MCC promotes to move the com-
puting power and data storage away from mobile de-
vices and into the cloud, bringing multiple service
models (IaaS, PaaS, SaaS...) and mobile computing
to a wide range of on-move always-on users.

Recently, the MCC paradigm has been exported to
vehicular communication environments where some
researchers have proposed the so-called Vehicular
Cloud Computing (VCC). The goal here is to exploit
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both the physical data center units that are in charge
of performing the data computation and storage (like
in MCC) and the on-board resources of the own ve-
hicles (Olariu et al., 2013). In our proposal of PhD
work, we want to extend the VCC paradigm to sup-
port mobility scenarios beyond the vehicular environ-
ment, by involving both pedestrians and vehicles on
the road. Specifically, we explore a new paradigm –
namedSporadic Cloud Computing(SCC)– aimed to
allow the users’ devices to exploit both the (comput-
ing, storing, networking, sensing...) resources avail-
able in the rest of terminals connected to the SANs,
and those provided from external data centers. In
the deployment of our SCC paradigm in diverse mo-
bile communication environments, one of the main re-
search challenges has to do with the high mobility of
the nodes connected to the ad-hoc network (e.g. cars
in a vehicular ad-hoc network), and therefore, with its
frequenlty changing topology. This causes that com-
munication fails often as these nodes move fast and
are out of the range of the ad-hoc network, which also
hampers the routing tasks when forwarding informa-
tion (Gerla, 2012).

2 OUTLINE OF OBJECTIVES

Our doctoral proposal is aimed at designing, develop-
ing and validating the mechanisms necessary to:

1. turn our SANs networks into reliable and stable
communication environments with good perfor-
mance in terms of overhead, packet delivery ratios
and scalability, covering vehicular, pedestrian and
mixed environments, and

2. deploy enhanced “X”aaS service models (e.g.
CaaS, NaaS, STaaS, SEaaS...) through our SCC
paradigm, so that the devices connected to the
SAN can collaborate and share their respective
Computing, Networking, SToring and SEnsing
capabilities in the deployment of advanced com-
munication services.

As introduced before, the main research chal-
lenges derived from both objectives has to do with
(i) the frequent topology changes happened in certain
communication environments (e.g. in a vehicular ad-
hoc network due to the fast movements of the cars),
and (ii) the fact that the capabilities available in the
SANs vary on the time, as the location of the users’
devices change.

To deal with the high mobility of the nodes con-
nected to our SANs, our proposal takes advantage of
the improvements proposed in the realm of Mobile

Ad-hoc Networks (MANETs), which have been en-
visaged to face the problems derived from (i) the wire-
less transmission mediums, (ii) the high variability
of the network topology due to unpredictable nodes’
movements, and (iii) the existence of severe restric-
tions in terms of processing capabilities, memory and
battery consumption. In particular, we start from the
work presented in (Dolev et al., 2004) where the au-
thors described avirtualization layernamed VNLayer
(Virtual Node Layer). Specifically, the VNLayer is a
cluster-based approach where the mobile nodes col-
laboratively create an infrastructure of staticvirtual
nodesto ease the routing problem and the mainte-
nance of persistent state information in the area cov-
ered by an ad-hoc wireless network of mobile devices
(as our SANs), notwithstanding the mobility of the
(real) physical nodes. Actually, the VNLayer resides
between the link layer and the Internet Layer, so that
the virtual nodes can be addressed as if they were
static server devices. This helps to mask the uncer-
tainty that arises from the MANETs’ varying topol-
ogy and from the fact that the physical devices can
fail unpredictably. Consequently, it is easier for de-
velopers to work at the nodes’ upper layers, since they
can deploy applications on mobile devices and vir-
tual servers with greater ease and efficiency. Besides,
virtualisation creates a level of hierarchy in the oth-
erwise flat MANETs, which brings in opportunities
to re-design MANET protocols to operate more effi-
ciently and reliably.

Since the virtualization layer by Dolev et al.
has been developed to handle communications in
MANETs, the first objective of our doctoral proposal
consists ofextending and adapting the working of
the VNLayer to the restrictions and peculiarites of
more demanding mobility scenarios, including, for
instance, communication environments where pedes-
trians and occupants of vehicles are involved. To this
aim, we need to envisage refinements in the VNLayer
(resulting in our VNLayer+) to take into account, for
instance, the comparatively faster movements of ve-
hicles, the freedom of movement of the pedestrians,
as well as the fact that these nodes are not subject
to the strict energy, space and computing capabilities
restrictions of MANETs. These restrictions must be
considered to turn our SANs into reliable communi-
cation environments, covering a wide diversity of ap-
plication scenarios beyond the generic MANETs ex-
plored in Dolev et al.’s approach.

Our SCC paradigm must developtransport-layer
coordination mechanisms among the devices that
are connected to the SANs in order to enable an
efficient sharing and allocation of their available
resources by working over the virtualization layer,
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which is the second objetive of the doctoral pro-
posal. This fact causes that, differently from the
traditional approaches envisaged in CC, MCC and
VCC, our “X”aaS service models need to deal with
the (static) virtual nodes of the VNLayer+, which
are emulated/supported by the devices of the users
on the move. Specifically, while the SAN is estab-
lished among the users’ terminals, the messages to
request resources from the ad-hoc network (or to ad-
vertise resources that are left to other devices’ dis-
posal) are managed by virtual nodes. The tandem
SCC-VNLayer+ contributes to (i) fight/alleviate the
communication errors and data loss noticeable in mo-
bile ad-hoc networks (Dinh et al., 2013), and (ii) to
orchestrate advanced applications to improve the ex-
perience of the users, by taking advantage of the reli-
able data exchange over the SAN (thanks to the VN-
Layer+) and the availability of additional resources in
each terminal (thanks to the service models of SCC).

The possible applications to be deployed in the
realm of our SANs cover a wide spectrum, rang-
ing from the orchestation of activities bounded to an
event where a group of like-minded users happen to
meet (e.g. in a museum, theater or stadium), to the
provision of both improved applications for interve-
hicular communication (e.g. optimization of traffic
flows, chats among drivers, proactive organization of
ride-sharing opportunities or selective distribution of
personalized advertising in nearby places), and re-
finements in the context of thesmart citiesthrough
the planification of people mobility and urban games,
among others.

3 STATE OF THE ART

In this section, we review related works in the two
main research fields of our doctoral proposal: the use
of virtualization in MANETs and the exploitation of
resource sharing among devices in mobile communi-
cation environments.

3.1 Virtualization in Mobile Ad-hoc
Networks

The VNLayer was presented in (Dolev et al., 2004) as
a set of procedures to turn ad-hoc networks of mobile
devices into more predictable environments for com-
munications. The main idea is to engage the mobile
physical nodes (PNs) in collaboration to emulate vir-
tual nodes (VNs) that remain in known grid locations,
as shown in Figure 1 (where back circles and white
squares denote PNs and VNs, respectively).

The VNLayer divides the geographical area of an
ad-hoc network into square regions, whose size is
chosen so that every PN in a region can reliably send
and receive data from every other physical node in
that region and neighboring ones. Each VN (one per
region) is emulated by the PNs located in the corre-
sponding region, so that when all the physical nodes
leave this region, the virtual node stops to work. In
each region, one PN is chosen as theleaderin the re-
gion and becomes the primary responsible for packet
reception, buffering and forwarding. Meanwhile, a
subset of non-leader nodes are designated asbackups
to maintain information consistent with the leader’s
version (specifically, replicas of the virtualization-
related state information and the routing tables tack-
led by the routing protocols working on the virtualiza-
tion layer). This way, the VNs can maintain persistent
state and be fault tolerant even when individual PNs
fail or leave the region.

Figure 1: Static virtual nodes (white squares) overlaying the
mobile nodes of a MANET (black circles).

An exhaustive analysis of the VNLayer allows to
detect certain sources of inefficiency in its function-
ing, which are mainly related to:

• The Procedure used to Identify New Backup
Nodes: The approach adopted by Dolev et al.
in order to designate backup nodes among non-
leaders is a probabilistic one and it is driven by
a Coin Tosser Function, according to which the
greater the number of nodes in the region, the
lower the probability that a PN will choose as
backup. This avoids having many backups in
dense MANETs, and thus reduces the overhead
due to state synchronisations, i.e. to the exchange
of messages aimed at ensuring that the replicas of
the state information from the upper layers (e.g.
routing tables) kept in the backup nodes are con-
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sistent with the leader’s version.

• The Procedure adopted in the Leader Election:
This process suffers from two main problems: (i)
it involves a great number of messages to be ex-
changed –which contributes to increase the dura-
tion of the virtual nodes’ downtimes–, and (ii) the
selection process does not prioritize the backup
nodes that have an updated version of the out-
going leader node (which would be the best can-
didates to become a new leader). In particular,
this procedure could designate as new leader ei-
ther a node that was not acting as a backup or
a non-synchronised backup node, even in cases
that there were synchronised backups in the re-
gion. This causes that the state information from
the upper layers would be lost unnecessarily and
new synchronisations would be triggered immedi-
ately, thus increasing the overhead.

• The Procedures adopted Once a Region Becomes
Empty: The VNLayer does not preserve informa-
tion about the states of the VNs corresponding to
regions that become empty after the withdrawal of
all the PNs located in them. This degrades the per-
formance of the virtualization layer, thus causing
unnecessary delays in the recovery of the VNs.

Besides the above limitations (which have been
identified in MANET scenarios), the VNLayer re-
quires additional refinements to improve its perfor-
mance in more restrictive and demanding mobile
communication environments, such as the pedes-
trian/vehicular/ mixed scenarios we want to explore
in our doctoral proposal.

3.2 Resource Sharing among Mobile
Devices

The idea of taking advantage of the resources avail-
able in the handheld devices that are located around
an on-move user is not new at all. Specifically, the ca-
pabilities that have gained more momentum are those
related to the networking resources. In this regard, the
so-calledspontaneous networkinghas arisen in the
last years, where wireless mobile nodes opportunis-
tically exploit multi-hop ad-hoc paths toward peers to
share content and available resources in an impromptu
way. The idea is to take benefit from the available
bandwidth in many handheld devices (which is of-
ten underutilized) to be shared with other peers in
current vicinity, thus better exploiting the increasing
availability of computing/memory/bandwidth-related
capabilities at portable wireless terminals. In this line,
we found the approach proposed in (Bellavista and
Giannelli, 2010) where a middleware named RAMP

(Real Ad-hoc Multi-hop Peer-to-peer) is described.
In particular, RAMP combines network-layer solu-
tions and application-layer approaches to support In-
ternet connectivity sharing in spontaneous networks.
Specifically, RAMP creates multi-hop paths toward
border nodes (i.e., nodes directly connected to the tra-
ditional Internet and offering part of their underuti-
lized connectivity to nearby peers), so that each node
can use the path currently deemed as the most suit-
able, e.g., because it provides largest bandwidth or
requires lowest power comsumption. This approach
leads to a significant routing overhead when exploit-
ing different multi-hop heterogenous paths traversing
the same node.

At the application layer we found other ap-
proaches that go beyond the solutions proposed in
RAMP, which have been designed for vehicular ad-
hoc networks taking inspiration from BitTorrent-style
P2P file sharing systems (Nandan et al., 2005; Lee
et al., 2007; Chen and Chan, 2009; Lee et al., 2006;
Eriksson et al., 2008). The goal is not only to ex-
ploit the connectivity of one terminal from the rest
of devices, but to collaboratively download different
chunks of the same content during periods of con-
nectedness. All these application-layer protocols are
aimed at enabling (collaborative) downloads of con-
tents that typically are appealing to all (or most of) the
vehicles connected to the VANET. The contributions
that we are pursuing in SCC are located in a lower
layer, where the goal is to aggregate the connections
of several nodes in a transparent way, without con-
ditioning besides the usage of the downloaded con-
tents by those nodes (covering, e.g., scenarios where
the accessed information is useful for just one node
in the SAN). To this aim, we must envisage tranport-
layer solutions that deal with multiple connections
and multi-hop communications in diverse mobile ad-
hoc networks, by working on the top of our enhanced
virtualization layer, which, to the best of our knowl-
edge, is approach completely novel in literature.

Beyond the networking capabilities, in the vehicu-
lar environment it is also possible to find new service
models that allow vehicles to share to each other on-
board storage facilities (STaaS: Storage as a Service),
computing power (CaaS: Computing as a Service),
services (about traffic information, driver safety or
weather and road conditions) that are assembled from
the information collected by other vehicles (COaaS:
Collaboration as a Service), and advanced function-
alities related to provision of entertainment as a ser-
vice on the road (ENaaS: ENtertainment as a Ser-
vice) or taking of photos and recording of videos in
particular places and at specific times (PicWaaS: Pic-
tures on a Wheel as a Service), as described in (Arif
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et al., 2012). These services can be deployed over
diverse vehicular clouds, ranging from static clouds
(which aggregate the capabilities of parked cars) and
semi-static clouds (involving vehicles stopped for a
moment because of a traffic jam) to mobile clouds
(the most common option where a large amount of
vehicles travel on the road). The most sophisticated
approaches have been designed in static and semi-
static clouds, while the challenges derived from the
frequently changing topologies of mobile clouds have
not received the same attention (Gerla et al., 2014).
The goal of our proposal is to handle the mobility of
the nodes connected to our SANs (both pedestrians
and vehicles), by exploiting the virtualization refine-
ments and the mechanisms envisaged in the SCC to
face the communication errors and data loss notice-
able in highly dynamic ad-hoc communication envi-
ronments (Arif et al., 2012).

4 METHODOLOGY AND STAGE
OF THE RESEARCH

After an in-depth review of the state-of-the-art, the
first step to tackle our research problem has been the
development of a simulator (whose high-level design
is sketched in Section 4.1), which is aimed at vali-
dating the procedures of the VNLayer+ (Section 4.2)
and the “X”aaS service models of the SCC paradigm
(Section 4.3). While the simulator has been totally
implemented, our ongoing work is focused on the
foundations of the VNLayer+ and the specific mech-
anisms of some “X”aaS models of the SCC.

4.1 A SAN Simulator

Covering vehicular, pedestrian and mixed environ-
ments requires that our simulator (i) models the mo-
bility requiremens of each application scenario, and
(ii) deals with the communications among the mobile
nodes. To this aim, we have revised diverse pedes-
trian and vehicular mobility models defined in lit-
erature (Sharma and Singh, 2013), with the goal of
selecting the ones that represent realistically the be-
haviours of the moving nodes that are connected to
our SANs. Regarding the pedestrians, as depicted
in Figure 2, we have chosen three different models
to generate diverse types of mobility traces, referred
both to individuals and groups.

• The Random Walk Mobility Modelallows the
nodes to move randomly without restrictions (e.g.
a pedestrian walking a street in a city), so that the
destination, speed and direction are all chosen in-
dependently of other nodes.

• TheNomadic Community Mobility Modelconsid-
ers groups of nodes that collectively move from
one point to another. This model is especially ap-
propriate for scenarios where a group of pedes-
trians move together, but each individual could
also roam around a particular location individu-
ally (e.g. a group of tourists who visit together the
historical centre of a city). By adjusting the corre-
sponding parameters, it is possible to control how
far each node can roam from each reference point,
thus resulting into very realistic movements.

• Finally, we adopt theReference Point Group Mo-
bility Model where each group is composed of a
number of members and one leader, so that the
movements of the leader determine the mobility
behaviour of the entire set (e.g in a mobility sce-
nario where a group of students visit a museum,
being guided by an expert).

As depicted in Figure 2, the above mobility mod-
els have been integrated via the existing simulation
tool MobiSim1, whose modular architecture allows to
easily add extra models and trace formats. Regarding
the generation of vehicular mobility traces, we have
resorted to SUMO2, due to the possibility of adding
new mobility models and submitting realistic (vehic-
ular) mobility traces in NS-2 format.

Also, we have decided to adopt NS-3 because
this simulator greatly improves NS-2 in terms of effi-
ciency, memory management and kernel architecture,
besides making easier the integration of third-group
software and the definition of new mobility models
by using C++. Certainly, the models implemented in
NS-3 are too simple in order to fulfill a wide diver-
sity of mobility requirements. However, our simula-
tor overcomes this limitation thanks to the (pedestrian
and vehicular) mobility behaviours modeled by the
external simulators MobiSim and SUMO. As these
behaviours are modeled as NS-2 traces, NS-3 uses a
NS2MobilityHelper module to convert them to NS-
3 mobility events. As seen in Figure 2, NS-3 sup-
ports protocols such as UDP, TCP, IP and multiple
routing protocols for mobile ad-hoc networks. Con-
sidering our virtualization mechanisms requires to in-
clude two additional modules aimed at implementing
the virtual layer level (VNLayer+) and a virtualized
routing protocol grounded on it (VNRouting), thus
greatly improving the performance of the ad-hoc net-
work. Lastly, the lowest level hosts diverse versions
of the IEEE 802.11 protocol (such as IEEE 802.11p
specifically developed for vehicular networks).

1http://www.masoudmoshref.com/old/myworks/
documentpages

2http://sumo.sourceforge.net/
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Figure 2: High-level design of our SAN simulator.

In conclusion, the exploitation of synergies among
MobiSim, SUMO and NS-3 makes it possible to eas-
ily define multiple and diverse mobility scenarios
where we will explore the potential of the SANs con-
tributed in our proposal.

4.2 The VNLayer+

As depicted in Figure 3, the VNLayer+ divides the ge-
ographical area of the SAN into regions (denoted as
cubes), so that a virtual node is located in each region.
Analogously to what we commented for the VNLayer
by Dolev et al., each virtual node is supported by sev-
eral moving nodes (both pedestrians and vehicles in
our scenarios), so that the virtual node stops to work
after all the physical nodes leave the region. Also,
there exist in each region leader and backup nodes in
order to maintain replicas of the virtualization-related
state information and the routing tables tackled by the
routing protocols working on the VNLayer+.

We have focused on the envisage of procedures
aimed to face the inefficiency sources identified in the
traditional VNLayer (recall Section 3.1). Next, we
sketch the ideas considered in our refinements, whose
details can be found in (Bravo-Torres et al., 2015):

• First, we have developed a new leader election
procedure to prevent from the slow reaction of the
VNLayer to leader withdrawls, which impinged
heavily on the communications in scenarios of
high mobility, since the VNs were down during a
non-negligible portion of the average time that the
vehicles would remain in the respective region.
Briefly, the leader election procedure is driven by
different types of events (message receipts, time-
outs and region changes), which take each PN
to multiple states. Our approach consists of re-
moving some of these states and reorganizing the
transitions between the remaining ones in order to
speed up the discovery of the new leader.
Besides, we are also interested in sophisticating

the election of VN leaders so that the role is dy-
namically transferred to the physical node that
is most likely to remain longest within the cor-
responding region (as inferred from information
coming from either the link layer or the applica-
tions layer).

• The backup designation procedure proposed in
the VNLayer needs improvements too. In particu-
lar, our goal is to ensure that the number of backup
nodes in a region stays, whenever possible, within
a given minimum (to guarantee the resilience of
the virtual nodes) and a given maximum (to avoid
excessive synchronisation overhead). To this aim,
our idea is that the leader reports the number of
backups in the region, so that other non-leaders
can learn whether they should offer themselves
to further support the VN. This way, becoming a
backup is no longer a fortuitous and autonomous
decision as in Dolev et al.’s approach, but rather
an informed and supportive one.

• Last, we have also developed procedures to im-
prove the management of empty regions designed
in the VNLayer. In this regard, our approach is
based on defining a new table (namedB table)
whose entries contain the physical addresses of
the backup nodes along with its state (synchro-
nised or not). Specifically,B table replicas are
stored in all the nodes of a region, which is the
key to avoid losing state information from the
upper layers when a newcomer assumes leader-
ship shortly after the previous leader has left. In
this scenario, the upstart (the newcomer) does not
have the state information of the virtual VN of the
region, but the synchronised backup do. Com-
bining theB table and the information from the
backup node, the upstart can start operating just
as well as the former leader in a very short time.
These mechanisms are complemented with other
procedures aimed to keep the structure of our
SANs stable, thus enabling that the communica-
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Figure 3: Sporadic Ad-hoc Network (SAN) deployed in a generic mobility scenario involving pedestrians and vehicles.

tions and services over the ad-hoc networks are
not interrupted as users move. For that purpose,
when a virtual node is about to become inactive
(because there are very few devices in that re-
gion), the leader sends its buffered information to
the leader node of a neighbor region. This infor-
mation is stored until the original virtual node is
operative again (i.e. until new terminals enter that
region). At this moment, the just-restored virtual
node requests the information and processes it by
resorting to the capabilities provided by the new
terminals that are located in its region, thus pre-
venting from losing information as nodes move.

4.3 The SCC Paradigm

The devices connected to the SANS require coordina-
tion mechanisms to orchestrate the sharing and allo-
cation of their available resources (and even of extra
resources available from the Internet). To this aim, the
virtual nodes of the VNLayer+ must establish com-
munications to each other in order for the users’ de-
vices (i) to request resources to other terminals and

(ii) to advertise those that they are willing to pro-
vide to the SAN. We have designed a transport-layer
approach aimed at sharing and allocating resources,
on which the multiple “X”aaS services of our SCC
paradigm will be grounded. Each of these service
models will require particular refinements (on which
we are focusing our ongoing research work) that will
be develop on the common substratrum described in
this section.

For our descriptions, we assume that the geo-
graphic area where the SAN has been deployed is
divided into regions (recall Figure 3), whose leaders
and backup nodes have been selected by the mecha-
nisms of the VNLayer+ mentioned in Section 4.2. In
this scenario, we suppose that a terminal connected to
the SAN (hereafter, application node) needs extra re-
sources for running an application and asks for them
to the sporadic cloud. This process is organized as
follows, as depicted in Figure 4:

• Firstly, the application node broadcasts a Re-
source Discovery Message (MRDiscovery) in its
region.
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Figure 4: Messages exchanged among the application node
and the leaders of the regions identified within a SAN.

• Upon the reception of theMRDiscovery message,
the leader node of the region sends it to the leaders
of its adjacent regions. This process is repeated by
the remaining leaders until reaching the last re-
gion.

• In each region, the leader includes in the
MRDiscovery message information about the re-
sources available in the devices supporting that
virtual node. The leader of the last region aggre-
gates all the responses and sends this information
back to the application node via a Resource Re-
ply Message (MRReply) through the leaders of the
intermediate regions.

• After receiving theMRReply message, the appli-
cation node distributes tasks among the virtual
nodes, considering the availability of resources
reported by the leaders of their respective re-
gions. The corresponding task assignment is noti-
fied to each leader via a Resource Acknowledge-
ment Message (MRAck). This allocation process
changes as per the specific “X”aaS service de-
ployed, which at the same time depends on the
kind of resources required for the application node
(computing, storing, networking...).

• Since virtual nodes might need to cooperate when
it comes to getting the information required by the
application node, each leader records the tasks to
be done by the rest of leaders. This information is
also reported to the backup nodes of each leader in
order to ensure a correct synchronization among
them, so that a backup can take the place of the
current leader when this node leaves the region.

• After receiving theMRAck message, each leader
distributes its task assigment among the physical
nodes of the region, by considering the capabili-
ties that these devices put at disposal of the SAN
at this moment. Once the terminals have finished
their job (which depends obviously on the capa-
bilities shared in each “X”aaS service), the leader
of this region is notified. This node finally informs
to the application node by sending a Completed
Task Message (MCTask).

• This way, the cooperation among the virtual nodes
enables to get the information required by the ap-
plication node. Depending on the application to
be runned in this node, our approach allows to
replicate this information in special virtual nodes
of the SAN, so that other application nodes can
also access it. Specifically, to this aim, we resort
to very stable virtual nodes which are supported
by a huge amount of connected devices that are
located, for example, in crowded squares or av-
enues and intersections with a lot of vehicular traf-
fic. In order to access these contents, each node
just needs to send a Content Request Message
(MCRequest) to the leader of its region to trigger
the process. The information is finally received
via a Content Response Message (MCResponse).

Note that above descriptions are also valid for a
scenario where multiple application nodes ask for re-
sources simultaneously. In this case, the capabilities
available in each virtual node will be considered when
deciding about new requests, and, once the resources
provided by the terminals are about to finish, the re-
quests will be queued until the resources blocked by
other application nodes are released.

As introduced before, having developed the com-
mon substratrum of SCC, we need to envisage the
specific mechanisms required in each “X”aaS service.
Currently, we are working on the N(etworking)aaS
model with the goal of allowing the mobile nodes to
collaboratively download contents from the Internet
and to share them with the rest of members over the
SAN. To this aim, we require transport-layer solutions
that manage multiple connections over the multi-hop
ad-hoc network in a transparent way. These mech-
anisms should lead to significant improvements in
terms of download time, thanks to the simultaneous
exploitation of the Internet connections provided from
the terminals of several individuals (e.g. if we have 3
terminals with a bandwidth of 1 Mbps each one to
download a content of 3 MB, the download would
last 3 seconds using just one connection, and 1 second
splitting the content in three chunks of 1 MB each one
and aggregating the 3 connections).
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5 EXPECTED OUTCOME

In our doctoral proposal, wireless mobile nodes op-
portunistically harness multi-hop ad-hoc paths to ex-
ploit the availability of a great amount of (often un-
derutilized) resources that are provided by the termi-
nals of nearby “always-on” users in the context of the
SANs.

On the one hand, such SANs promote shared ex-
periences among potentially like-minded users who
happen to be close to each other, by relying on direct
or hop-by-hop ad-hoc communications. On the other
one, in the realm of these ad-hoc networks, our new
SCC paradigm enables the deployment of multiple
context-aware applications and “X”aaS service mod-
els whose novelty is grounded on two features. First,
the fact of working with static virtual nodes instead
of mobile real nodes, which makes easier the routing
tasks and ensures reliable and stable communication
environments. Second, the possibility of bringing to-
gether in a transparent way (i) the resources provided
by each terminal that is connected to the SAN and
(ii) the capabilities of the traditional MCC (if avail-
able) in diverse ad-hoc mobility scenarios, working at
the transport layer and on the top of the virtualization
mechanisms.

To put it from another angle, the resource shar-
ing and allocation pursued in our SCC allows to im-
prove the experience of each individual thanks to the
capabilities contributed by the rest of members of the
SAN, notwithstanding their mobility. This way, the
users might, for instance, enjoy connectivity of the
Internet and even reduce download times by aggre-
gating the 3G/4G connections of other terminals, use
extra storage space (in these devices or even in the
cloud) and also exploit additional computational re-
sources provided by more powerful terminals in or-
der to run, for example, (demanding) personalization
strategies. Such strategies would allow to provide the
SAN users with contents of their interest which might
have been proactively selected as per their preferences
(and even collected, enhanced and shared by other in-
dividuals) within tailor-made sporadic communities.
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Existing solutions for automatic scaling of applica-
tions in the cloud focus on the requirements of web
services. A number of application servers is de-
ployed, a load balancer is utilized to distribute the
requests to these application servers, and new ap-
plication servers are launched and configured when
the requests exceed a certain capacity. However, the
requirements for scaling scientific applications in a
cloud are different. Often, these applications are used
by a single scientist and the computational load is de-
fined by the complexity of the model to be computed
rather than by the number of users. In this paper, we
present an alternative approach to scale scientific ap-
plications in the cloud. Hereby, the deployment scal-
ing is driven by a domain model defined by the scien-
tist.

1 RESEARCH PROBLEM

Todays scientific research and simulations largely
depend on computing resources. While grid com-
puting offered the possibility to share and combine
large computing resources already in the past, cloud
computing offers more flexibility and automatic scal-
ing features when deploying distributed applications.
Large-scale international projects, e.g., Helix Nebula1

and the EGI Federated Cloud2 exist, that leverage the
usage of inter-connected clouds for the scientific com-
munity. While cloud computing has penetrated many
business domains, the adoption in the scientific com-
munity has not been that enthusiastic. Bunch at al.
(Bunch et al., 2012) identify three major reasons for
this observation:

1. Cloud systems are diverse and code written for
one cloud platform can not easily be ported to an-
other platform (“vendor lock-in”).

1Helix Nebula: http://www.helix-nebula.eu
2EGI Federated Cloud: https://www.egi.eu/

infrastructure/cloud/

2. Current cloud systems are designed for the execu-
tion of applications from the web service domain.

3. Using cloud computing requires user expertise,
rendering it inaccessible for non-computer scien-
tists.

The first issue has been addressed recently, by
introducing techniques known fromModel-Driven
Development(MDD) to the design of cloud appli-
cations (see e.g. MODAClouds (Ardagna et al.,
2012)) and also by the proliferation of standards
like the Topology Orchestration and Specification
for Cloud Applications(TOSCA) (OASIS, 2013) for
Cloud Orchestration and theOpen Cloud Computing
Interface(OCCI) (Nyren et al., 2011). The two later
points remain as open issues. To address these issues,
we introduce a framework that uses information from
the domain of the scientist to appropriately scale
scientific applications in cloud environments. By
leveraging the information encoded in the problem
definition to scale the infrastructure, we enable
scientists to focus on their domain rather than being
distracted by complicated cloud internals.

The remainder of this paper is structured as fol-
lows. Section 2 summarizes the research objectives
of this project. Section 3 introduces three applications
from different scientific domains that motivate our
research, while Section 4 summarizes the current
state of the art in modeling and deploying (scientific)
applications in cloud environments. In Section 5,
we discuss the requirements and restrictions that
are defined by our motivating applications on cloud
deployments and in Section 6, we introduce a frame-
work that aims to provide a foundation to solve the
research questions defined in Section 2. We comment
on drawbacks of the suggested solution in Section 7.
Section 8 defines the expected outcome and finally
in Section 9, we summarize the current state of our
research.
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2 OUTLINE OF OBJECTIVES

To be able to fully leverage the benefits of cloud com-
puting in science, we identify the following research
questions:

RQ1: How can we shield the individual scientist
who is willing to deploy his application in a cloud
from complicated cloud internals?

RQ2: Which parameters from the domain model
of the scientist have an influence on the required
scale of the cloud infrastructure?

RQ3: How can these parameters be utilized to scale
the cloud infrastructure conveniently?

To answer these questions, we propose a framework
that uses models to deploy applications in cloud en-
vironments and utilizes information from the domain
of the scientist to appropriately scale the deployed in-
frastructure.

3 MOTIVATING EXAMPLE
APPLICATIONS

In the scope of our project, we target three different
scientific application that are candidates for being ex-
ecuted in a cloud environment. These applications
utilize different software stacks, which will be intro-
duced in the following.

3.1 Monte-Carlo Simulation and Data
Analysis in High Energy Physics

Experimental particle collision data collected by the
experiments at theLarge Hadron Collider(LHC)3 at
CERN is produced at a data rate of∼15 PB/year. To
establish a ground truth, particle collisions data in
the same order of magnitude is generated with help
of Monte-Carlo methods according to the standard
model and its variations. Currently, this data is stored
and analyzed with the help of a multi-tiered grid4,
which spawns the whole globe. However, due to the
update of the LHC in 2013, the data rate will increase
dramatically. Hence, the high energy physics commu-
nity is searching for new computing models and ex-
tending the resources with cloud resources is a viable
option. Production of Monte-Carlo data by simulation
and also analysis of data can be easily parallelized

3The Large Hadron Collider: http://home.web.cern.ch/
topics/large-hadron-collider

4The Wordwide LHC Computing Grid: http://wlcg.web.
cern.ch/

since each simulated event (a particle beam cross-
ing) can be simulated and analyzed independently.
Cloud computing is a valuable solution for scientist
conducting analysis on smaller filtered datasets (up
to a few TB in size). The parallel ROOT facility
(PROOF) (Ganis et al., 2008) is a commonly used
tool for conducting the analysis on computing clus-
ters built from commodity hardware. It is both par-
allelized (using multiple threads on multiple kernels)
and distributed (master/worker architecture).

3.2 Modeling and Optimization of
Public Transport Networks

LinTim5 is a software framework, developed by
the optimization working group at the University of
Göttingen. It aims to support the different planning
stages in public transport networks. Hereby, planning
and optimization of the networks is broken up into
five stages which are network design, line planning,
timetabling, vehicle scheduling, and delay manage-
ment. Each stage involves modeling the problem as
an optimization problem which is then either solved
by a heuristic or by third-party solvers. LinTim sup-
ports the solvers Xpress6, Gurobi7, and Cplex8. It is
used to steer the execution of the solving steps and
feeding the output data from one step into the other.
LinTim itself is implemented to run on a single-core
machine. The external mathematical solvers are op-
timized for multi-core machines. The runtime of a
solving step is largely influenced by the complexity
of the optimization problem.

3.3 Material Science

OpenFOAM9 is a software toolbox, which was pri-
marily created for numerically solving systems of par-
tial differential equations (PDEs) of continuum me-
chanics problems on a predefined geometry and do-
main. Its inter-process communication is based on
Open MPI10. Thereby, solving the system of PDEs,
typically involves the following steps: definition of
the PDEs, definition of the geometry of the domain,
definition of a mesh that covers that domain and de-
composition of the domain for parallel computation.
Different solvers can be utilized to then numerically

5LinTim: http://lintim.math.uni-goettingen.de
6FICO Express Optimization: http://www.fico.com/en/

products/fico-xpress-optimization-suite
7Gurobi: http://www.gurobi.com/
8Cplex: http://www-01.ibm.com/software/commerce/

optimization/cplex-optimizer/
9OpenFOAM: http://www.openfoam.org/

10OpenMPI: http://www.open-mpi.org/
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solve the PDEs, including finite volume methods and
finite elements methods.

4 STATE OF THE ART

In the following, we shortly sketch the state of the art
in modeling, deployment, configuration management,
and automatic scaling of cloud applications.

4.1 Cloud Application Modeling

MODAClouds (Ardagna et al., 2012) targets cloud-
provider independent development of cloud applica-
tions. Thereby, it supports the design, implemen-
tation and deployment of software with a cloud-
provider independent modeling approach. The ap-
plication model undergoes different modeling refine-
ment steps, starting with aCloud-Enabled Computa-
tion Independent Model(CIM), which identifies the
basic components of a system, to aCloud-Provider
Independent Model(CPIM), which incorporates gen-
eral cloud concepts like elements fromSoftware-as-
a-Service(SaaS),Platform-as-a-Service(PaaS), and
Infrastructure-as-a-Service(IaaS) and finalizing with
the Cloud-Provider Specific Model(CPSM), which
includes the information on how to deploy the appli-
cation on a specific cloud.

4.2 Automated Scaling in the Cloud

In general, there is a differentiation betweenvertical
scaling, i.e., the resizing of virtual machines or con-
tainers andhorizontal scaling, i.e., the multiplication
of virtual machines or containers (compare, e.g., (Ra-
jan et al., 2013)). Horizontal scaling of web-services
is commonly implemented with the help of a load bal-
ancer, which distributes the load on the existing appli-
cation servers. If an application needs to be scaled, is
triggered by so calleduser-defined rules, which de-
fine actions, e.g., the launch of an additional applica-
tion server in case a certain condition is met, e.g., the
number of user requests exceeds a certain threshold.

4.3 Cloud Deployments and Cloud
Orchestration

Cloud orchestration frameworks, such as Ama-
zon CloudFormation11, OpenStack Heat12, and

11Amazon CloudFormation http://aws.amazon.com/
cloudformation/

12OpenStack Heat: https://wiki.openstack.org/wiki/

Cloudify13 utilize reusable templates that model the
infrastructure and the component structure required
by a cloud application and enable their orchestrated
and reproducible launch. TOSCA (OASIS, 2013)
aims to provide a standardized template format for
orchestration. Cloudify is set to fully adopt the
standard in future versions and there are ongoing
implementation efforts to build a translator to convert
TOSCA to the Heat Orchestration Template (HOT)
format. Scalability is supported by definingpolicies
that trigger a user-defined action, when a certain
condition is met. Cloudinit.d (Bresnahan et al.,
2011) is a tool to support the orchestrated launch,
configuration and monitoring of services in an IaaS
cloud. Thereby, it differentiates between different
run-levelsof the required services, where the levels
define the dependencies of services to each other:
services on the same run-level have no dependencies,
while there might be dependencies between services
running in different run-levels. The deployment
and configuration of the Virtual Machines (VMs)
is steered by three user defined scripts, which is
submitted to the VMs at launch time: Thestartup
script, which is run at start-up to install the necessary
software packages and the required configuration,
the test script, which is used to test the system after
configuration and thetermination script, which runs,
when a service is shut down. In the startup script
the user is free to also use Configuration Manage-
ment tools like Puppet14, Chef15 or Ansible16 (see
Section 4.4). To offer scientific software frameworks
in the cloud, Bunch et al. (Bunch et al., 2012)
introduce a domain-specific language calledNeptune.
In contrast to Cloudinit.d, Neptune is specialized
to steer the deployment of specific software frame-
works on top of the PaaS framework AppScale17.
Thereby, it supports the utilization of different
High Performance Computing(HPC) software
packets for distributed computation that are often
used in science, including MPI, X10 and MapReduce.

4.4 Configuration Management

While configuration management tools like Puppet,
Chef, and Ansible are not cloud deployment specific,
they are often used to manage large scale deploy-
ments on cloud platforms. For this purpose, they
use declarative text-based languages to define the de-

13Cloudify: http://getcloudify.org/
14Puppet: http://puppetlabs.com/
15Chef: https://www.chef.io/chef/
16Ansible: http://www.ansible.com/home
17AppScale: http://www.appscale.com
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sired configuration of a (distributed) set of physical
or virtual hosts. This includes, but is not limited to
installed software, permissions, and network config-
urations. These descriptions are then used to auto-
matically enforce and keep the hosts in the desired
state. Hereby operating-system specific details, like
the utilized packet manager are transparent to the user.
Wettinger et al. (Wettinger et al., 2013) define dif-
ferent approaches to integrate Configuration Manage-
ment with Cloud Orchestration.

5 DISCUSSION

While the applications represent heterogeneous ap-
proaches from different scientific domains, they share
common key characteristics, which are given below:
C1. A fixed set of existing frameworks is used to

evaluate or execute input models from the distinct
scientific domain.

C2. These frameworks are highly specialized and en-
code a high amount of domain knowledge.

C3. The frameworks are not built for being executed
on a scalable computing infrastructure.

C4. The utilized frameworks are responsible for dis-
tributing the computational load.

C5. The computational load to be handled largely de-
pends on the input model provided to the frame-
work.

When moving scientific applications to cloud envi-
ronments, these characteristics have to be taken into
account. While cloud computing offers great flexibil-
ity, when creating computing infrastructures, it poses
the question on how these infrastructures need to be
scaled to fit the computational demand. The charac-
teristics of the frameworks described above restrict
the solution space for this problem: C1 defines the
software configuration of the cloud infrastructure, C2
renders it often impossible to switch to a framework
which is optimized for being executed in a cloud en-
vironment, C3 does not allow the cloud environment
to scale driven by the framework, and C4 restricts
the infrastructure deployment to a certain architec-
ture. While C1-C4 enforce a certain structure on the
deployed compute infrastructure, C5 defines the com-
putational load on this infrastructure and so it should
present a main source for defining its scale. In addi-
tion to the requirements introduced by the character-
istics defined above, another set of requirements is de-
fined by the scientist. This might include limitations
on the overall runtime in case a certain deadline needs
to be met or a certain number of backups of the out-
put data needed to be kept for reliability. Given the
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defines parameters for
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existing new contributions

Figure 1: A framework for adapting scientific application
deployments according to domain model demands.

characteristics above, we hence identify three main
sources that define the requirements on an optimal de-
ployment selection:

S1. the domain model to be computed,

S2. the scientific computation framework, which is
utilized,

S3. the scientist.

A framework for automatic scalability of scientific
cloud applications needs to be able to leverage re-
quirements from all three sources. In the next section,
we will introduce a framework that allows to deploy
and scale the application according to these observa-
tions.

6 METHODOLOGY

Figure 1 depicts the overall framework which is used
to address the research questions defined in Section 2.
To leverage the full flexibility of cloud computing, the
framework builds on IaaS. The components shaded
in grey are already existing and the research in this
project is focused on the white components.
In the following, we discuss the different components
and their interaction. Thereby, we exemplify the steps
with help of the example application from material
science defined in Section 3.3.

6.1 Domain Models

Domain models appear in very different formats. Of-
ten only a limited set of parameters defined in the do-
main model have an impact on the computational de-
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mand e.g., the selection of a certain solving strategy
might require a certain amount of RAM in the infras-
tructure.
In OpenFOAM the domain model is defined with the
help of a dictionary file that defines the geometry, a
file that defines the boundary and initial conditions of
the system of PDEs, and a properties file that defines
the physical properties such as the system of PDEs to
be solved. An additional file is used to decompose
the domain into subdomains for parallel execution.
The number of subdomains thereby should match the
number of processors available in the infrastructure.
While in traditional compute infrastructures, this is
determined by the number of available cores, in cloud
environments it should be defined according to the do-
main model.

6.2 Scientific Computation Frameworks

In our example, OpenFOAM represents the scientific
computation framework (SCF). The SCF is the most
restrictive component for the cloud deployment. It
encodes how the computational load is distributed on
the underlying infrastructure. As described in Sec-
tion 3, OpenFOAM is parallelized using Open MPI,
hence it requires an MPI cluster to run and distribute
the computational load.

6.3 Abstract/Concrete Deployment
Model

The deployment of the SCF is modeled with help
of standardized modeling languages. Using models
for describing a cloud application has the advantage
that the description of the application deployment be-
comes cloud-provider agnostic and hence avoids ven-
dor lock-in. It enhances comprehensibility by in-
creased abstraction, and it fosters re-usability, since
a cloud-provider agnostic model can be (semi-) au-
tomatically transformed to suit the requirements of
a certain cloud-provider. By using models, we ad-
dressRQ1.
The aforementioned TOSCA standard allows to de-
fine input parameters for application models. These
parameters can include the virtual machine type to use
or the number of instances of a certain type to launch.
We call a model with unset parametersabstractand
a model with instantiated parametersconcrete. The
transformation from an abstract model into a concrete
model is calledinstantiation. For each domain model
it must be evaluated which domain model parameters
have an influence on the performance in the cloud,
and these parameters then need to be mapped to and
reflected by the input parameters of the abstract de-

ployment model.
The optimal setting for the parameters needed for the
instantiation is determined by three sources: the sci-
entist, anevaluatorand amonitor.

6.4 Evaluator/Monitor

To find suitable parameters settings for the require-
ments of a specific domain model, different strategies
are possible. Hereby, we distinguish betweenstatic
evaluation, whereby the applications is not executed
in the cloud, anddynamic evaluation, whereby the ap-
plications are executed and monitored. Static evalua-
tions are implemented with help of a domain specific
modelevaluator. This evaluator transforms values of
parameters of interest of the domain model into suit-
able settings of parameters for the concrete deploy-
ment model. The evaluator is domain specific and the
parameters of interest in the domain model need to be
carefully selected (RQ2). Static evaluations are done
before the application is deployed on the cloud infras-
tructure. The concept of the evaluator addressesRQ3.
Dynamic evaluations can be done by manual obser-
vation of the application execution in the cloud, or
automatically with help of amonitor. According to
the outcome of the deployment evaluation, the pa-
rameters that have been used for the initial deploy-
ment are readjusted and a new instantiation of the
abstract deployment model is initiated. Hereby, ei-
ther a new concrete deployment model is created and
deployed or the existing concrete deployment model
is readjusted. The second approach is similar to the
Models@Runtime approach, suggested by Ferry et al.
(Ferry et al., 2014).

6.5 Deployment

The deployments of the applications are fully auto-
mated to avoid manual interaction with the cloud and
enable transparent application deployment for the sci-
entist. A cloud orchestration framework is used for
the orchestrated launch of the infrastructure and a
configuration management tool is utilized to automat-
ically configure the launched infrastructure.

7 LIMITATIONS OF OUR
APPROACH

While the proposed framework offers the methodol-
ogy to adapt application deployments to the needs of a
specific domain model, it has one limitation: Domain
models have very heterogeneous formats and the re-
lation between a domain model and the deployment
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model has to be defined manually for each scientific
computation framework to enable automatic scaling.
Hence a domain specificevaluatorneeds to be imple-
mented for each domain. Once this mapping is done,
our framework enables the scientist to focus on the de-
velopment of the domain model for his problem def-
inition and is freed from deploying the applications
accordingly.

8 EXPECTED OUTCOME

We expect the following outcome of this research
project:

• Contributions to the state of the art in modeling of
scientific applications for the cloud,

• a novel method to leverage domain model infor-
mation of the scientist to scale scientific applica-
tions in the cloud,

• a prototypical implementation of the proposed
framework to demonstrate its feasibility.

9 STATE OF THE RESEARCH

In this paper, we proposed a framework for automat-
ically scaling scientific applications in a cloud. We
argue, that the traditional way of scaling applications
in cloud environments does not suit the frameworks
for scientific computation, since it does not take the
scientific domain into account. By evaluating the do-
main models defined by the scientist and mapping cer-
tain key characteristics of this model to the deploy-
ment model, we are able to shield the scientist from
complex cloud internals.
In the first phase of this project, we were setting up an
infrastructure, to support the different steps defined by
our framework. We deployed the example application
defined in Section 3 in a prototypical IaaS cloud based
on OpenStack18. A modified version of Cloudify was
used for the orchestrated deployment of the applica-
tions, whereby the application models are based on
Cloudify’s current support for TOSCA. The configu-
ration of the cloud applications was automated with
help of the configuration management tool Ansible.
Unfortunately, it became clear that current implemen-
tations of the TOSCA language are very limited when
it comes to defining and launching scalable compo-
nents. If TOSCA is able to properly support the scala-
bility demands, defined in our framework is currently
under evaluation.

18OpenStack: https://www.openstack.org/
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Abstract: With the web witnessing an immense shift towards publishing data, integrating data from diverse sources 
that have heterogeneous security and privacy levels and varying in trust becomes even more challenging. In 
a Data Integration System (DIS) that integrates confidential data in critical domains to contain a problem 
and make faster and reliable decisions, there is a need to integrate multiple data sources while maintaining 
the security levels and privacy requirements of each data source before and during the integration. This 
situation becomes even more challenging when using cloud services and third parties in achieving any part 
of the integration. Therefore, such systems face a threat of data leakage that compromises data 
confidentiality and privacy. The lack of literature addressing security in DIS encourages this research to 
provide a data leakage prevention framework that focuses on the level prior to the actual data integration, 
which is the analysis and early design of the system. As a result, we constructed SecureDIS, an architectural 
framework that consists of several components containing guidelines to build secure DIS. The framework 
was confirmed by 16 experts in the field and it is currently being prepared to be applied on a real-life data 
integration context such as the cloud context. 

1 RESEARCH PROBLEM 

Integrating personal or sensitive data sources 
originating from different organisations that vary in 
security and privacy requirements is a challenging 
task. The main reason for this is that the integration 
occurs at two different levels, one is the data level 
and the other is the level of the security and privacy 
requirements that belong to each data source. The 
latter raises concerns of conflict between security 
and privacy requirements (Yau and Chen 2008). In 
addition, there is an issue of difficulty in maintaining 
those requirements throughout the complete 
integration process. To further aggravate the 
situation, the entities providing the information, or 
participating in the integration, can vary in their 
levels of trustworthiness. Hence, the integration 
process should not be focused on the data level only. 
It should address the level of combining security and 
privacy requirements and consider trustworthiness.  

Achieving data integration without considering 
maintaining the combination of the Security, 
Privacy, and Trust (SPT) aspects of the entities 
participating in the integration process leads to 
different threats. One important threat is 
unauthorised access to data, caused by weakness, 
mis-configuration, or inappropriate access controls 
models (Braghin et al. 2003; Watson 2007; Pistoia et 
al. 2007). Another example is the wide spectrum of 

inference attacks occurring from failure to address 
privacy (Fung et al. 2012; Boyens et al. 2004; 
Whang and Garcia-Molina 2012; Clifton et al. 
2004). Yet another example is the untrustworthy 
behaviour caused by entities involved in the 
integration process, such as initiating transitive trust 
with other entities without the consent of the DIS 
(Fung et al. 2012). These threats are combined under 
a generic threat called Data Leakage, which is 
defined as the disclosure of confidential information 
to unauthorised entities intentionally or 
unintentionally (CWE 2013).  

As mentioned, the failure to combine the SPT 
together in a system may allow data leakage to 
occur. Additionally, the mis-design of the SPT 
features of the system can lead, eventually, to data 
leakage. Therefore, data leakage threats can be 
controlled if the systems are designed to address 
SPT from the start and consider the combination of 
the SPT of each source and entity. 

Current approaches found in the literature to 
secure a DIS in general, are either focused on a 
specific component of the system, such as the 
integration approach, or focused on a specific 
attribute over the whole system, such as privacy. 
However, there is a need for an approach that 
considers all the components of the system at the 
same time as to considering several attributes that 
contribute to the overall security of the system.  
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The data integration literature found covers the 
aspect of privacy in a specific component of the 
DIS, addressing privacy-preserving data integration 
and data mining techniques extensively. However, in 
terms of security requirements, there is a separate 
body of literature that is concerned with combining 
the security polices of entities collaborating together, 
and not particularly in data integration context(Cruz 
et al. 2008). Very limited literature has been found 
that discusses these two levels together, such as the 
work by Haddad, Hacid & Laurini (2012) and to the 
best of my knowledge, no literature has addressed 
the combination of SPT in a DIS context. In any 
case, many approaches simply assume that the 
entities collaborating or integrating are trustworthy. 

This lack of literature encourages this research to 
investigate the security in data integration contexts, 
and to focus on the level prior to the actual data 
integration, which is the analysis and early design of 
the system. 

2 OUTLINE OF OBJECTIVES 

The main objective of this study is to find a solution 
that allows integration, collaboration, and data 
sharing between different organisations while 
maintaining individual security policies of the 
participating entities. We argue that maintaining the 
confidentiality and protecting privacy while 
considering trust in each entity in the DIS with a 
middle layer (e.g. cloud) will reduce the threat of 
data leakage. 

Our approach focuses on guiding the design of 
DIS to include confidentiality, privacy, and trust 
aspects. This can be achieved by the following 
stages: 
 Identifying the architectural components of 

DIS with a middle layer. 
 Identifying the possible data leakage locations 

within the DIS architecture. 
 Identifying the confidentiality, privacy and 

trust weaknesses that cause data leakage threats 
in DIS components. 

 Creating a framework that contains the DIS 
architectural components. 

 Creating an initial set of guidelines that aim to 
reduce possible data leakage threats. 

 Linking the guidelines with the appropriate 
framework components.  

 Confirming the framework and its guidelines 
with experts in the field. 

 Using the framework on a cloud-computing 

context to assess its usefulness in reducing 
threats of data leakage. 

3 STATE OF THE ART 

This section provides the scope of the topics covered 
by this study and defines the key concepts. In 
addition, it discusses the themes of the reviewed 
literature and provides a critique relevant to the 
scope of this study. 

3.1 Scope and Definitions 

Data integration systems are usually complex 
(Russom 2008) and have different variations and 
forms. Therefore, to manage this study, the scope is 
focused on DIS that use a middle layer to manage 
the interaction between data sources and data 
consumers and achieve integration. The data sources 
used in such systems originate from different 
organisations and hence they vary in security and 
privacy requirements and trust levels. 
The important aspects of the scope are defined as 
follows: 

Security: is usually defined as the combination 
of confidentiality, integrity and availability (ISO 
2014). The attribute of concern in this study is 
confidentiality; other attributes are assumed to be 
implemented. Confidentiality is achieved by limiting 
access to data to aauthorised individuals, entities and 
processes. 

Privacy: is concerned with protecting personal 
information (Gollmann 2006) and determining 
when, how and what type of information can be 
exposed to others (Jawad et al. 2013). The attribute 
of concern is anonymity, to ensure that personal 
information is not exposed. 

Trust: is the belief that an entity will behave in a 
predictable manner by following a security policy 
(Ross et al. 2014). 

Data leakage: is disclosing private information 
intentionally or unintentionally to unauthorised 
parties (CWE 2013). 

3.2 Securing DIS Components 

Few works in the published literature have suggested 
securing DIS as a whole by considering privacy and 
trust. However, trust is still an issue in distributed 
systems. Prakash & Darbari (2012) discuss several 
security approaches that aim to enforce trust, such as 
the use of trust models. They also discussed risk 
management as a method to evaluate trust. Van Den 
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Braak et al. (2012) propose a framework that aims to 
support data sharing among different public 
organisations. It preserves privacy through sharing 
data based on a need-to-know principle, where data 
is provided only when required for a specific 
process. The authors propose the notion of a Trusted 
Third Party (TTP). The TTP is responsible for 
integrating and sharing data between different 
government organisations. The proposed framework 
contains two parts: the first part is data integration 
techniques to achieve privacy, while the second part 
provides guidelines on data sharing that ensure 
security and trust. Nevertheless, the guidelines 
provided mainly focus on the Integration Location 
and Data and Data sources components of the DIS 
rather than the system as a whole. However, the 
integration covered was across government 
organisations, and thus, still under the same security 
policies; therefore, the risks of violating the 
integrated security policy were not present as one of 
the security and privacy challenges that the approach 
overcomes. In addition, in this approach, trust is 
assumed, and it lacks guidance on the need to 
establish trust or evaluate it in relation to other 
entities. Therefore, when security and privacy 
challenges are discussed in this work, they do not 
include trust threats because it is assumed in the first 
place, and those challenges are not particularly 
addressed as data leakage threats. Finally, although 
the proposed guidelines are reasonable to prevent 
data leakage threats, they are not linked to any 
specific phase of the software development and 
therefore it is not clear when to apply the guidelines 
to the SDLC.   

The approach proposed by Clifton et al. (2004) is 
a privacy framework for data integration. The 
purpose of the framework is to provide an insight 
into the privacy challenges in data integration. It 
provides several research directions, one of them 
emphasizes the need for a privacy framework that 
considers users privacy views to expose and hide 
sensitive attributes, privacy policies implementing 
these views and a purpose statement specifying 
which data is allowed to be accessed and integrated. 
The solutions discussed to preserve privacy in data 
integration consider the following components: data 
and data sources, integration approach, data 
consumers and security policy only. The integration 
location and the management of the process of the 
integration are not addressed within the framework. 
In addition, it is not presented with any link to 
software development. It should be mentioned that 
the authors have addressed data leakage mainly 
through discussing the difficulty of preventing 

multiple query attacks. The heterogeneity in the 
security and privacy policies are only briefly 
addressed and there is no specific focus on them in 
terms of their relation to the Integration Approach. 
Trust, on the other hand, is not addressed at all as 
one of the challenges within the framework.      

The work of Bhowmick et al. (2006) is very 
similar to that of Clifton et al. (2004); however, it 
proposes a more detailed architecture and a 
framework for privacy-preserving data integration 
and sharing deployable DIS. It includes security and 
policy considerations by suggesting adding a 
security policy component to the system. It also 
provides several suggestions on preserving privacy 
in different DIS components.  The architecture 
covers most of the DIS architectural components 
except the management. However, the level of detail 
provided in terms of integrating the various security 
policies of the data sources and the integration 
location is not sufficient. In addition, the suggestions 
provided are not listed in the form of technical or 
practical security guidelines. It also does not present 
the framework from a clear specific development 
phase.  

A policy integration method that combines the 
authorization policies of data sources integrating and 
sharing data is proposed by Haddad, Hacid, & 
Laurini (2012).The method focuses on creating a 
global security policy that consists of local security 
policies of the participating data sources in the 
integration process. This global policy is enforced 
within the mediator level i.e. Integration Location 
component. According to this approach, queries will 
not be processed unless they are authorised by a 
source. Therefore, the access to sources will be 
preserved. One of the limitations of this approach is 
that it covers the security policies generated by Data 
Sources and the Integration Location; but it does not 
consider the actual data Integration Approach and 
the Data Consumers, nor Management. In addition, 
it does not consider the trustworthiness of the 
entities participating in the integration process. 
Furthermore, it does not explicitly specify the 
software development phase in which the approach 
can be used. 

Another work by Jurczyk and Xiong (2008) 
focuses on privacy preserving data integration. It 
proposes several protocols for data anonymization in 
addition, to a general architecture for data 
integration. Hu and Yang (2011) propose a privacy 
protection model for DIS by using semantic 
approaches. The works reviewed in this section are 
primarily focused on privacy, which can be related 
to security, and little or no attention to trust is given 
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in these works. In addition, the approaches provided 
are applicable to relational databases and do not 
consider other data formats.  

Generally, the literature provides practical and 
applicable solutions expected to solve problems in a 
specific DIS component. However, the security of 
the whole system is discussed only in a limited way 
in the literature. Studies usually assume that the 
provided data is secure and comes from trustworthy 
entities. However, from a security perspective, data 
sources are considered an important and effective 
element to guarantee the security of a DIS. Data 
sources can therefore fall under the data-centric 
security category within the information security 
field, and having security-meta data would help in 
distinguishing secure sources from unsecure ones. 

In organisations that employ data integration to 
integrate private data, there is a need to manage data 
access and authorization. A carefully selected access 
control model that enforces security policies is 
essential. Therefore, organisations need to create 
well-defined security policy that enforces data 
security, privacy and protection. To ensure the 
security of a DIS, the combination of the individual 
security policies of each data source needs to be 
carefully considered. There are many studies of 
security policies and access controls that cover 
policy integration in different contexts; however, 
there is an evident lack in considering trust. One 
possible reason is that organisations usually 
integrate data coming from their own data sources, 
which are assumed to be trustworthy.  

In DIS, the resulted integrated data are normally 
requested using queries by data consumers, which 
can be humans or services. Data consumers are an 
important component of any DIS, as they can be a 
source of security and privacy violation. Many 
attacks on information systems, including DIS, are 
caused by data consumers, such as SQL-Injections 
to gain access to data that they are not authorised to. 
In the DIS context specifically, inference attacks and 
attribute correlations that lead to data leakage threats 
are usually carried out by data consumers. In 
addition, the consumer use of access control models 
that are not well evaluated leads to unauthorised data 
access. Therefore, it is important to consider data 
consumers from a threat point of view and plan to 
build the system in a way that prevents such attacks. 
The literature on DIS threats and attacks focuses on 
privacy attacks conducted by data consumers; other 
attacks are not discussed as they do not differ 
fundamentally from any other web-based 
applications attacks. 

3.3 Integration Borders 

This theme relates to the differences between 
integrating data within or outside an organisation 
and the effect this has on the security, privacy and 
trust of the data integration process. 

3.3.1 Integrating Data within the 
Organisation 

There are several domains where data is requested 
and integrated within the border of a single 
organisation or within a range of similar 
organisations belonging to the same sector.  
Enterprise Information Integration (EII) (Halevy et 
al. 2006), healthcare (Bhowmick et al. 2006) and, 
scientific research (Ray et al. 2009) are all examples 
of where this type of integration can occur.  

There is a large volume of published studies on 
data integration that takes healthcare domains as a 
context, such as the works by Boyens, Krishnan & 
Padman(2004),Tian, Song & Huh (2011), and Eze, 
Kuziemsky, Peyton, et al.(2010). There are also 
several studies concerned with security and privacy 
issues in healthcare in general, for example the one 
by Meingast, Roosta & Sastry(2006). This large 
body of existing work makes healthcare approaches 
on security and privacy useful to survey. Healthcare 
is a unique sector, with characteristics that are not 
found in other sectors (Avison and Young 2007). 

This means legislation and policies exist that 
strive to protect this kind of domain to maintain data 
integrity and confidentiality. In the UK, healthcare 
organisations have to comply with the Data 
Protection Act (Philip Coppel Qc 2012),whereas, in 
the United States healthcare organisations follow the 
HIPPA act (U.S. HHS 1996). 

In many healthcare organisations, a DIS is 
systematically monitored for compliance with 
legislation and policy as well as other criteria (Eze et 
al. 2010). Reviewing 20 of 30 Health On the Net 
Foundation Code of Conduct (HONcode) accredited 
American online healthcare appointment websites 
for compliance with basic principles of security and 
privacy, Hong, Patrick, & Gillis (2008) found that 
only 8 of the 20 websites are secure and 12 of the 30 
were not showing privacy notices to patients on their 
websites. They found that there is a gap between the 
ideal security and privacy requirements and the 
reality in applying them. They therefore, propose 
several steps to overcome this gap and make it 
possible for healthcare organisations to be compliant 
with legislation and security guidelines.  

There are several requirements needed in the 
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healthcare domain. One is to balance security and 
interoperability between healthcare actors and 
organisations. Dawson, Qian, & Samarati (2000) 
suggest an approach that allows multilevel secure 
data sources to integrate and provide the results to 
external applications while maintaining their 
security levels. In addition to interoperability, 
Armellin et al. (2010) propose a system that 
publishes healthcare documents that provide 
interoperability and complies with privacy laws.   

Another requirement is aiming to preserve 
privacy while integrating healthcare data. For 
example, building automatic data mashups that are 
aware of privacy concerns (Barhamgi, Benslimane, 
Ghedira, Tbahriti, et al. 2011; Barhamgi, 
Benslimane, Ghedira and Gancarski 2011). In 
addition, access controls used in healthcare systems 
can be extended to adapt to privacy requirements 
(Hung 2005). 

3.3.2 Integrating Data outside the 
Organisation 

Integrating data outside of the organisation means 
that the integration location or part of it is outside 
the organisation boundaries, for example, when data 
sources are handled by cloud services and/or third 
parties. In addition, the data sources may reside 
outside the organisations boundaries. The following 
subsections discuss each of these cases. 

3.3.2.1 Using the Cloud as an Integration 
Location 

Clouds suffer from many security, privacy and trust 
issues and therefore they need to comply with 
regulatory laws for data protection (Takabi et al. 
2010; Youssef and Alageel 2012). In addition, to 
prevent unauthorised access, they need to deal with 
the heterogeneity of security components and multi-
tenancy (Takabi et al. 2010). The fact that the clouds 
are not under an organisation’s physical control 
elevates the problem of managing data security 
(Reeve 2013), especially when there are no standard 
rules and regulations to deploying the cloud (Saeed et 
al. 2014). These aspects should be considered in any 
data integration security model, to emphasize the 
importance of investigating the location of 
integration. 

3.3.2.2 Using Third Parties  

Third parties are used in data integration 
applications for different purposes. On one hand, 
organisations may want to outsource the data to a 
third party to analyse it and find out aggregation 

statistics (Xiong et al. 2007). Alternatively, an 
organisation may require an entity to handle access 
control to personal integrated data, such as the 
approach described by Van Den Braak et al. (2012) 
which uses a trusted third party to handle access 
controls to government data in the public sector. The 
proposed approach uses privacy preserving data 
integration and collaboration. 

Harris, Khan, Paul, & Thuraisingham (2007) 
argue that, in general, data integration applications 
that handle critical data, such as emergency response 
and healthcare awareness, need to share their data 
with different organisation s to make effective 
decisions. The authors discuss standard-based 
approaches to secure data across organisations 
covering different types of data and different types 
of domains. Their work emphasizes the need to 
enforce security policies and create standards or 
guidelines to govern application in critical domains. 

3.3.3 Accessing Data outside the 
Organisation’s Boundaries 

There are cases when there is a need to integrate 
data from public data sources with an organisation’s 
private data sources. This integration leads to 
different challenges, such as the lack of a form of 
privacy measurement, i.e. measuring the amount of 
privacy lost when data is exposed (Pon and 
Critchlow 2005). Another work, by Yau & 
Yin(2008) proposes a repository for data integration 
across data sharing services by collecting data based 
on user’s requirements. If the repository is 
compromised, only the result of the integration is 
revealed and the original data will remain intact. The 
work by Mohammed, Fung, & Debbabi  (2011) 
proposes two algorithms to overcome the challenges 
of revealing data coming from different data 
providers, using game theory.  

3.3.4 Discussion 

Integrating data within the organisation could be 
considered safe to an extent. The reason is that many 
of the entities involved in the integration process are 
within the organisation and are under the same 
security measures. The data sources are well known 
and the integration location is within the 
organisation’s boundary. Therefore, the concerns 
about security are controllable, to some extent.  

However, integrating data outside the 
organisation can be very critical. The reason is that 
many of the entities involved in the data integration 
process use different security models and have 
different privacy requirements. These entities can be 
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data providers or integration locations, which may 
not be secure enough.  

Integrating data coming from outside the 
organisation raises issues on security policies. One 
aspect to consider in integrating security policies, 
especially when integrating data outside the 
organisation boundary, is to include the 
organisation’s own policies with the external 
policies and the government legislation related to 
data protection, to ensure the security of the overall 
system. 

Some organisations need to use trusted third 
parties to handle their data. One possible reason is 
that an organisation may have to respond to a 
significant number of requests and cannot respond in 
a timely manner. Another reason would be that an 
organisation may have lack of technical skills or 
infrastructure to handle the data. It therefore, 
transfers this responsibility to a third party to take 
over consumers’ requests. As a result, releasing data 
to trusted third parties is critical, as the organisation 
may not monitor or track private data processing and 
movement exacerbating security concerns. In the 
real world, companies rely on legal agreements of 
data disclosure. Few use technical enforcement of 
data movement. However, the literature lacks 
coverage of this specific aspect in the data 
integration context. One study, by Van Den Braak, 
Choenni, Meijer, et al. (2012), proposes the use of 
trusted third parties; however, security concerns still 
arise.   

3.4 Covering Security, Privacy and 
Trust 

In studies that aim to secure DIS, the focus on the 
Security, Privacy and Trust (SPT) aspects varies. 
Some studies focus on SPT as separate aspects; 
other studies combine two of the SPT aspects. 
However, only a very limited number of studies 
have focused on SPT combination in a DIS context. 
The following section investigates these studies and 
how they focus on the aspects of SPT.  

Secure data integration, mining, and sharing are 
addressed in the literature as approaches to SPT 
separately. In terms of security in DIS, several 
recent studies, including the one by Haddad, Hacid, 
& Laurini (2012) and Begum, Thakur, & Patra 
(2010), have focused on security policy integration 
and conflict reconciliation and their uses to answer 
users’ queries. Other studies have proposed 
extensions and improvement to RBAC to adapt to 
the integration context, such as the work by Lamb, 
Power, Walker, et al.(2006). 

However, privacy in DIS has the lion’s share of 
research. Privacy-preserving techniques are well 
established in the literature, spanning a range of 
different topics from privacy in peer-to-peer DIS to 
anonymization techniques. Bhowmick et al.(2006) 
propose a privacy preserving DIS framework that 
emphasizes the need to consider the balance between 
privacy and data sharing. This perspective has been 
later addressed by many studies: the work by Pasierb 
et al. (2011) presents different approaches to 
privacy-preserving data integration in e-healthcare 
systems, while the same concept applies to web 
services and data mashups by Barhamgi, 
Benslimane, Ghedira, et al. (2011b, 2011a). 

Finally, in terms of trust in DIS, there are many 
distributed trust models that can be adopted in DIS 
and can be used to determine the level of 
trustworthiness of either data providers or third 
parties. The work by Treglia & Park(2009) suggests 
a trust framework for intelligence information 
sharing between agencies. Other approaches focus 
on computational trust using either policy-based 
trust or reputation-based trust (Artz and Gil 
2007)which can also be applied to DIS. Other 
studies acknowledge the need for a combination 
between areas, for example, the work by (Hung 
2005) combines security and privacy by extending 
the RBAC model with privacy-based extensions. 

Security combined with Privacy and Trust (SPT) 
has recently gained attention from the research 
community. Systems security is complicated and 
influenced by many other areas and therefore it 
cannot be addressed solely. Morton & Sasse (2012) 
supports this argument by proposing an integrated 
SPT framework to create an effective privacy 
practice in any information system. Considering 
human factors, another work in progress (Flechais et 
al. 2013) also takes this holistic perspective. It 
discusses authentication taking into account SPT in 
banking context in Saudi Arabia. Other studies such 
as that of Manan, Mubarak & Isa (2011) emphasize 
the need for such a research direction. In addition, a 
recent work on federated identity and access 
management created an access control solution that 
encompasses SPT, considered together (Khattak et 
al. 2012).  

This concept is applied in a limited data 
integration context where Van Den Braak, Choenni, 
Meijer, et al. (2012) provide a framework for 
sharing and integrating data among public 
organisations in which ensuring security and privacy 
is achieved by using a trusted third party to manage 
access controls to private data.  

However, to the best of my knowledge there is 
no single approach to preventing data leakage in DIS 
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that considers SPT aspects together, although they 
are very important to protect confidentiality and 
allow sharing data in a secure fashion.  

3.5 Discussion of Data Leakage in DIS 

Many vulnerabilities in software are caused by 
flawed design (McGraw 2004). Therefore, data 
leakage as a generic security threat can be caused by 
weaknesses in DIS design. The following 
subsections discuss these issues from security, 
privacy, and trust perspectives.  

3.5.1 Design Issues Related to Security 

Due to the heterogeneity and distribution of DIS 
components, security threats to DIS can arise from 
any component of the system. Threats can start from 
data sources that may not have adequate security and 
privacy meta-data, which define their level of 
sensitivity, and therefore, the DIS may face 
difficulties in maintaining the data sources’ policies 
throughout the whole system. Moreover, different 
trust and security concerns may also be faced in the 
middle layers such as the cloud, where the data is 
mined, pre-processed, integrated, and prepared for 
presentation, in addition to many different tasks. 
Finally, data consumers where the data is accessed 
and queries are answered may pose threats as well.  

Security in DIS is important, as it is to any 
information system. Having appropriate 
organisational security objectives and conducting 
early security analysis according to well-defined 
security requirements help in shaping any DIS 
towards providing a better security. Security is a 
comprehensive feature that includes many attributes; 
however, since many approaches proposed in a DIS 
context mainly focus on creating global security 
policies, enforcing security policies using access 
controls, and managing access to data this study will 
focus on the confidentiality as an attribute security. 
Some examples of how confidentiality in a DIS is 
applied: 1) Authorization to access data sources and 
the results of the integration is utilized by access 
control; 2) Data disclosure should not be disclosed 
equally to all user roles but should be limited to 
users with appropriate roles; 3) Considering security 
and privacy policies associated with data sources.  

However, mis-configured access control models 
or selecting inappropriate ones can be a major 
design flaw that causes systems to be unsecure. It is 
important to adopt a suitable access control model to 
guarantee authorization to access data and guarantee 
its confidentiality.  

Another issue that increases the possibility of 
data leakage is lack of knowledge of DIS users. 
Users’ ignorance about legal issues in data 
management allows unauthorised access to 
occur(Batty et al. 2010). This can include developers 
and data managers as well. Therefore, a proper 
training is required to base the DIS design on 
updated knowledge of data management legal issues. 

3.5.2 Design Issues Related to Privacy 

Several design flaws that violate privacy cause data 
leakage. Firstly, the data sources used in the DIS 
may be originally predictable and very easy to link, 
or it may miss very important security meta-data that 
defines its level of sensitivity. Therefore, the DIS 
becomes vulnerable to different privacy attacks. A 
good design needs to create data sources that are 
very hard to link, or, in case of external data sources, 
it uses techniques that refine the data to minimize 
the ability to link information. 

Secondly, although anonymization techniques 
are a popular solution to privacy, they are not always 
sufficient, for two reasons. On one hand, it is not the 
Personal Identifiable Information (PII) only that a 
DIS needs to worry about; it should worry about all 
the other attributes that cause inference attacks, such 
as Quasi Identifier (QID). On the other hand, a DIS 
needs to have customised anonymity levels that are 
suitable for the users accessing the data, as failing to 
manage anonymity discloses private data (Meingast 
et al. 2006). 

Thirdly, systems that allow multiple consecutive 
queries to data sources (Clifton et al. 2004), 
especially sensitive data sources, are prone to 
privacy violation, as users can use the results for 
inference attacks, such as inferring conditional 
information from non-confidential data or from 
statistical aggregates, as mentioned by Zhang, Zeng, 
Wang, et al.(2011). Therefore, there is a need to 
manage the number of queries to private data 
sources, along with the users’ roles and 
authorization level. 

Considering these issues in DIS design will 
result in minimizing threats such as inference 
attacks, attribute correlations, and insiders attacks. 

3.5.3 Design Issues Related to Trust 

Designing systems that use external data sources 
coming from different organisations entails trusting 
the entities to provide accurate and reliable 
information. Using cloud services that process and 
integrate data, in addition to providing services to 
query and analyse the data (Carey et al. 2012) is 
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very risky. Clouds are security and privacy critical 
and they still require more effort to increase their 
reliability (Saeed et al. 2014). The risks arise from 
using multi-tenancy public clouds that share 
physical infrastructure with untrustworthy users can 
lead to different attacks, such as cross-virtual 
machine attacks (Ristenpart et al. 2009).  

Trusting third parties to handle data in any form 
needs to be carefully considered. Computational 
trust does not differ conceptually from human trust. 
A trust in entities may be gained by their reputation 
or by certain actions they perform to obtain trust. 
Data leakage can occur from transitive trust where a 
trusted entity reveals sensitive data to other entities 
(Fung et al. 2012). Third party rights on the data 
need to be determined (Meingast et al. 2006), and 
many critical questions need to be answered during 
the design of DIS systems, such as: Do third parties 
have authority over the data similar to that of the 
data owner?  

Data transfer to clouds and third parties needs to 
be based on trust (Saeed et al. 2014); hence trust 
should be added to the design process, through 
considering the entities that the system deals with 
and conducting risk assessment and risk mitigation. 
A DIS should be designed considering the 
collaboration among other entities and enforcing 
trust models between these entities to guarantee 
security.  

In a DIS context, trust is an issue to consider for 
data sources and integration locations as well as 
third parties involved in the DIS. It also extends to 
data consumers, where granting roles to users 
depends on their level of trustworthiness. Therefore, 
trust is an important aspect in a DIS that cannot be 
neglected; however, it needs to be balanced with 
other properties to achieve secure and reliable 
systems.   

SPT issues are exacerbated in a DIS context due 
to the complex and distributed nature of a DIS, 
especially across organisations. These issues, which 
are summarized and categorized in Table 1, 
contribute to the threat of data leakage in DIS. The 
full threat analysis is discussed in our previous work 
(Akeel et al. 2014). 

4 METHODOLOGY 

The results of reviewing the literature and realising 
the research gap and linking that to the study main 
objective, the following research questions are 
proposed: 

RQ1:  What is  an Appropriate Framework to 

Table 1: Summary of DIS Threats Causing Data Leakage. 

Category Threats and Concerns 

Security 

Unauthorised access caused by:  
1) Inappropriate access control 

model 
2) Access control weakness 
3) Mi-configured access control 

model 
Ignorance of legal issues on data 
management 
Inapplicable confidentiality on merged 
data 
Confidentiality violations due to 
inconsistent regulatory laws 
Leaking data to the platform  

Privacy 

Inference attack: attribute linkage 
Inference attack: linking data with QID 
Inference attack: interval disclosure 
Inference attack: gathering information 
about queries 
Inference attack: use of non-confidential 
information and statistical aggregates, 
namely record linkage 
Inference attack: consecutive queries 
attack 
Insiders attack:  data providers inferring 
data 

Trust 
Using clouds to process data 
Third parties rights on data 
Third parties and transitive trust 

Reduce Data Leakage Threats in a DIS with a 
Middle Layer? 

Focusing on the DIS architecture with a middle 
layer, this research question is mainly concerned 
with finding an appropriate framework that helps in 
reducing data leakage threats. The proposed 
framework aims to consist of the basic architectural 
component of a DIS with a middle layer.  

RQ2: In the Proposed Framework, What Are 
the Confidentiality, Privacy and Trust Guidelines 
Used to Reduce Data Leakage Threats? 

Understanding data leakage threats and locations 
in the context of a DIS helps in suggesting an 
appropriate set of confidentiality, privacy and trust 
guidelines that aim to reduce those threats. These 
guidelines can be included in the framework under 
each architectural component. 

RQ3: How Can the Proposed Framework and 
Guidelines Be Used to Reduce the Threats of 
Data Leakage in a Real-life Scenario? 
Using the framework and its guidelines in a real 
scenario will help in evaluating the framework from 
the practicality, applicability to context and 
usefulness to reduce data leakage threats.  
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Based on the previously mentioned research 
questions, Table 2 summarises the research activities 
relevant to answer each research question. 

Table 2: Research Activities. 

Research Activities Purpose 
Research 
Question 

Literature review 
about DIS + Expert 
reviews 1 

Confirming the 
components of 
SecureDIS 

RQ1 

Literature review 
about data leakage 
threats + Expert 
reviews 1 and 2 

Identifying data 
leakage threats and 
their locations within 
the DIS architecture 

RQ1 
 

Literature review 
about reducing data 
leakage  

Create the guidelines 
that aim to reduce data 
leakage threats 

RQ1 

The synthesis and 
analysis of the results 
of each step of the 
previous research 
activities 

A proposed 
framework with 
architectural 
components 
containing a set of 
guidelines 
(SecureDIS) 

RQ1 

Experts reviews 2 
Confirming the 
guidelines proposed 
by SecureDIS 

RQ2 

Expert reviews 2 

To find out whether 
the proposed 
guidelines are 
comprehensive 

RQ2 

Expert reviews 2 
To know whether the 
proposed guidelines 
are practical 

RQ2 

The synthesis and 
analysis of the results 
of each step of the 
previous research 
activities 

The confirmed 
framework and 
guidelines 
(SecureDIS) 

RQ2 

A case study analysis 
To find out the 
appropriate context to 
use the guidelines in 

RQ3 

A case study analysis 
+ study of data leakage 
threats 

To customise the 
guidelines to the 
appropriate context 
and apply them 

RQ3 

A case study + metrics  
To measure reduction 
in data leakage 

RQ3 

The synthesis and 
analysis of the results 
of each step of the 
previous research 
activities 

Confirming/refuting 
the applicability of the 
guidelines in a real-life 
application 

RQ3 

5 SecureDIS: A FRAMEWORK 
FOR SECURE DATA 
INTEGRATION 

This research conjectures that considering SPT 
together in designing a DIS will reduce data leakage 

threats in these systems. Hence, this section presents 
a Secure Data Integration System (SecureDIS), an 
architectural framework that consists of several 
components, each of which includes a set of 
guidelines designed specifically to prevent data 
leakage. The following subsections discuss how 
SecureDIS was created and evaluated. 

5.1 SecureDIS Construction 

There are two parts to SecureDIS framework 
components and guidelines. 

5.1.1 Constructing Components 

Analysis of the previous studies (Gusmini and Leida 
2011; Dicelie et al. 2001; Nachouki and Quafafou 
2011) that build DIS with middle layer architecture, 
together with understanding the implications of 
using cloud computing, remote servers, and third 
parties to achieve integration contributed 
significantly to the formulation of SecureDIS 
components. The initial components of SecureDIS 
are data sources, the integration location, the 
integration approach and the data consumers, as 
adapted from the previous studies.  

5.1.2 Creating SecureDIS Guidelines 

The outcome of the careful review and analyses of 
the literature created an understanding of how 
several research areas relate to each other and 
contribute to securing a DIS. A DIS encompasses 
different levels: a low level that includes technical 
details of achieving secure and privacy-preserving 
integration to a much higher level of managing such 
a system to a medium level of engineering and 
designing a secure DIS. Synthesizing the results of 
the analysis, a set of guidelines were created. These 
guidelines are categorised into confidentiality, 
privacy and trust requirements and some of the 
guidelines overlap between these different 
categories. After constructing DIS components, the 
guidelines were grouped under each component. 
Each guideline was inspected individually and in 
relation to other guidelines in different components. 
This process of refining the guidelines was iterative, 
as many guidelines were moved around components 
and grouped differently until the final version was 
reached. A further analysis was conducted to link 
each guideline to the data leakage threats found in 
the data integration context and some guidelines 
were eliminated as they were out of the scope. The 
initial version of SecureDIS before evaluation can be 
found in (Akeel et al. 2013). 
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5.2 SecureDIS Evaluation 

To confirm the SecureDIS framework and its 
guidelines, two expert reviews were conducted, one 
for the components and another for the guidelines. 
The following subsections provide an overview of 
the results of the confirmation.  

5.2.1 Confirming SecureDIS Components 

Based on the results of the first expert reviews of 
SecureDIS components, two additional components 
are proposed: Security Policy and System Security 
Management. Security policy was separated from 
other components of the system due to its 
importance in governing the security, privacy and 
trust of the DIS, which is supported by the work of 
Bhowmick, Gruenwald, Iwaihara, et al.(2006). 
System Security Management is added to ensure 
security measures are in place and to manage them, 
which is needed in any information system. Figure 1 
shows SecureDIS framework after the first expert 
reviews. 

 

Figure 1: SecureDIS framework componenets. 

5.2.2 Confirming SecureDIS Guidelines 

To confirm and extend the proposed guidelines and 
answer the research questions, SecureDIS is planned 
to be reviewed by a second group of experts. The 
results will help in reshaping SecureDIS to an 
accepted version that can be useful to the system 
analysts and designers. 

6 EXPECTED OUTCOME 

The expected outcome of this study is a confirmed 
framework and set of guidelines, namely SecureDIS, 
which are comprehensive, practical and applicable to 
different contexts including cloud-computing 
environment. SecureDIS aims to help systems 
analysts and early designers in their analysis phase 

of building systems that considers security by design 
to prevent data leakage threats. 

7 STAGE OF THE RESEARCH 

The research questions RQ1 and RQ2 were 
answered. The current stage of the PhD is to 
customise and apply SecureDIS to a real-life context 
to assess its usefulness in preventing data leakage 
threats in DIS contexts. Possible case is an 
organisation using cloud services to integrate or 
store data coming from different resources. The 
results of the coming stage will help in answering 
RQ3. 
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