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Assessing the average energy intensity of Internet transmissions is a complex task that has been a controversial sub-
ject of discussion. Estimates published over the last decade diverge by up to four orders of magnitude — from
0.0064 kilowatt-hours per gigabyte (kWh/GB) to 136 kWh/GB. This article presents a review of the methodological
approaches used so far in such assessments: i) top–down analyses based on estimates of the overall Internet energy
consumption and the overall Internet traffic, whereby average energy intensity is calculated by dividing energy by
traffic for a givenperiodof time, ii)model-based approaches thatmodel all components needed to sustain an amount
of Internet traffic, and iii) bottom–up approaches based on case studies and generalization of the results. Our analysis
of the existing studies shows that the large spread of results ismainly caused by two factors: a) the year of reference
of the analysis, which has significant influence due to efficiency gains in electronic equipment, and b) whether end
devices such as personal computers or servers are includedwithin the systemboundary or not. For an overall assess-
ment of the energy needed to perform a specific task involving the Internet, it is necessary to account for the types of
end devices needed for the task, while the energy needed for data transmission can be added based on a generic
estimate of Internet energy intensity for a given year. Separating the Internet as a data transmission system from
the end devices leads tomore accuratemodels and to results that aremore informative for decisionmakers, because
end devices and the networking equipment of the Internet usually belong to different spheres of control.

© 2013 Elsevier Inc. All rights reserved.
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1. Introduction

Information and communication technologies (ICT) are credited as
potentially important contributors towards a low-carbon economy
.

ghts reserved.
(Erdmann and Hilty, 2010; European Commission, 2008; Hilty et al.,
2013; Laitner, 2010; Laitner and Ehrhardt-Martinez, 2009; Mattern
et al., 2010; Pamlin and Pahlman, 2008). There are, however, important
controversies regarding the energy consumption and the environmen-
tal impact of some parts of ICT themselves. The energy intensity of the
Internet, expressed as energy consumed per data transmitted, is one
of these controversial issues.
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The Internet is the infrastructure that connects billions of computers
worldwide using the TCP/IP family of communication protocols. Some
studies we are reviewing include the end devices communicating
through the Internet (e.g., PCs and web servers) and their energy con-
sumption in their object of research and therefore answer a different
question than the studies addressing only the energy used for Internet
data transmission.

Beforewe go into detail, wewould like to point out thatwe are com-
paring estimates for direct energy consumption in the form of electricity
only. The energy supply chain, containing the supply of primary energy,
power plants transforming it to electricity, and grids bringing them to
the consuming devices, is excluded from the system under study —

although the electricity mix used, e.g., by data centers, is an issue of
rising importance. We also exclude the “gray” energy embedded in
ICT hardware, although the material flows caused by producing and
disposing of hardware are significant (Hilty et al., 2011; Schluep et al.,
2013). Furthermore, this study does not account for the increasing
role ofmobile Internet access and its impact on energy intensity. This re-
stricted scope represents the least common denominator of the studies
we analyzed.

Existing studies of Internet energy intensity (energy consumption
per data transferred) lead to estimates differing by more than four
orders of magnitude — from 136 kWh/GB (Koomey et al., 2004) down
to 0.0064 kWh/GB (Baliga et al., 2011), a factor of more than 20,000.

This article presents a review of the existing studies, provides expla-
nations for their large spread and concludes with a recommendation on
how the system boundary for such studies should be drawn to be most
useful for decision-making.

2. Assessments of Internet energy intensity

Our review includes the following ten studies published between
2004 and 2013: Baliga et al. (2007), Baliga et al. (2009), Baliga et al.
(2011), Coroama et al. (2013), Koomey et al. (2004), Lanzisera et al.
(2012), Pickavet et al. (2008), Schien et al. (2012), Taylor and Koomey
(2008), Weber et al. (2010). Not all of them address the same object
of research because they define different system boundaries for “the
Internet”, a crucial issue towhichwewill return later. Some recent stud-
ies, namely CEET (2013) and Masanet et al. (2013), use data of the ten
studies mentioned and are therefore not treated as separate sources in
our analysis.

The ten studies presenting original data can be roughly classified
according to the basic methodological approach they use:

• Top–down approach: According to Chan et al. (2012), top–down anal-
yses are the ones taking into account the total electricity consumption
estimated for the Internet and the Internet traffic for a region or
a country within a defined time period. Dividing the former quan-
tity by the latter yields the average energy consumption per data
transferred.

• Model-based approach: By contrast, model-based approaches model
parts of the Internet (i.e., deployed number of devices of each type)
based on network design principles. Such a model combined with
manufacturers' consumption data on typical network equipment
leads to the overall energy consumption (Hinton et al., 2011), which
is then related to the corresponding data traffic.

• Bottom–up analysis: Finally, bottom–up analyses are based on direct
observations made in one or more case studies, leading to energy in-
tensity values for specific cases, and a discussion of the generalizability
of the results.

All ten studies reviewed apply an average allocation rule, distributing
the equipment energy consumption evenly among the total traffic vol-
ume over a certain period of time. Applying a consequential instead of
an attributional approach as discussed in LCA methodology (Finnveden
et al., 2009),whichmeans to focus onmarginal instead of average effects,
would be a reasonable alternative, but would raise allocation issues for
the fixed part of the energy input (the power consumed even when no
traffic would occur). We have not found any study applying a conse-
quential approach to Internet energy intensity.

There are a significant number of studies presenting LCAs of elec-
tronicmedia (often in comparison to printmedia). The product systems
investigated in these studies naturally include data transport over the
Internet. However, as Bull and Kozak report in a recent review (Bull
and Kozak, 2014), the existing studies either assume that its contribu-
tion to environmental impact is negligible, or they use very rough esti-
mates of the energy used for Internet data transmission. We therefore
didn't include these studies in the present review.

Some newer industry studies on the energy consumption of cloud
computing could be expected to provide better insight into the energy
consumption induced by network traffic. However, these studies either
do not account for network energy (Google, 2011; Verdantix, 2011), do
not disclose it separately from the data center's energy consumption
(Accenture, 2010; WSP Environmental, 2011), or assume proportionality
to the servers' consumption (Google, 2012). A report on cloud computing
by Greenpeace (Cook, 2012) has been excluded as well because it con-
siders only the data centers providing the cloud services and no Internet
data transmission.

Two research labs have recently provided studies on the energy con-
sumption of cloud services: University of Melbourne's “Centre for
Energy-Efficient Communications” (CEET, 2013) and the Lawrence
Berkeley National Laboratory (Masanet et al., 2013). Both studies
include in their calculation the results of third-party assessments of
the energy intensity of the wired Internet that are already part of the
present review: CEET (2013) uses the data from Baliga et al. (2009),
and Masanet et al. (2013) build on data from several sources such as
Baliga et al. (2009), Coroama et al. (2013), and Lanzisera et al. (2012).
A recent study by Hischier and colleagues on electronic media
(Hischier et al., under review) builds on other data sources as well.

2.1. Studies using a top-down approach

Top-down analyses are based on two relatively coarse estimates:
1) the overall energy demand of either the entire Internet or a part of
it (e.g., a country or a continent), and 2) the total Internet traffic of
that region, and can thus produce a relatively large estimation error
(Chan et al., 2012).

One of the early top-down studies refers to the year 2000 and places
the US Internet energy consumption at 47 terawatt-hours per year
(TWh/a) and the corresponding Internet data flows at 348,000 terabytes
per year (TB/a) (Koomey et al., 2004). The transmission of 1 gigabyte
(GB) would thus need on average 136 kWh. For the Internet traffic, the
study used estimates by the Minnesota Internet Traffic Studies
(MINTS) group. For the Internet energy consumption, the study builds
on estimates of the total energy consumption of office and telecommuni-
cations equipment in the US (Roth et al., 2002). The study was explicitly
designed to be an upper-bound estimate: “For purposes of estimating
network electricity use, we erred on the side of being more inclusive,
with the understanding that this approach would result in an overesti-
mate” (Koomey et al., 2004).

An update of this study was later published referring to the year
2006. Estimating again the US Internet energy consumption and using
three existing estimates of the US Internet traffic per year, the new
study presented a range of 8.8–24.3 kWh/GB, depending on the traffic
estimate used (Taylor and Koomey, 2008). This study was again
designed to bepessimistic rather thanoptimistic in termsof energy con-
sumption. By interpolating between these two results 6 years apart
(considering for 2006 the median figure of 15.7 kWh/GB), the authors
conclude that the energy needed per amount of data transmitted over
the Internet decreases by 30% per year.

This 2006 estimate was updated in a later article for the year 2008
(Weber et al., 2010). For this period, the authors assumed that total In-
ternet traffic increased by50%per year, and that total Internet electricity
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use grew at a yearly rate of 14%, which had been the average global
growth rate of data center electricity use between 2000 and 2005.
These assumptions resulted in an average Internet electricity intensity
of about 7 kWh/GB for 2008.

Based on numerous inventory surveys, together with annual power
growth estimates and “comparison with the power consumption of
data centers and PCs in the same surveys,” Pickavet et al. (2008) put for-
ward a worldwide average power consumption of 25 gigawatts (GW)
for networking equipment in 2008, which corresponds to an energy de-
mand of 219 TWh/a. To make their result comparable with the other
studies, we add our own estimate for Internet data traffic for 2008 to
calculate the energy intensity. According to Cisco's “Visual Networking
Index”, global IP traffic grew 45% during 2009 to reach an annual run
rate of 176 exabytes (EB) per year (Cisco, 2010). We therefore assume
a traffic volume of 121 EB for the year 2008. Dividing the study's esti-
mate for Internet energy demand by this estimate for Internet traffic
yields an energy intensity of 1.80 kWh/GB. According to the system
boundary chosen by Pickavet and colleagues, this value includes only
equipment used for transmission (i.e., network equipment and optical
fibers with amplifiers), but no end devices.

Lanzisera et al. (2012) include only networking equipment in their
top–down analysis (no fibers, no end devices). Estimating the total of
both the US and the world networking equipment stock for 2008, the
power of each device and their individual usage patterns, the article
computes an annual electricity consumption of 18 TWh for all network-
ing equipment in the US and of 50.8 TWh for the world. Using the same
121 EB/a derived from Cisco (2010) as worldwide traffic estimate for
2008 yields then an energy intensity of 0.39 kWh/GB for the world
average.

The considerable divergence among the results of the five top–down
studies ismainly explained by the use of different systemboundaries, as
we will discuss in Section 3.

2.2. Studies using a model-based approach

This approach is based on modeling parts of the Internet according
to network design principles together with manufacturers' data on
typical network equipment (Hinton et al., 2011).

Detailed and broadly documented model-based analyses have been
presented by a University of Melbourne group (Baliga et al., 2007, 2008,
2009, 2011; Hinton et al., 2011), and by Kilper et al. (2011). Most of
their articles analyze a part of the typical Internet transmission path
(Baliga et al., 2008), or have distinct focuses such as the Internet
power consumption per user (Baliga et al., 2007) or future develop-
ments (Kilper et al., 2011). Some of these results may, nevertheless, be
adapted to become compatible with our analysis.

We will do this adaptation for the paper by Baliga et al. (2007), who
analyze the Internet-related power consumption of 2 million Australian
homes (corresponding to 4 million users). The analysis is based on the
following system boundary: it considers the power consumption in
the access network close to the users, the metropolitan network, the
core Internet network, and along the optical fiber links. It results in a
range of power consumption depending upon the peak and average
Internet access rates. Considering the 2007 values of 100 Mbit/s peak
and about 1–2 Mbit/s average access rates yields a consumption of
20 megawatts (MW), which is a rounded value. In order to calculate
the energy intensity per amount of data, we again have to add our own
estimate of the amount of traffic, in this case for 4 million Australian
users in 2007. According to Cisco, Australia's Internet traffic reached
72 petabytes per month in 2010 (Cisco, 2011), or 864 petabytes per
year (PB/a). Cisco further indicates that “Australian Internet traffic in
2010 was equivalent to 8× the volume of the entire Australian Internet
in 2005″ (Cisco, 2011). Assuming steady exponential growth with a
growth rate of 51.5% (leading to an eightfold increase over 5 years)
yields a traffic volume of 248 PB/a for 2007. In the same year, 71.7% of
Australians were using the Internet, and 23.94% were broadband
subscribers (The World Bank, 2011). In other words, around 1/3 of
Australian Internet users had a broadband connection. Depending on
whether we distribute the Australian Internet traffic evenly among all
users or exclusively among the ones with a broadband connection, the
broadband-connected users caused a traffic volume of either 82.7 or
248 PB/a. Becausewe can safely assume that the reality is somewhere be-
tween these extremes (userswith broadband connection caused an over-
proportional part of the traffic, but not 100%), it follows that the traffic of
broadbanduserswas in the range of 82.7–248 PB/a. Togetherwith the av-
erage power consumption of 20 MW(Baliga et al., 2007), which amounts
to 175 GWh/a, this yields an energy intensity of 0.7–2.1 kWh/GB.

A second model-based study we reviewed (Baliga et al., 2009) pro-
vides a direct estimate for the energy intensity of Internet data transmis-
sion: 75 micro-Joules per bit (μJ/bit), equal to 0.179 kWh/GB, at the
relatively low access rates typical for 2008. As the authors point out,
their result represents a lower bound or optimistic estimate in terms of
energy consumption, because the model assumes only state-of-the-art
equipment and ignores the fact that legacy network equipment is less
energy efficient. They further state that they expect this energy intensity
to drop in the near future to 2–4 μJ/bit with increasing access rates. In
their 2011 article Baliga et al. (2011) use a value from this envisioned
range, 2.7 μJ/bit. This value corresponds to 0.0064 kWh/GB and repre-
sents the lowest value put forward thus far.

2.3. Case studies using a bottom–up approach

In Coroama et al. (2013), we presented an assessment using a pure
bottom–up approach. The assessment was based on the case study of
a 40 megabits per second (Mbit/s) videoconferencing transmission be-
tween Switzerland and Japan, introduced in Coroama et al. (2012). For a
system boundary that included network devices and optical fibers but
no end devices, andmaking pessimistic assumptions in terms of energy
consumptionwhere specific datawas not available, the study yielded an
energy intensity of 0.2 kWh/GB for 2009. Aswe argued in Coroama et al.
(2013), the case has many characteristics (such as a high number of
hops) that justify taking it as above-average in termsof energy intensity.
This implies that the case-study result, when generalized, should be
considered an over-estimation of the average energy intensity.

The case study conducted by Schien et al. (2012) analyzed the
download of the UK newspaper “The Guardian”, as well as the down-
load of a 640 second video from the Guardian's video section. The
newspaper's homepage was located on a server within the UK, while
the video was outsourced to a Content Distribution Network (CDN)
and mirrored on several continents within the CDN's network. Down-
loads from clients in Oceania, Northern America, and Europewere stud-
ied. It turned out that geography played only a minor role; the energy
consumptions of the downloads from different continents were similar.
On average, for both the homepage and the video, they were just below
25 Joules per megabit (J/mbit), which corresponds to 0.057 kWh/GB.

3. Comparison of the studies and explanation of diverging results

The surveyed studies present a very large variation among their re-
sults: from the 136 kWh/GB of (Koomey et al., 2004) down to the
0.006 kWh/GB of (Baliga et al., 2011), there is a spread of four orders
of magnitude. Table 1 summarizes the most important characteristics
and the results of the studies surveyed in this review. Some of the ener-
gy intensity results had to be calculated by the current authors to make
the studies compatible, as described in Section 2 above. These values are
marked with an asterisk (*). In the following, we will discuss the influ-
ence of the most important factors on the results.

3.1. Reference year

An important part of the large differences can be explained by the
year of reference for the individual studies, ranging from 2000



Table 1
Estimates for the energy demand of Internet transmissions.

Study Method System boundary Data for Energy intensity

Networking equipment Optical fibers End devices

Koomey et al. (2004) Top–down X X X 2000 b136 kWh/GB
Taylor and Koomey (2008) Top–down X X X 2006 8.8–24.3 kWh/GB
Weber et al. (2010) Top–down X X X 2008 7 kWh/GB
Pickavet et al. (2008) Top–down X X 2008 1.8 kWh/GBa

Lanzisera et al. (2012) Top–down X 2008 0.39 kWh/GBa

Baliga et al. (2007) Model-based X X 2007 0.7–2.1 kWh/GBa

Baliga et al. (2009) Model-based X X 2008 N0.179 kWh/GB
Baliga et al. (2011) Model-based X X 2011 (?) 0.006 kWh/GB
Schien et al. (2012) Bottom–up X X 2009 0.057 kWh/GBa

Coroama et al. (2013) Bottom-up X X 2009 b0.2 kWh/GB

a Calculated by the authors based on the results provided in the cited study.
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(Koomey et al., 2004) to 2009 (Coroama et al., 2013; Schien et al., 2012).
ICT is a very dynamic sector, and the equipment is becoming ever more
energy efficient, needing less energy per amount of data being proc-
essed or transmitted. According to the observation from Taylor and
Koomey (2008) that the energy intensity of Internet data transfers
decreases by 30% each year, this technological progress alone leads to
a reduction by a factor of 25 over the period of 9 years covered by the
studies. In Baliga et al. (2011) it is not explicitly stated which year the
study refers to. Assuming it refers to the year of publication, 2011,
would imply a factor of 50 between 2000 and 2011.

The plot of the energy intensity over time shows the general
decreasing trend (Fig. 1).
3.2. System boundary

The other determining factor is the system boundary, in particular,
whether end devices (i.e., end-user devices such as desktop, notebook
or tablet computers, and servers running to provide services through
the Internet) are viewed as part of the system under study or not. This
decision has a large impact on the result: As shown in Table 1, for the
year 2008, which has been referred to by several studies, the study in-
cluding end devices yields a result of 7 kWh/GB (Weber et al., 2010),
while the three studies not including end devices result in energy inten-
sities of 1.8 kWh/GB (Pickavet et al., 2008), 0.39 kWh/GB (Lanzisera
Fig. 1. Results of the reviewed studies, togetherwith the year their data refers to. Filled cir-
cles represent studies that took into account end devices; empty circles represent studies
that considered only the energy needed for data transmission. Legend: 1. (Koomey et al.
(2004); 2. Taylor and Koomey (2008): high end, as computed by the authors; 3. Taylor
and Koomey (2008): low end; 4. Weber et al. (2010); 5. Baliga et al. (2007): high end,
as computed by us depending on the distribution of Australian Internet traffic between
high bandwidth users and low bandwidth users; 6. Baliga et al. (2007): low end, as com-
puted by us; 7. Pickavet et al. (2008), computed by us based on the author's estimate of
worldwide Internet energy consumptiondivided by an estimate of theworldwide Internet
traffic for that year; 8. Lanzisera et al. (2012), computed by us based on the author's esti-
mate ofworldwide Internet energy consumption divided by an estimate of theworldwide
Internet traffic for that year; 9. Baliga et al. (2009), value for low access rates of a few
Mbits/s; 10. Coroama et al. (2013); 11. Schien et al. (2012), value approximated from
Figs. 6 and 7 of the paper; 12. Baliga, Ayre (2011), uncertain which year the data refers
to, probably 2011.
et al., 2012), and 0.179 kWh/GB (Baliga et al., 2009)— all at least a factor
of 4 below the study that includes end devices. Google (2012) implicitly
assumes that the energy consumption caused by the Internet transfer of
data is small in comparison to the consumption of the data centers, es-
timating the transfer by adding an extra 10% on top of the data center
consumption. The study by Pickavet et al. (2008) computes the average
worldwide power consumption in 2008 for different classes of ICT de-
vices. Their analysis yields 25 GW for network equipment and 29 GW
for data centers, 30 GW for PCs, 44 GW for TVs and displays, and
40 GW for other devices — the network part thus being 15% of the
total. Finally, Williams and Tang (2013) analyze the energy consump-
tion of five cloud-based services, indicating the consumption of data
centers, network, and end devices separately. Their analysis that con-
siders the entire life cycle of devices and is thus not directly comparable
to the studies reviewed here, results in much lower shares for the net-
work: 0.01–0.50% of the life-cycle wide energy, depending on the ser-
vice and type of end device used.

From all these considerations, it is evident that the decision of
whether or not to include end devices within the system boundary
will influence the result substantially. The difference between including
or excluding end devices is also made visible in Fig. 1.

In Section 4 below,wewill argue against the inclusion of enddevices
within the system boundary of studies analyzing the energy intensity of
the Internet.

3.3. Assumptions regarding access networks

Several authors point out that the access network (the network
connecting users to the nearest switch of the Internet service provider,
nowadays ADSL lines, public WiFi hotspots or mobile networks) can
dominate the energy consumption (Baliga et al., 2009; Coroama et al.,
2013; Hinton et al., 2011). With increasing access rates, however, it is
also possible that the core network components will become increas-
ingly important andmight, in the end, be themajor factor of the energy
intensity of the wired Internet (Baliga et al., 2009). A more detailed in-
vestigation of the access versus core networkswill therefore be a crucial
part of future studies on Internet energy intensity.

3.4. Other factors influencing the results

The facilities (rooms, buildings) hosting ICT networking equipment
and datacenters induce a power overhead due to non ICT-related
consumption such as cooling or lighting. The measure widely used to
account for this consumption is the so-called Power Usage Effectiveness
(PUE). The PUE is computed as a facility's total power divided by the
power needed to run the ICT equipment only (Rawson et al., 2008). As
the former includes the latter, the PUE is larger than, or equal to, 1.
The closer the PUE is to 1, the less power is “wasted” for activities
other than information processing, such as power transformation or
cooling. The average PUE for datacenters nowadays is slightly lower
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than 2 (Stansberry and Kudritzki, 2012) with decreasing tendency; for
the facilities hosting Internet routers it was around 1.7 in 2009 (Moth
and Norris, 2010).

Most studies include an estimate of the PUE in their considerations;
Lanzisera et al. (2012) do not, i.e., they assess the energy directly enter-
ing ICT devices. The study by Pickavet et al. (2008) is unclear on this
point. It is obvious from the considerations above that the PUE can influ-
ence the results considerably, namely up to a factor of 2.We favor taking
into account the PUE, as the additional energy covered by the PUE, in
particular the cooling energy, is consumed only because of the ICT
equipment.

The last factor that influences the results is the power consumption
along the optical fibers. All studies except Lanzisera et al. (2012) include
them. While optical fibers as such do not need any power, the optical
amplifiers needed every 80–100 km do. This power, however, is rela-
tively small compared to the power of the networking devices (routers
and switches); the exclusion of the fiber connections thus does not sub-
stantially change the results.

4. Discussion

Our analysis has shown that there is one outstanding problem that
must be solved when assessing the energy intensity of the Internet:
the definition of the system boundary. The extreme case to view all
ICT equipment connected to the Internet as part of the Internet leads
to results that include energy consumption needed for various types
of devices and tasks. Average energy intensity, in this case, does not
say much about a specific task carried out by specific devices because
of the high variability. The other extreme is to assess only the energy
needed for data transmission.

Including end devices is undoubtedly valuable for numerous
purposes. If, for example, the objective of the research is to determine
the energy consumption caused by streaming and watching a video
from the Internet, the system under study should include (a) the end-
user device's electricity consumption for the duration of the video being
watched, (b) the consumption caused in the Internet by transmitting
the data, and (c) a properly allocated share of the consumption of
the server providing the video. (a) and (c) refer to end devices in our
terminology, while (b) refers to the Internet as a data transmission
infrastructure.

However, it is hard to imagine how an average value given for Inter-
net energy intensity that includes unspecified end devices can be of use
tomake a statement about a specific case, because it cannot differentiate
between different user devices (such as a PC or a tablet), nor between
the servers at the other end (and their utilization, which may also play
a role). Moreover, this approach is also incapable of differentiating be-
tween client–server and peer-to-peer communication, which could
make a significant difference for energy consumption and allocating en-
ergy to tasks.

It therefore seems to be more useful and also more transparent to
first estimate (a), (b), and (c) separately and adding the partial results
upwhennecessary, as opposed to calculating just the total from theout-
set. In general, knowing which fraction of the overall energy demand is
caused by which part of the supply chain of a final service is key to
efficiently allocate investments in energy efficiency. If such results are
to be used by decision-makers, they should clearly differentiate be-
tween the three components.

Assessments of Internet energy that include end devices can even
lead to misleading conclusions when applications running on identical
end user equipment are compared. While a peer-to-peer file exchange,
for example, can use a bandwidth of several Mbit/s, a Skype voice call
uses a bandwidth of only 60 kbit/s. Assuming exclusive usage of two
identical client devices at the end nodes, in the low-bandwidth case
the relatively high energy consumption per bit at the terminal nodes
(due to lowutilization)would dominate anymixed calculation of trans-
mission energy and end device energy. This could lead to the seriously
misleading conclusion that “the Internet” usesmore energy per amount
of data for a Skype call than for a file exchange (roughly two orders of
magnitude more). Although a small part of the difference can be
explained by the fact that short packets, as they are typical for Skype,
attract a higher proportion of overhead than large packets (Hinton
et al., 2012),making Skype indeed less energy efficient thanfile transfer,
the lion's share of this large difference is a consequence of the different
utilization of end devices during their exclusive use for the given
activity.

While the energy consumed for transporting data is indeed propor-
tional to the amount of data transmitted, the applications causing the
traffic might induce very different consumption per amount of data
transmitted at the end devices. We thus conclude that even for the pur-
pose of assessing the total energy cost of an Internet-based application,
a sound approach should assess the three components (a), (b), and (c)
mentioned above separately.

A basic methodological problem is that there are devices whose en-
ergy consumption scales with traffic, and devices (including the end de-
vices) where this is usually not the case. This would in principle require
to measure energy intensity in energy per data in the first case and in
energy per time (i.e., just power) in the second case, because the load
will make no difference. Such a combined approach seems to be imper-
ative when investigating the energy intensity of access networks in
more detail.

5. Conclusion and outlook

We reviewed ten studies that assessed the average energy intensity
of the Internet or quantities from which we could derive such an esti-
mate. We found that the reference year had an obvious influence on
the result. The most important conclusion is that the decision to either
include end devices into such an assessment or to define the Internet
as a pure data transmission system is crucial, both for the order of
magnitude of the results aswell as for the usability of the result to assess
specific cases or applications and to support decision-making.

We therefore recommend the clear differentiation between data
transmission via the Internet and data processing at the end nodes
(done by end-user devices or servers) when assessing energy
consumed for performing tasks involving the Internet, and to limit the
validity of the results to the year of reference.

This study does not account for the increasing role ofmobile Internet
access and its impact on energy intensity. Newer results (CEET, 2013)
suggest that future research should also systematically differentiate be-
tween access technologies (in particular, between mobile access and
most other wireless or wired access technologies), which seem to
have a substantial effect on energy intensity.

Acknowledgments

This research was partly funded by the “Fundação para a Ciencia e
Tecnologia”, Portugal, through project Pest-OE/EEI/LA0009/2011.

References

Accenture. Cloud computing and sustainability: the environmental benefits of moving to
the cloud; 2010.

Baliga J, Hinton K, Tucker RS. Energy consumption of the Internet, Joint International Con-
ferences on Optical Internet, and the 32nd Australian Conference on Optical Fibre
Technology, COIN-ACOFT. VIC, Australia: Melbourne; 2007.

Baliga J, Ayre R, Sorin WV, Hinton K, Tucker RS. Energy consumption in access networks.
Optical Fiber Communication Conference and the National Fiber Optic Engineers
Conference (OFC/NFOEC). Optical Society of America: San Diego, CA, USA; 2008.

Baliga J, Ayre R, Hinton K, Sorin WV, Tucker RS. Energy consumption in optical IP
networks. J Light Technol 2009;27:2391–403.

Baliga J, Ayre R, Hinton K, Tucker RS. Green cloud computing: balancing energy in pro-
cessing, storage, and transport. Proc IEEE 2011;99:149–67.

Bull JG, Kozak RA. Comparative life cycle assessments: the case of paper and digital media.
Environ Impact Assess Rev 2014;45:10–8.

CEET. The power of wireless cloud: an analysis of the impact on energy consumption of
the growing popularity of accessing cloud services via wireless devices. Melbourne,

http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0155
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0155
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0160
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0160
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0160
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0010
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0010
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0010
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0005
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0005
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0015
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0015
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0020
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0020
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0165
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0165


68 V.C. Coroama, L.M. Hilty / Environmental Impact Assessment Review 45 (2014) 63–68
Australia: Centre for Energy-Efficient Telecommunications (CEET), Bell Labs and Uni-
versity of Melbourne; 2013.

Chan CA, Gygax AF, Wong E, Leckie CA, Nirmalathas A, Kilper DC. Methodologies for
assessing the use-phase power consumption and greenhouse gas emissions of
telecommunications network services. Environ Sci Technol 2012;47:485–92.

Cisco. Hyperconnectivity and the approaching zettabyte era. San Jose, CA, USA: Cisco;
2010.

Cisco. VNI forecast highlights: Australia — 2010 year in review. San Jose, CA, USA: Cisco;
2011.

Cook G. How clean is your cloud? Amsterdam, The Netherlands: Greenpeace; 2012.
Coroama VC, Hilty LM, Birtel M. Effects of Internet-based multiple-site conferences on

greenhouse gas emissions. Telematics Inform 2012;29:362–74.
Coroama VC, Hilty LM, Heiri E, Horn FM. The direct energy demand of Internet data flows.

J Ind Ecol 2013;17:680–8.
Erdmann L, Hilty LM. Scenario analysis: exploring the macroeconomic impacts of

information and communication technologies on greenhouse gas emissions. J Ind
Ecol 2010;14:826–43.

European Commission. Addressing the challenge of energy efficiency through information
and communication technologies. Brussels: Communication from the Commission to
the European Parliament, the Council, the European Economic and Social Committee
and the Committee of the Regions; 2008.

Finnveden G, Hauschild MZ, Ekvall T, Guinée J, Heijungs R, Hellweg S, et al. Recent devel-
opments in life cycle assessment. J Environ Manag 2009;91:1–21.

Google. Google's green computing: efficiency at scale; 2011.
Google. Google apps: energy efficiency in the cloud; 2012.
Hilty L, Lohmann W, Huang E. Sustainability and ICT—an overview of the field. Notizie

Politeia 2011;27:13–28.
Hilty LM, Aebischer B, Andersson G, Lohmann W, editors. ICT4S 2013: Proceedings of the

First International Conference on Information and Communication Technologies for
Sustainability, ETH Zurich. E-Collection ETH Institutional Repository; February
14-16, 2013.

Hinton K, Baliga J, FengM, Ayre R, Tucker RS. Power consumption and energy efficiency in
the Internet. IEEE Netw 2011;25:6–12.

Hinton K, Ayre R, Vishwanath A, Zhang C, Feng M. Energy efficiency of optical IP protocol
suites. Los Angeles, CA, US: National Fiber Optic Engineers Conference (NFOEC); 2012.

Hischier R, Achachlouei MA, Hilty LM. Evaluating the sustainability of electronic media:
strategies for life cycle inventory data collection and their implications for LCA
results. Environ Model Software 2014w. [under review].

Kilper DC, Atkinson G, Korotky SK, Goyal S, Vetter P, Suvakovic D, et al. Power trends in
communication networks. IEEE J Sel Top Quantum Electron 2011;17:275–84.

Koomey J, Chong H, LohW, Nordman B, BlazekM. Network electricity use associated with
wireless personal digital assistants. J Infrastruct Syst 2004;10:131–7.

Laitner JA. Semiconductors and information technologies: the power of productivity. J Ind
Ecol 2010;14:692–5.

Laitner JA, Ehrhardt-Martinez K. Information and communication technologies: the power
of productivity. Environ Qual Manag 2009. [Part I: 18(2): 47–66, Part II: 18(3): 19–35].

Lanzisera S, Nordman B, Brown RE. Data network equipment energy use and savings
potential in buildings. Energ Effic 2012;5:149–62.

Masanet E, Shehabi A, Ramakrishnan L, Liang J, Ma X,Walker B, et al. The Energy Efficien-
cy Potential of Cloud-Based Software: A U.S. Case Study. Lawrence Berkeley National
Laboratory: Berkeley, CA, US; 2013.

Mattern F, Staake T, Weiss M. ICT for Green - How Computers Can Help Us to Conserve
Energy. Proc of the 1st International Conference on Energy-Efficient Computing and
Networking (e-Energy '10). Passau, Germany: ACM; 2010. p. 1–10.
Moth J, Norris M. GÈANT3 Carbon Footprint. Terena Networking Conference; 2010.
[Vilnius, Lithuania].

Pamlin D, Pahlman S. Outline for the first global IT strategy for CO2 reductions. World
Wildlife Fund; 2008.

Pickavet M, Vereecken W, Demeyer S, Audenaert P, Vermeulen B, Develder C, et al.
Worldwide Energy Needs for ICT: the Rise of Power-Aware Networking. Ad-
vanced Networks and Telecommunication Systems (ANTS' 08). Mumbai: IEEE;
2008.

Rawson A, Pfleuger J, Cader T. In: Belady C, editor. Green Grid Data Center Power Efficiency
Metrics: PUE and DCIE. The Green Grid; 2008.

Roth KW, Goldstein F, Kleinman J. Energy Consumption by Office and Telecommunica-
tions Equipment in Commercial Buildings - Volume I: Energy Consumption Baseline.
Washington DC: US Department of Energy, Office of Energy Efficiency and Renewable
Energy; 2002.

Schien D, Preist C, YearworthM, Shabajee P. Impact of Location on the Energy Footprint of
Digital Media. Sustainable Systems and Technology (ISSST). 2012 IEEE International
Symposium onBoston, MA, US: IEEE; 2012. p. 1–6.

Schluep M, Müller E, Hilty LM, Ott D, Widmer R, Böni H. Insights from a decade of de-
velopment cooperation in e-waste management. In: Hilty LM, Aebischer B,
Andersson G, Lohmann W, editors. ICT for Sustainability: Proceedings of the
First International Conference on Information and Communication Technologies
for Sustainability. Zurich, Switzerland: ETH Institutional Repository; 2013.
p. 45–51.

Stansberry M, Kudritzki J. Uptime Institute 2012 Data Center Industry Survey; 2012.
Taylor C, Koomey J. Estimating Energy Use and Greenhouse Gas Emissions of Internet

Advertising. IMC2; 2008.
The World Bank. Internet users. Washington, DC, US: The World Bank; 2011.
Verdantix. Cloud Computing – The IT Solution for the 21st Century; 2011.
Weber CL, Koomey JG, Matthews HS. The Energy and Climate Change Implications of

Different Music Delivery Methods. J Ind Ecol 2010;14:754–69.
Williams DR, Tang Y. Impact of Office Productivity Cloud Computing on Energy Consump-

tion and Greenhouse Gas Emissions. Environ Sci Technol 2013;47:4333–40.
WSP Environmental. Salesforce.com and the Environment: Reducing Carbon Emissions in

the Cloud; 2011.

Vlad C. Coroama is a research fellow at the Instituto Superior Técnico (IST), Universidade
Técnica de Lisboa, Portugal. He holds a computer science MSc degree from the Technical
University of Darmstadt, Germany, and a PhD from the ETH Zurich, Switzerland. For more
than a decade, his research revolved around the relation between Information and Com-
munication Technologies (ICT) and sustainability. In recent years, he focused exclusively
on the environmental dimension of sustainability. Vlad is the author of several studies
and articles on the environmental impact assessment of ICT in general and the Internet
in particular.

Lorenz M. Hilty is professor at the Department of Informatics at the University of Zurich
and senior scientist at Empa, the Swiss Federal Laboratories for Materials Science and
Technology. His interdisciplinary team, the Informatics and Sustainability Research (ISR)
group, is shared by theUniversity of Zurich andEmpa. He is affiliate professor at theCenter
for Sustainable Communications (CESC) at KTH Royal Institute of Technology, Stockholm.
Lorenz Hilty got his Dr. rer. nat. and habilitation in Computer Science from the University
of Hamburg. He has published more than 100 papers and books in the field of ICT and
sustainability.

http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0165
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0165
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0025
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0025
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0025
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0170
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0170
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0175
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0175
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0035
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0040
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0040
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0045
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0045
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0050
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0050
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0050
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0180
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0180
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0180
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0180
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0060
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0060
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0185
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0190
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0065
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0065
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0075
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0075
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0200
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0200
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0205
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0205
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0205
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0080
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0080
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0085
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0085
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0090
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0090
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0210
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0210
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0095
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0095
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0100
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0100
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0100
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0215
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0215
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0215
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0220
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0220
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0225
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0225
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0230
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0230
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0230
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0235
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0235
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0120
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0120
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0120
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0120
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0240
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0240
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0240
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0130
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0130
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0130
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0130
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0130
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0130
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0245
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0250
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0250
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0140
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0255
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0145
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0145
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0150
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0150
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0260
http://refhub.elsevier.com/S0195-9255(13)00112-1/rf0260

	Assessing Internet energy intensity: A review of methods and results
	1. Introduction
	2. Assessments of Internet energy intensity
	2.1. Studies using a top-down approach
	2.2. Studies using a model-based approach
	2.3. Case studies using a bottom–up approach

	3. Comparison of the studies and explanation of diverging results
	3.1. Reference year
	3.2. System boundary
	3.3. Assumptions regarding access networks
	3.4. Other factors influencing the results

	4. Discussion
	5. Conclusion and outlook
	Acknowledgments
	References


