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Abstract. One of the problems of Knowledge Discovery in Databases
(KDD) is the lack of user support for solving KDD problems. Current
Data Mining (DM) systems enable the user to manually design workflows
but this becomes difficult when there are too many operators to choose
from or the workflow’s size is too large. Therefore we propose to use
auto-experimentation based on ontological planning to provide the users
with automatic generated workflows as well as rankings for workflows
based on several criteria (execution time, accuracy, etc.). Moreover auto-
experimentation will help to validate the generated workflows and to
prune and reduce their number. Furthermore we will use mixed-initiative
planning to allow the users to set parameters and criteria to limit the
planning search space as well as to guide the planner towards better
workflows.

1 Introduction

The technology advances in the last decade facilitate the generation of large
amount of data. One of today’s problems is how to process and extract patterns
from it. Knowledge Discovery in Databases (KDD) has made progress during
the last years, since the new types of data that appeared (text, image, multime-
dia) generated new algorithms to handle them. Therefore current KDD systems
incorporate more and more operators. But this creates problems for users since
they are confronted with a plethora of operators. Hence it becomes difficult to
figure out the best choice from so many options (operators).

One of the main issues of such systems is the level of user support. KDD sys-
tems like Weka 1, RapidMiner 2, KNIME 3, EnterpriseMiner 4 or Clementine 5

provide the user nice graphical interfaces that allow them to design KDD work-
flows. Users can drag and drop operators and connect them. Also explanations
about operators’ functionalities and parameters are supported.
1 http://www.cs.waikato.ac.nz/ml/weka/
2 http://rapid-i.com/content/view/181/190/
3 http://www.knime.org/
4 http://www.sas.com/technologies/analytics/datamining/miner/
5 http://www.spss.com/software/modeling/modeler-pro/



However taking into account the large number of operators the existing sup-
port does not help the users solve their tasks. It becomes cumbersome to select
the right operator as well as to build the right workflow. One of the solutions
proposed by several authors is to use AI planning techniques to automatically
generate workflows [1, 23, 7, 22]. But current implementations are limited since
they support a reduced number of operators (not more than 50) as well as the
generated workflows contain not more than 10 operators. The problem is that
this is not enough to successfully solve Data Mining (DM) tasks.

To overcome these problems we came with the idea of using an ontology
to model the DM domain that incorporates more operators [15] than the other
ontologies, and use AI planning to automatically generate plans. Opposed to
other approaches we use Hierarchical Task Planning (HTN) [11] since hierarchi-
cal task decomposition (from CITRUS [22]) and the knowledge available in the
DM domain (CRISP-DM standard [6]) can significantly reduce the number of
generated workflows. Indeed this limits the number of unwanted workflows but
it is still hard for a user to decide which workflows to choose and execute. Other
approaches use meta-learning to find out which operators are best for a specific
data set [13, 3], focusing more on classification algorithms, without a striking
outcome.

Therefore we propose to use systematic auto-experimentation of generated
plans to discover heuristics that prune the number of generated workflows as
well as structure them. By automatic experimentation we mean running the
plans retrieved from the planner in order to find the best plans or a ranking
for the overall plans. Our approach will run all the plans for different data sets
and try to learn from the results of the experiments. The auto-experimentation
will not only improve the ranking of plans, but will also evaluate the outcome
of the generated plans, acting as a validation module for the planning system.
Furthermore, we propose a mixed-initiative planning approach where the user
can define hints or criteria to prune the planning search process and guide the
planner towards better workflows.

The remainder of the paper is structured as follows: The next section de-
scribes the current state of related research, Section 3 discusses the current
state of the work and presents the future research steps. The paper closes with
conclusions in Section 4.

2 Related work

Several approaches try to improve user support for DM by providing intelligent
assistance [21]. However all these approaches are either a proof of concept or
limited to a small number of operators, therefore they are not usable for todays
DM tasks. Existing IDAs do not include any support for auto-experimentation
except maybe with the attempt of [1] which enable the user to execute workflows
based on a ranking. Yet they don’t improve the generation of workflows based
on the previous executions.



Planning and ontologies. Considering planning and ontologies to automat-
ically generate KDD workflows has been suggested and tried by several re-
searchers. They use ontologies to organize and structure the DM domain and
then they use it for planning [1, 7, 24]. But most of the existing ontologies are
rather simple, except for [23, 24] which include a larger number of operators
(more than 60). But even so they are not able to plan very large workflows.
IDEA [1] offers an IDA that uses a prototype ontology and a DM-process plan-
ner to systematically enumerate and rank DM processes by speed and accuracy.
However both the IDA and the ontology are prototypes and limited to a specific
number of DM operators.

The framework presented in [24] automatically constructs DM workflows
based on input and output specification of the data mining task based on a
Knowledge Discovery ontology which is used for planning DM workflows. Their
approach uses a Fast-Forward algorithm for planning combined with the benefits
of the hierarchy from the ontology.

The approach proposed by [8] uses a KDD ontology to support KDD pro-
cess design. Moreover they use a semantic matching function for the automatic
composition of algorithms forming valid prototype KDD processes.

We choose to base our system on the approach of [15]. They built a DM
ontology (developed within the e-Lico project 6) which contains more than 70
operators as well as conditions and effects for each operator expressed in an
extended SWRL language 7 with a set of needed built-ins. Moreover they use
HTN planning to be able to reduce the number of generated workflows, but also
because HTN planning proved to be better in solving real problems [20].

Auto-experimentation of KDD workflows. A recent discovered approach is
the one of [9] which try to improve the execution of KDD workflows generated
by AI planners. We can say this is the closest work to our approach. They
propose a distributed architecture for automating the KDD processes as well
they include a learning module which can learn from the execution of previous
workflows. But they focus only on classification and regression as well they
separate the execution of pre-processing actions. Their work is close to meta-
learning. Our work will focus on the whole workflow and try to find different
metrics to evaluate its performance. Similar to their approach we are also going
to define different quality criteria which the user can set before executing the
plans such that we limit the auto-experimentation. But our approach will focus
on generating hypotheses based on the plans execution, which are better plans.

Meta-learning. Experimental databases are proposed by [2] to store Machine
Learning (ML) experiments. They facilitate large-scale experimentation, guar-
antee repeatability of experiments and improve reusability of experiments. They
also use meta-learning to determine the most appropriate ML tool for a data
set. But their are focusing on a single step of the DM process, in fact on a ML
tool (or algorithm).
MetaL uses the notion of meta-learning to advise users which induction algo-

6 http://www.e-lico.eu/
7 http://www.w3.org/Submission/SWRL/



rithm to choose for a particular data-mining task [13]. One of the outcomes
of the project was a Data Mining Advisor (DMA) [12] based on meta-learning
that gives users support with model selection. IDM has a knowledge module
which contains meta-knowledge about the data mining methods, and it is used
to determine which algorithm should be executed for a current problem.

Other work was done by the StatLog project [16] which has investigated
which induction algorithms to use given particular circumstances. This approach
is further explored by [3, 10] which use meta-rules drawn from experimental
studies, to help predict the applicability of different algorithms; the rules con-
sider measurable characteristics of the data (e.g., number of examples, number
of attributes, number of classes, kurtosis, etc.). [4] present a framework which
generates a ranking of classification algorithms based on instance based learning
and meta-learning on accuracy and time results. However, all these approaches
are studying the execution of only one DM algorithm. Our approach will focus
on entire DM workflow.

Mixed-initiative planning. Several approaches proposed different techniques
to involve the user in the planning process, which are usually known under the
name of mixed-initiative or collaborative planning. One of the approaches is the
one described in [18] and known as advisable planning which attempts to model
the behavior of the planner before starting the planning process. Our ontology
already contains such mixed-initiative planning facility and based on it the user
will be able to refine the planning goal and its steps. Another approach is config-
urable planning suggested by [19] which is a combination of domain-independent
planning engines with higher-level abstractions like HTNs that capture and ex-
ploit domain knowledge. Since our approach is based on HTNs we are already
using such domain knowledge.

3 Research Plan

We propose to integrate auto-experimentation of DM workflows, generated using
ontological planning, in existing IDAs. The automatic experimentation approach
will provide heuristics to simplify and improve the planning process as well
as rank the plans according to different metrics such as accuracy, length of
workflows, execution time, etc.

The main purpose of the system is to assist users in the generation and ex-
perimentation of DM workflows, as well as guiding them to configure parameters
for achieving best performance. The target group consists of KDD researchers
and people who are familiar with DM terminology. Later on we will try to extend
it for naive users.

3.1 Current state

Ontological planning. We choose to base our approach on ontological plan-
ning [14] since the ontology offers a hierarchical structure of the DM concepts.
Moreover it enables us to define conditions and effects for operators as SWRL



rules which are essential for planning. The planner uses a DM ontology as a
planning domain. To be able to use the ontology for planning we need to com-
pile it in a format that the planner can understand. So far we have been involved
in developing the compilation of the DM ontology (the DMWF - Data Mining
Workflow ontology [14]) such that the planner can use it as a domain for gener-
ating plans. The compilation consists of compiling the TBox (terminology which
does not include annotations), then the operators together with their conditions
and effects (operators are classes but their conditions and effects are stored as
annotations and we need to compile them separately), inputs, outputs and pa-
rameters as well as the task/method decomposition (the same goes for the task
and method decomposition, the structure is saved as annotations as well). Fi-
nally we compile the ABox.
Experiments’ design. Based on the ontology and planner we can start design-
ing experiments. The main task was to implement an IDA-API which is able
to retrieve plans starting from a goal definition and a provided data set. The
IDA-API has the following features:

– The DM task can be specified in the form of main goals and optional goals.
– The meta data from the used data sets can be added as a list of facts.
– The plans can be easily retrieved.

The architecture of our system can be seen in Figure 1. We are using the IDA-
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Fig. 1: System architecture.

API to define the DM problems and to retrieve the generated plans. The devel-
oped IDA-API uses a pre-compiled DM ontology (as described before) that is
later used for planning. Then it compiles the task definition and the meta-data
of the data sets used as inputs into a set of facts that can be recognized by the
planning module.

3.2 Plan for future research

Having laid the foundations for auto-experimentation of KDD workflows, we
can start working on the future steps to achieve our contributions described in
Section 1 as follows:



Auto-experimentation to discover heuristics to prune the search plan.
Having a large set of plans to choose from is a challenge for the experimenta-
tion module. In this part of the project we develop an experimentation module
which is able to automatically run experiments in an optimal way. Moreover
the experiments need to be analyzed and used for learning and improving the
experimentation as well as the planning process.

Firstly we need to decide which DM system to use to run the experiments.
We incline towards RapidMiner [17], since it is one of the leading open source
DM tools. Moreover RapidMiner is implemented in Java which makes it easy to
be used with our IDA-API.

Secondly, we need to implement a module that based on the IDA-API en-
ables us to easily define DM tasks. A simple approach would be to have that
programatically but later on we need to develop a graphical interface for it.

Thirdly, we need to build a system that enables us to run DM experiments
in a distributed manner. For starting, the plans will be executed in parallel, one
plan in a thread. Later on we can find ways of parallelizing sub-workflows.

Also we need to study the results of the experiments and find good heuristics
to reduce the number of generated plans. Then we need to evaluate the metrics
and heuristics by performing several types of tasks on a large number of data
sets. For that we will develop a learning module which analyzes the results of the
experiments and tries to improve the auto-experimentation. As a starting point,
we could use the data sets from the UCI repository 8 and later test it on larger
data sets (also which are not preprocessed). Another idea would be to generate
hypotheses (which would represent better plans) based on the experiments and
then run them and check their accuracy. In the end, our purpose is to be able to
solve one of the KDDCups 9 (for example KDDCup’98) using the system and
show that the auto-experimentation module can successfully provide a reduced
number of plans and qualitative rankings.

Mixed-initiative planning. There are many parameters that can influence
and improve the results of the experiments, for example, the time of the ex-
periments, the resources used, the accuracy, etc.. The main challenge is to find
the best set of parameters which can lead to significant improvement of the
experimentation module. Another one is to provide the user the possibility to
configure the experiments and to influence the planning process.

Firstly, we need to find a set of qualitative metrics the user could set to
improve and guide the planning search. Secondly, we will design a GUI the
allows the user to set all these parameters. Then, we will allow the user to
visualize and manipulate plans by integrating actions like plan step by step,
pause or execute a plan, go next or go back one step. We will later try to extend
this approach and allow the user to contribute not only to the formulation and
development of plans, but also in the management, refinement, analysis and

8 http://archive.ics.uci.edu/ml/
9 http://www.sigkdd.org/kddcup/index.php



repair of the plans. But first we need to study and analyze all the problems
raised in [5].

Finally, we will perform user tests and check if the generated system helps
the users to solve their tasks better and faster than the existing DM systems.

4 Conclusions

In this paper we introduce auto-experimentation of KDD workflows based on
ontological planning. We extend upon research described in Section 2 in vari-
ous ways. Firstly, we use auto-experimentation to reduce and prune the num-
ber of automatically generated workflows. Secondly, we integrate the auto-
experimentation module into an IDA and allow the users to browse workflows by
rankings and analyze the outcomes of their execution. Thirdly, we will provide
a mixed-initiative module that allows the users to guide the planning process
as well as to suggest criteria to prune the searching space.

We are optimistic and believe that the current approach will lead to different
ways of ranking and structuring of the plans as well as involve the users in the
planning process. The impact of our approach is the possibility to find rankings
for DM workflows and heuristics to prune the planner searching space, hence
reducing the time needed to generate plans and finding the best workflow for a
specific DM problem through auto-experimentation.
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