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Abstract. Governments often hold very rich data and whilst much of itffisr-
mation is published and available for re-use by others,aftisn trapped by poor
data structures, locked up in legacy data formats or in feaged databases. One
of the great benefits that Semantic Web (SW) technology oidfiacilitating the
large scale integration and sharing of distributed datacssu At the heart of in-
formation policy in the UK, the Office of Public Sector Infoation (OPSI) is
the part of the UK government charged with enabling the graatuse of public
sector information. This paper describes the actions,rfiggliand lessons learnt
from a pilot study, involving several parts of governmend @ne public sector.
The aim was to show to government how they can adopt SW teagydor the
dissemination, sharing and use of its data.

1 Introduction

Public Sector Information (PSI) can make an important dbuation to bootstrapping
the SW, which in turn will yield many gains. UK governmentderio see the web pri-
marily as a medium for the delivery of documents and the digsation of content to
the citizen. With the emergence of a re-use policy agendB$¥y the UK government
is beginning to develop a far richer and deeper understgrafithe SW and the contri-
bution it can make in terms of achieving greater efficiencgtigh information sharing
and integration to realise broader economic and sociakgain

The Office of Public Sector Information (OP3I3} responsible for the management
of all of the UK government’s intellectual property, inclag setting standards, deliv-
ering access and encouraging the re-use of PSI. In the UKwarky produced by an
employee of the government is deemed to be owned by the Crodithas subject to
Crown copyright. Under this constitutional position, GaFallo, the Director of OPSI
and co-author to this paper, is granted authority by Her btgj@he Queen to manage
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all copyrights and databases owned by the Crown. OPSI atsarnamportant role as a
regulator of holders of public sector information (e.g. ket Office, Ordnance Survey)
for their information trading activities.

In the UK, large quantities of public sector information bdeen made available,
ranging from geospatial, statistical, financial and leg&bimation. However, making
data available and making data reusable are two very difféhengs. Most government
data is published online in text formats with little strugtpthus inhibiting its re-use. By
using unstructured, non-semantic representations ofdtee il becomes almost impos-
sible for machines to find or understand and integrate thissource of information.
For these reasons, OPSI decided to initiate a researchcpraj€TivePSI. The aim of
AKTivePSl is to show how the use of SW technology can faddithe large scale inte-
gration and re-use of public sector information, ultimpatelthe benefit of government,
business and citizen alike. AKTivePSI was about buildingtptypes and demonstra-
tors to mainly win the hearts and minds of some governmenicge and show them
how, and what will it take, to become semantically enablesesal of the organisations
that actively participated are now investing in SW techgads, as will be highlighted
in section 6.

In the following sections we will report on the decisionstiaes, and results of
AKTivePSlI, which involved several government and inforimatrading organisations
that collect, store, and publish public sector information

2 Related Work

The UK has developed a strong e-Government agenda oversthetayears, initially
focussed on providing access to information and more lgiter delivering public ser-
vices online. The publication of the government’s IT stggtdocument, “Transforma-
tional Government - Enabled by Technology” [1] in 2005 makk@ important shift in
the UK government’s thinking to a much broader technologgraig.

Crucially the government has identified overcoming proldemith information
sharing as being integral to transforming services andaiediadministrative burdens
on citizens and business. The UK governmentis committesleraging and producing
open standards, and the GovTalk prograrhimes key documents that describe inter-
operability frameworks and metadata standards. With thigace, the scene is ideally
set for SW technologies now to take centre stage. To use th@adance, transforma-
tional government will require the use of transformatioteahnology for information
sharing.

The Access-eGov [8] project has been investigating howeciigovernmental web-
sites may be annotated using a shared reference ontologgtend to roll out method-
ologies on a test-bed of Eastern European governmentalite@eb$hey suggest that
guided markup of current web-pages and content is perhapsdly to go. However,
they correctly write that developers do not have the necgshkamain knowledge to
create the reference ontology, creating an extra layer cfaducracy in the develop-
ment of the system [9]. Similarly the Quebec government indtia have embarked
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on producing a SW-service-based portal, also using a meferentology to markup the
government’s web-pages.

The BRITE [18] project is building a SW infrastructure foregjific areas of gov-
ernmental record keeping, in this case European-wide bssiregistrations. Vitvar and
colleagues [19] explain how SW services can be used as paheogbroposed Pan-
European E-Government Services (PEGS) proposal, whidhgwisome way to ad-
dressing the follow-on problem of how to integrate semadita from different coun-
tries.

Information integration is of great importance in B2B sadéms There are several
advantages in using ontology-based architectures forrmdton integration, such as
ease of mapping, handling of different terminologies, &xpliata models, etc. [3].

Using Semantic Web Services (SWS) for the integration aadist of distributed
data sources has also been suggested and demonstrated sc&2Bios [13, 4]. Exist-
ing B2B standards for data exchange usually require coraditkeeffort from organisa-
tions to agree how exactly they are to be used and implemanfi8]. SWS is offered
as an alternative to describe and discover informations @pproach could allow for
dynamic integration of resources, assuming that they haga bppropriately described
in a SWS language (eg WSML, WSDL).

3 AKTivePSI

Information policy has developed quite quickly in the UK ottee last five years, with
Freedom of Information legislation as well as the EU Dinegtibut no large scale
work had been done to research the potential for reuse usdvigeShnologies and
approaches. OPSl initiated AKTivePSI as an exemplar to skloat could be achieved
if public sector information was made available for reusanrenabling way.

3.1 Aims of AKTivePSI

Integrating and sharing information from distributed sms contains several obstacles
and problems [5], such as scalability, different termimgods and formats, cost, etc.
After meeting with the AKTivePSI government participani® noticed that many of
them shared the following misguided opinions or beliefs:

— Ontologies are very large, complex, and expensive data isode

— Everyone has to agree and adopt the same terminology toestiatal sharing

— To participate in the SW, their existing data infrastrueswill need to be replaced
with new technology

— Opening access to data only benefits the consumer, and noritdbieer

Our first task in this project was to correct the above miswstdadings to gain
the support of the participants and encourage to provideaad some resources. The
initial aims of the project were to draw together a suffidigtarge set of heterogeneous
information from a selection of public sector organisasianorder to explore: (a) How
SW technology can help turn governmentinformation intaseable knowledge to fuel
e-government, (b) Investigate the best practical appraaekhieve this goal, in terms



of collecting data and constructing ontologies (c) Show kawdata be integrated, and
identify existing government taxonomies that are usefullies task, and (d) provide
evidence that there is added value from undergoing thisgsoc

Throughoutthe project, we had regular consultations widmyrgovernment organ-
isations, including the London Boroughs of Camtland Lewisharf, Ordnance Sur-
vey’ (OS), The Stationary OffiédTSO), The Met Offic&, The Environment Agency,
The Office of National Statistiés (ONS), and several others.

To help focus the requests for data, information was cakbftom the geograph-
ical area covered by two of the participating London locahatities; Camden and
Lewisham.

3.2 Design Decisions

The AKTivePSI project set out to deal with real data, plentytoand several, very
busy, data providers, keen to find solutions to their knog#edroblems. In sucteal
world scenarios, it becomes vital to follow a realistic approdwdt is practical and
inexpensive. To this end, the following decisions were madihe start of the project
which turned out to have a very positive impact on the prasc whole:

— No disruption to the participants’ existing data flows anddels. A complete and
sudden transition to semantic knowledge bases (KB) is wessary and impractical
in the short term.

— Minimum cost to the participants. They provide the data,\aagrovide everything
else (ontologies, KB infrastructure, tools for integratietc.). Data to be delivered
in any shape, format, and delivery method. No data premaratirequired from the
provider. Aim here is to encourage participation, and oheeltenefits of the SW
become more apparent, they will be more willing to investiis hew technology.
The outcomes of this project show that this approach hasgbiery well.

— Simulate a real-life scenario. In other words, what we baiild do can be done the
same way outside our lab environment. For example, we thedtBs as if hosted
by the participants.

— Small, well focussed ontologies. It is not realistic to assuthat an organisation
will build one monolithic ontology for all their data, or thdifferent organisa-
tions will agree on one semantic model. Therefore, a newlogyowill be con-
structed for each dataset, and will be designed to represénthe data stored in
this database, rather that the extended domains that taeniigiit be related to (ex-
amples later). These numerous, small ontologies will bepedpogether to form a
small SW.
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— Data provenance must be preserved. Each dataset providesdwas transferred
into a separate KB with its own ontology to eliminate any risks of data contam
ination from one database to another. Furthermore, eadiomyt contains a few
classes and properties to represent the source of datagdinglname of supplier,
name of data set, date supplied, etc. Source informatidsasatached to all triples
when stored in the triple store.

4 Public Sector Datasets

Several organisations who participated in AKTivePSI maoi@es of their databases
available for the project. The data was provided in variausats, including Microsoft
SQL databases, Microsoft Excel Spreadsheets, text-dummpsdatabases, XML files,
and Microsoft Access spreadsheets. We developed a numberijifs to automatically
convert this data to RDF, in correspondence with their degigd ontologies. Table 1
lists the data sets that we used in this work, the number of BBtements generated
for each, and a brief description of the data.

Camden Borough Council
Land and Property Gazett¢2r3M [Excel |Properties in Camden, full address, coordinates,
type (residential/non-residential/mixed).

Food Premises 84K |Excel |Food related premises in Camden, their business names,
hygiene inspection results, addresses, (eg restauraoplsbar)

Local Businesses 170K |Excel |Businessesin Camden, names, addresses, contact info,
and type of business.

Licences 100K |MSSQL]|Licences for businesses in Camden,

their addresses, licence types, and expiry dates.
Councillors and Committeg89K |Excel |Councillors and committees, sub committees,

who sits on which committee, councillor’s personal infotioa.
Meeting Minutes 106K |Text  |Web pages of committee’s meeting minutes.

Lewisham Borough Council
Land and Property Gazett¢dM [Excel |Properties in Lewisham, their full addresses, and cootéina
Property Tax Bands 10K |Excel |Tax property references, description, rate payers, rdteya
and a one string addresses.

Ordnance Survey (data for Camden and Lewisham only)

Address Layer 1 768K | XML Data about buildings, addresses, and coordinates.
Address Layer 2 11.7M XML Data about buildings, addresses, and coordinates

and building classifications (e.g. hospital, university).
PointX POI 467K XML  |Various landmarks and businesses, with names, addresses,

and coordinates.

The Stationery Office London Gazette (entire database was prided, but only the below was used)
Administration Notices 120K |Text  [Notices for the appointment of administrator for corporate
insolvencies.

Deceased Estates 3.2M |Text Decease notices of individuals, names, addresses,
description and date of death, address of representatives.
Table 1. Datasets provided to AKTivePSI, the number of RDF triplesgeeerated for each dataset, and a description of
what the data is about

Once we receive a new database, we (1) design and build alogyfor this data,
(2) convert the data to RDF triples and store in a triple stanel (3) map the data and
ontology to our existing ontologies and KBs. These stagedascribed in the following
sections.



4.1 Ontology Construction

Ontologies vary according to their formality levels, thepase for which they are built,
and the subject matter they represent [15]. One of the rec@ded first steps towards
building an ontology is to scope its domain to make sure thelogy does not grow
too large for what is needed [14][16].

The appropriate size for an ontology depends on its purpod¢he domain it rep-
resents. Some ontologies are designed to represent entinains, and thus tend to
be of very large sizes, such as the Gene Ontology ((3@nd Foundational Model of
Anatomy (FMA) ontology*3. Ontologies may also be built to serve the needs of specific
applications and thus their sizes, though dependent onebésof these applications,
tend to be much smaller than the domain encapsulating ayigsloOther ontologies,
as in our case, are data-dependent, where they are maittlyo@present a collection
of data, to improve accessibility and understandabilityhaf data. The scale of such
dataset-specific ontologies is limited to the scope of tha.da

As stated earlier, one of our principals for this project waensure the ontologies
we build for the provided datasets are of low complexity amdtéd in scope and size.
Small ontologies are cheaper and easier to build, maintaiderstand, and use. In
AKTivePSlI, we found that most of the databases held by théggzaiting organisation
only required a small number of concepts and relationsbipsfiresent the stored data.

In AKTivePSI, we wanted to show that ontologies are not hardolild if limited to
representing databases of defined scopes. We also wanteowidlsat it is not neces-
sary to come to a common, agreed concensus on vocabulathabdthrough ontology
mapping techniques, locally-built ontologies can alsaspreery useful. Figure 1 shows
an example of a ontology we have built, that describes, ip sienple terms, the domain
of Camden’s Land and Property Gazetteer. In total, we coosd 13 ontologies, one
for each dataset listed in table 1. All the ontologies wer@WiL DL, and were mainly
used to control vocabulary and to cross-link knowledge ase

4.2 Generating RDF

From the ontology we are able to create instances by runmimgle scripts over the
data to produce RDF. The scripts were hand-rolled spedififat the database and
ontology which they were linking (reused across similarabases and ontologies).
Although they were manually built, a framework for semiuatic script generation
would not be inconceivable. The scripts were highly reusabld hence were very easy
to tune for new datasets and ontologies. We ‘demonstratéeé foarticipants the relative
ease of converting legacy data to RDF using cheap and oydieetinology.

As shown in table 1, the total number of RDF triples that weegated for the
government data exceeded 23 million. So although we neededl sntologies, we
also needed scalable KB to hold all these RDF triples. We tise8Store [6], an RDF
triple-store developed in the AKT project, to store the gaterl RDF files. This triple-
store provides a SPARQL endpoint, which is a servlet thagptscSPARQL queries
and returns results in XML.

2 htt p: // ww. geneont ol ogy. or g/
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Fig. 1. Ontology for the Camden Land and Property Gazetteer

4.3 Webbing the Knowledge

One of main reasons for utilising ontologies is that the reedight physical integra-
tions between systems is removed [17]. Ontologies alloegirgtion to happen using
‘soft’ mappings between concepts and instances that queridata browsers can fol-
low to find similar or duplicated entities. In our work, we dsbe speciabwl: sameAs
property to link any mapped entities. By connecting our KBshis way we are able
to provide much greater flexibility and querying power thiaa triginal data structures
could provide.

One main aim of this work is to show the added value of using 8tkrology for
publishing and using government data. Forming a bigger séovaetwork by integrat-
ing the KBs containing all the participants’ data will addeavnore value to the data,
and ease communication and data exchange between therpartne

We performed three levels of mappings:

— Mapping of local ontologies. It is safe to assume that irdiial organisations will
know most about any of the ontologies they develop for thatadand hence
it is possible for these local ontologies to be mapped to exdbbr. For exam-
ple, we developed two ontologies for datasets from LewisHzach ontology has



classes representing Property, Address, Post Code. Thesepts were links with
owl:sameAs to indicate that they represent the same canokpbther example is
mapping the concept Premises from the Food Premises ogtofd@amden to the
Property class in the Land and Property ontology of Camdersemi-automate
these mapping, we used CROSI [7], a freely available toaldfiars a wide choice
of mapping algorithms.

— Mapping of instances. Because we are using a data-cenpioagh, it was very
useful to map the instance data to each other as well. Forgrahe instancpost-
code_N6_6DSin one KB maps to the instanpe_N66DSin another. Since these in-
stances really do refer to the same object we are able tormieh more data about
certain objects that refer to this instance. In fact, we tbtirat simply linking on
one data object (the postcode) was enough to gleen usefuivation from vari-
ous datasets to such an extent that mashups are made easiien(4.5). Instance
mappings were done automatically using simple scriptsdbatch for duplicates
of specific type of instance (e.g. postcodes, streets, dbansy. An owl:sameAs
link will be automatically added between the correspondistances once such a
mapping is found.

— Mapping of local ontologies to the government referencenaxmy; IPSV. IPSV
(the Integrated Public Sector Vocabulary) is a “structuigtcbf terms for the Sub-
ject metadata of public sector resources” [2]. UK e-GoveenhMetadata Standard
requires public sector organisations to comply with IPSKTAvePSI partners ex-
pressed some difficulties mapping their databases to IR&hance part of this
project was explore this taxonomy and assess its suitabilitthis task. To better
understand the problem, we manually mapped our ontologi#setbest matched
terms in the IPSV.

4.4 Exploring the Knowledge Network

Now that all the data is ontologically represented and stor&Bs, we need to demon-
strate to the participating government organisations whdtwhere the added value is.

RDF provides a well-understood grounding on which data neaghared, and this
in itself provides added value, such that re-use of the dataade much easier (see
section 4.5 on Mash-ups).

4.5 Mashing-up Distributed KBs

Once data is available in easily parsable and understamdaivhats, such as RDF,
mash-ups become much easier to generate by searching RDRBmashing-up

data on the fly, which is one of the advantages the SW promises.examples of

such mash-ups were created in AKTivPSI. The aim of buildimgse mash-ups was
to demonstrate the relative ease with which they can be rartstl from semantically
represented knowledge.

The Camden Food Premises database gives information aimiygiene check
results and health risk of various premises around the Caradea that handle food.
The risk categories are given a level between A, which is higly to E which is low
risk, and is based on the cleanliness of the premises, canggiwith regulations, type



of preparation that is performed, etc. The Food Premiseddat contains lots of infor-
mation on these properties, but displaying this infornmratin a map is difficult because
the geographical co-ordinates are missing from this paeticlata set.

However, the Ordnance Survey’s Address Layer and Pointsitefdst (PointX)
datasets contain easting and northing coordinates fonéssés and properties. The in-
stance mapping of postcodes we performed earlier helpad ttoevn our search space
for finding matching addresses in the datasets. Indeed,wad&ad found matches we
were able to assert them as being the same, thereby avoltgngeed for searching
again.
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Fig. 2. Google Maps mashup of the Camden Food Premises dataset wssibl@ by mapping
the data to the OS Address Layer Il and PointX dataset

To create the mash-up, a number of SPARQL queries were wititeg searched for
each premises’ address from the Food Premises datasetiottdie OS two datasets
and once a match is found the co-ordinates are retrievechangrémises is displayed
on a Google map. The information from Food Premises alonly thi¢ mapping per-
formed between one dataset and another, provides extrextéatinstances from both
datasets. The PointX dataset gains access to the risk letred tbod premises (as well
as the implicit knowledge that the premises are used forgwieg food), and the food
premises dataset garnered exact coordinates for the m®riigure 2 shows a simple
Google Maps mash-up that uses the mapping to provide a wislhy of the food
premises dataset.

This type of mash-up could be very good for public awarenasd therefore com-
mercial competition). For example, one particular busirtbat scored within the high
risk category, has glowing customer reviews on restaussiew sites across the inter-
net.

As for Lewisham, we were able to use the PointX dataset fomilai use for the
Lewisham Land and Property Gazetteer. This dataset canilaiormation about all



kinds of properties across the Lewisham ward, and includesess and coordinate
information; however, it does not contain information abtine business inhabiting a
property — information that the PointX data does provide.pidvided a mash-up that
shows the location of business properties

5 Findings

Introducing a new technology, such as the SW to any organisaiust be managed
very carefully to avoid any disruption to their current wgntocedures and data flow,
and to gain their trust and interest in the new technologpBare some of the findings
and lessons learnt from the AKTivePSI study that relatesenspecifically to govern-
ment agencies.

Minimise disruption to existing infrastructure: It was critical to show that adopting
SW technology does not mean throwing away existing datatea$mologies; the re-
engineering of governmental information processing is mpex and difficult task
that is facilitated by special conditions and structured tto not obtain in the United
Kingdom [11]. An important part of our task was to show that tlosts of SW adoption
were relatively low. We demonstrated how simple scripts lbarused to convert all
their data into RDF triples. The approach we adopted in AKP8I was taache the
given databases into triple stores. However, this mightb@othe best solution as it
duplicates existing databases. A slightly different apptois suggested in [10], where
they imported the data into ontologies, then exported ikbam relational databases
with new structures that are closer to those of the used agits. In other words, they
changed the database schema to match the ontology. We aexpevimenting with an
alternative approach, which is to use a technology like D¥Rich enables layering
an ontology on top of a non-RDF database, thus removing tkd @ duplicate or
change the structure of the original database. Such tespyohaintains the benefits
of scalability and maturity of RDBMS, as well as providing RBnd SPARQL access
points.

Minimal ontological commitment: Constructing ontologies requires certain skills and
modelling knowledge and expertise. Government orgawisativorry about the possi-
ble high cost of building such complex knowledge structures

We were encouraged by the results of applying SW technaddgigovernmental
data. Not only were the benefits very high, even on a small tifyasf data, but the
costs were relatively low. The building of small, data-cendntologies was an easily
achievable goal for developers in governmental institgjgossibly working on lim-
ited budgets. This is a lesson that is of interest in the witlemantic Web field, as
arguments continue over the overhead that developing airdairang ontologies will
require. As a result of this work, Camden Council and the lam@azette are now
developing their own ontologies to represent some of thegimsets.

Some of these organisations thought that Cyc, Gene Ontadogyen IPSV, are the
sort of ontologies they need to build to become semantiealgbled. We demonstrated
a cheap and practical approach, where ontologies are dodtetividual datasets rather

¥http://sourceforge. net/projects/d2rq- map/



than to entire domains, themnadually linked together to enable data sharing. It is pos-
sible that more elaborated ontologies might be requiredt lat if more automation is
needed for ontology mapping or for data inconsistency dingck

Extending IPSV: One of the initial concerns that some AKTivePSI particigdrad was
the difficulty they were facing in mapping their data collens to IPSV (section 4.3).
During our investigation, we found that IPSV is mainly demd to represent subject
topics, not data. For example, IPSV contains more than 30steelated to road issues
(e.g.Road safety, Road signs, Road cleaning), but there is not a “Road” term to map a
specific road to. Our conclusion was that IPSV is simply naigleed to be a reference
ontology for representing data and hence a different reterentology, or an extension
to IPSV, for mapping and sharing data. In AKTivePSI, we mappach ontology to
IPSV to demonstrate how IPSV can be extended to cover théregbgemantics.

The ability to map ontologies together provided a much moaetical and less ex-
pensive alternative to agreeing or using the same terngyplehich some government
organisations thought was required to share data. Thegedahat it is possible to con-
tinue using their local terminologies whilst being able peo data exchange channels
between different, distributed, databases.

Showing added value:The goal of providing better access to data is naturally not
enough to win the interest, support, and active partiaypatif data providers. It was
vital to show examples of where and what is the added valueteffation and shared
access. Most of the organisations we met with had some needispmetimes laborious
procedures, for acquiring data from other government smutd/e illustrated the direct
benefits of participating in a semantically enabled datéharge channel, especially
with respect to data consistency checking, relative easetegration and distributed
guerying, data exchange and merging, and lowering the ¢oseeting the requests of
the public for data as well as the requests of the governmeptbviding better access
to public sector information.

Data integration from multiple sources adds the value oflkedge augmentation
and verification. Integrating datasets can provide usegights into the quality of the
dataset for the data provider involved. For example, then@nde Survey'#ddress
Layer 2 dataset provides a list of businesses, including theiresfdand their geo-
location, and similarly so does the PointX dataset. Howewerfound that the two
lists of businesses do not match, where some are preseneidaiaset but not in the
other. In some examples, the PointX dataset containedadwesinesses listed at the
same address, while only one was listed in the OS Address Ray#as this an error?
Perhaps, due to the lack of temporal information, one bgsit@ok over the building
from another, or perhaps one business is sited in the sarttériguon a different floor
to another business. It is difficult to infer an answer, bt ithtegration has provided
some information about the quality of the datasets and made somparisons and
cross-matchings possible.

This, of course, applies equally to errors and inconsisésrio the datasets, as well
as knowledge gaps. Table 2 gives an overview of one of the pbesof inconsistencies
in the datasets. The Sunrise Food Mart appears in the Pomibdse at number 354,
whereas it occupies a number of building plots and is call@driSe Food Market in
the Camden Food Premises. The Ordnance Survey has an eit®maming of the



business, and says the business is at number 352, with samierceervice at 354.
Such inconsistencies cannot easily be automaticallyvedplinless a number of other
linked datasets are able to provide evidence that suppoe®pother of the possible
addresses. All three sources are official and trusted, amceh®ot one can be taken as
necessarily the correct one.

Name Number|Postcod¢Dataset

Sunrise Food Mart {354 NW62QJPointX

Sunrise Food Market|352-354NW62QJCamden Food Premises

Sunrise Food Mart,35352 NW62QJOrdnance Survey Address Laydr 2

London No.1 Courier|354 NW62QJOrdnance Survey Address Laydr 2
Table 2.Inconsistencies on one entity highlighted by the integrati

As well as spotting many knowledge overlaps, we also idedtgeveral knowledge
gaps between various participants. For example, the O%eddsi get automatic feeds
about accepted applications for property extensions faarallcouncils, local councils
need to receive automatic notifications from Land Registnemwva property changes
hands, and local councils in London would like to know wherusilhess publishes its
insolvency notice in the London Gazette. Although AKTivéBI8 not implement any
of these capabilities, but it showed how the SW can suppatt puocesses. Some of
these services will be implemented in the second phase ofive@®RBI due to start in
the coming few weeks.

Provenance and Privacy:Many agencies and institutions are instinctively seceetiv
about their data. The SW vision is to remove human proced$simg the knowledge
acquisition process as far as is feasible, and the idea dispuigy data without even
controlling the context of its presentation is of coursgn@w in governmental circles.

At present, theédeal limits to data publication are unknown. A number of agencies
lack understanding of what data they actually possess.eTagencies needed to be
assured that with SW technology, they will be ablegpick and choose which data to
share and which data to keep locked-up.

Some of AKTivePSI government participants expressed great unease and worry
about possible misuse of the data, once access and reusebiecewith the SW. Pri-
vacy is a complex issue, with post-Enlightenment conceptieutechnological threat
from a number of directions, not only government. Many of iespaepared to surrender
our privacy for gains in efficiency or monetary benefit; othéefend personal privacy
as a vital pillar of a liberal democratic society. Unless antll such political dilemmas
are resolved, governments will of necessity have to treaefelly when considering
how far to exploit information-processing technologiestsas the Semantic Web [12].
Technologies and protocols currently under developmethiew3C to create policy-
aware Web, allowing information users, owners and subjects to exppedicies for
information use and negotiate about them, will help makesttuation clearer [20].

6 Conclusions and Future Work

The adoption of Semantic Web technology to allow for morecifit use of data in
order to add value is becoming more common where efficiendyvatue-added are
important parameters, for example in business and sci¢tmgever, in the field of



government there are other parameters to be taken into mic@g. confidentiality),
and the cost/benefit analysis is more complex. The work tegdrere was intended to
show that SW technology could be valuable in the governnheatdext.

An important outcome of the project is the level of awarerthas has been built
up in government about the potential of SW technology. Hjndaen what the SW
technology is capable of, and the success of the pilot stiddKdivePSI, OPSI is
now funding a second project which will focus on implemegtand running some of
the services and capabilities studied in the first stageeaptemises of some of the
participating government agencies.

Some of the direct outcomes of this work are: (a) the Londore@a is currently
building OWL ontologies to represent parts of their datal srworking towards pub-
lishing this data in RDF; (b) OPSI oversaw the developmera bRl schema, which
is now being used to generate URIs for government officiaslatjons and copyright
statements; and (c) Camden Borough Council added a SW andmtheir staff force
to help the council in their effort to join the SW.

AKTivePSI has given a glimpse of what is possible by apphy&W technology to
public sector information. We showed that by using smaltppse-built ontologies and
mapping these together, greater value can be sought in theatal re-use of the data
in mash-ups becomes much easier, which should increasie pm@Ereness and access
to the data.

The issue of providing better access to to public sectorméion has also been
identified in the policy review, “The Power of Informatior¢pnducted by Prime Min-
ister's Strategy Unif. The review aims to position the UK Government in response to
developments in the use and communication of citizen and generated information
on the web. The work described in this paper predates th&wend helped inform
the review team’s analysis. Of particular note is the praptaslink the social power
of the web to help address the re-usable format issue, bydingwcitizens with an on-
line facility for people to come together, to discuss andifalty request public sector
information assets in a particular format.

The commercial re-use of public sector information that$k'é enables, opens up
countless opportunities for the development of new infdiromgproducts and services,
driving forwards and accelerating the development of theakadge economy.
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