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In numerous distributed environments, including today's World-Wide Web,
organizational intranets, and the emerging Semantic Web, the applications will inevitably
use the information described by multiple ontologies and schemas. Interoperability
among applications depends critically on the ability to map between them. Today,
matching between ontologies and schemas is still largely done by hand, in a labor-
intensive and error-prone process. As a consequence, semantic integration issues have
now become a key bottleneck in the deployment of a wide variety of information
management applications.

The high cost of this bottleneck has motivated numerous research activities on methods
for describing mappings, manipulating them, and generating them semi-automatically.
This research has spanned several communities (Databases, AI, WWW), but
unfortunately, there has been little cross fertilization between the communities
considering the problem.

This workshop examines semantic integration issues, with an emphasis on schema and
ontology matching, ontology integration, and object matching and fusion. It brings
together researchers from different communities to examine cutting-edge approaches to
semantic integration, to consider how different communities can leverage each other's
strengths, and to discuss additional challenges brought by new application contexts.

Workshop topics:

Workshop topics include, but are not limited to, the following:

* matching schemas and ontologies

languages to express semantic mappings

tools for user-driven mapping between ontologies and schemas

reasoning with semantic mappings

mapping negotiation, semantic negotiation

using semantic mappings for query answering, data transformation, and  other
applications

object matching and fusion

maintenance of semantic mappings

discovery and usage of approximate mappings

evaluation of matching techniques

merging schemas and ontologies

model management

specialized matching techniques for specific application contexts
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Approximate Query Reformulation for Ontology | ntegration

Jun-ichi Akahani, Kaoru Hiramatsu, and Tetsuji Satoh
NTT Communication Science Laboratories, NTT Corporation
2-4 Hikaridai, Seika-cho, Soraku-gun, Kyoto 619-0237, Japan

{akahani, hiramatu, satoh} @cslab.kecl.ntt.co.jp

Abstract

This paper proposes an approximate query refor-
mulation framework for integrating heterogeneous
ontologies. In order to achieve semantic interop-
erability in the Semantic Web, multiple ontologies
have to be integrated. Ontology integration re-
quires approximation mechanisms, since often no
perfectly corresponding ontologies exist. However,
most previous research efforts on ontology integra-
tion have not provided clear semantics for approx-
imation. We have therefore proposed a framework
for approximate query reformulation. Inthisframe-
work, a query represented in one ontology is re-
formulated approximately into a query represented
in another ontology based on an ontology mapping
specification. In this paper, we focus on a fragment
of OWL DL and provide a reformulation method
for value restrictions and negation.

1 Introduction

Ontologies play a central rolein the Semantic Web. However,
the decentralized nature of the Web makes it difficult to con-
struct or standardize a single ontology. Regional information
is one reason for this, because ontologies vary from region to
region due to the cultural differences. Ontologies also vary
over time. Different people may update or customize an on-
tology independently. In such cases, one may query based on
an updated ontology for the original ontology, or vice versa.
We thus have to integrate heterogeneous ontologies both in
tempora and spatial dimensions.

When integrating ontologies, it israreto find those that cor-
respond exactly; for example, there may be no corresponding
class for Cgjun restaurants in a Japanese ontology for restau-
rants. In such a case, one may use an approximation mecha-
nism to replace “ Cajun” with the “American” restaurant class
in the Japanese ontology. However, most previous research
efforts on ontology integration have not provided clear se-
mantics for approximation.

We have therefore proposed abasic framework for approxi-
mate query reformulation [2]. Inthisframework, aquery rep-
resented in one ontology is reformulated approximately into
aquery represented in another ontology based on an ontology
mapping specificationwhich is also described as an ontol ogy.

In order to characterize closer reformulation, the framework
introduces two types of reformulation: minimally-containing
reformulation and maximally-contained reformulation. How-
ever, this paper focuses on a simple ontology language and
one-to-one subsumption mapping between ontol ogies.

Ontology description languages such as OWL [6] have
much expressive power by providing constructs for value
restrictions (allvaluesFrom and someValuesFrom)
and negation (disjointWith and complementOf). We
therefore extend the approximate query reformulation frame-
work for afragment of OWL DL [6]. We focuson minimally-
containing reformulation because they require non-standard
inferencesin Description Logics. Based onthe formal frame-
work, we provide a reformulation method for value restric-
tions and negation.

In the following sections, we first present an approximate
query reformulation framework. We then provide a reformu-
lation method for value restrictions and negation. Finally,
we relate our framework to previous efforts in the field and
present our conclusions.

2 Approximate Query Reformulation

In the approximate query reformulation framework [2], a
query represented in one ontology is reformulated approxi-
mately into a query represented in another ontology based
on an ontology mapping specification, as shown in Figure
1. This section and the next present a formal framework
for approximate query reformulation. Throughout these sec-
tions, we use the simple example in the figure to illustrate our
framework. More complex examples will be shown in the
latter sections.

2.1 Queriesin Ontologies

In this paper, we focus on a fragment of OWL DL [6] to de-
scribe ontologies. We use a Description Logic syntax for the
sake of simplicity. Our ontology description language pro-
vides class description constructs for valuerestrictions (v P.C
for allvaluesFrom and 3P.C for somevaluesFrom)
and negation (—C' for complementOf). We distinguish
classes and properties in each ontology as follows.

Definition 1 (Class Description) Given a set C{ of atomic
classes and a set P? of propertiesin an ontology O ¢, a set C°
of classes in the ontology O consists of the following class
descriptions:



Query based on Ontology o1 ‘

Reformulate Query with
Approximate Reformulation Operators> ‘ Query based on Ontology 02

Ontology o1

American
Restaurant

CajunRestaurant

wineList

Ontology Mapping M2

‘ American Beikoku
Restaurant RyouriTen

Ontology 02

Beikoku
Ryo uriTen

adultMenu

aduItMenu

Lo

Food&
@ Drink

Figure 1: Approximate Query Reformulation Framework

e C'where C" € Cj.

e VPI.C", 3P".C", ~C" where C* € C', and P* € P".

Ontologies are described by subsumption relations for
classes and properties, and digointness of classes. For the

sake of simplicity, we do not distinguish individuals and data
literals.

Definition 2 (Ontology Description) Given a set C! of
classes and a set P? of properties in an ontology O, and a
set £ of individuals and data literals, an ontology description
of ontology O isa set O of axioms of the following forms:

e C{ CCi, PIC P4, Cf E-Cs,

ea:C%(ab):P
where C%,Cs C% € Ct, P}, Pi, Pt € P',anda,b € L.

For example, the ontology description O in ontology o1
shown in Figure 1 contains the following axiom:

e CajunRestaurant! C AmericanRestaurant'.

(We denote the subsumptionrelation (i.e., subClassOf and
subProperty0Of) asasolid arrow for easy visualization.)

The semantics of our ontology description language is de-
fined using an interpretation function Z in the usual way. Ta-
ble 1 summarizes the syntax and semantics of our ontology
description language. We denote S |= A iff an axiom A logi-
cally follows from a set of axioms S.

We next define queriesin ontologies. A query isaconjunc-
tion of a query about classes and a query about properties.

Definition 3 (Query) Let V be a set of variables digoint
from £. A query " in ontology O* is of the form

Qo A Qp,
where

e Q% isa conjunction of C(x) where C* € C* and x €
LUV,

e Q% isa conjunction of Pi(x,y) where P! € P! and
z,y € LUV,

For example, the following denotes a query about a Cajun
restaurant that has Merlot on itswinelist in ontology o1.

e CajunRestaurant!(z) A wineList!(z, ‘Merlot’).

The answer to a query Q? can be obtained by substituting
variables vy, - - -, v,, contained in Q* by atuple (ai,-- -, a,)
of objects. We denote this substitution o. The answer set
A(Q%) isaset of tuples such that O = Qio. The semantic
relation between different queries are defined as follows.

Definition 4 (Query Containment) For queries@, and @,
Q1 is said to be contained in Q5 (denoted by Q1 C Q5) if
A(Q1) € A(Q2).

2.2 Mapping among Multiple Ontologies

In our framework, a query represented in one ontology is re-
formulated approximately into a query represented in another
ontology by using an ontology mapping specification. In this
paper, we describe ontol ogy mapping specifications using the
ontology description language.

Definition 5 (Ontology Mapping Specification) Ontology
mapping M “ between ontology O? and O’ is a set of axioms
of the following forms:

e C'CCI,CVECHC!

e P'LC PJ, PiLC P
whereC* € C*, C7 € ¢/, P' € P" and P7 € P7. B

The mapping range R(M ") of ontology mapping M "7 is
defined to be a set of classes and properties in ontology O/
that appear in M.

C -C9,C7 C =Y,

For example, the ontology mapping M 2 between ontolo-
giesol and o2 in Figure 1 contains the following axioms:

e AmericanRestaurant! C BeikokuRyouriTenQ.



OWL Construct Syntax Semantics
allvaluesFrom vPL.Ct | {x|Vy.(z,y) € Z(P") Dy € Z(CY)}
someValuesFrom | JPL.C* {z | Jy(z,y) € Z(PY) Ay € Z(CH)}

complementOf -C'" I(A)\Z(CY
subClassOf ciCCy Z(Ch) CZ(CY)
subPropertyOf | P{LC Pi Z(P}) C I(P3)
disjointwith | C{C (% Z(CHNI(CY) = ¢
(individual axioms) a:C* Z(a) € Z(CY)
(individual axioms) | {(a,b): P* Z({a,b)) € Z(P?)

Table 1: Syntax and Semantics of Ontology Description Language

e BeikokuRyouriTen? C AmericanRestaurant'.
e wineList! C drinkMenu?.
e wineList! C adultMenu?.

There may be many possible reformulated queries, but
we prefer closer reformulation. We therefore adapt and ex-
tend the notion of maximally-contained reformulation [4]
in the database literature. Specifically, we characterize
two kinds of reformulation: minimally-containing reformula
tion and maximally-contained reformulation. In minimally-
containing reformulation, the reformulated query minimally
covers the origina query. On the other hand, in maximally-
contained reformulation, the reformulated query is maxi-
mally covered by the original query.

Assuming that ontology mapping M  is consistent with
ontologies O and O/, we characterize approximate query re-
formulation using query containment in the merged ontology
O UM% U 07, We extend the definition of the answer set
A(Q) to be aset of tuples such that O U M U 07 |= Qo.
Approximate query reformulation is defined as follows.

Definition 6 (Approximate Query Reformulation) Let Q°
be a query in ontology O and Q7 be a query in ontology
O’ described by classes and propertiesin the mapping range
R(M) of ontology mapping M % .

. QJ isan equivalent reformulation of Q¢ if Q7 C @Q° and
Q' C Q.

e ()7 is a minimally-containing reformulation of Q ? if
Q' C QJ and ;here is no other query QJ such that
Q'CQiandQ@] C Q.

e Q7 is a maximally-contained reformulation of Q* if
@’ C Q' and there is no other query Q] such that
Q CQlandQ C Q"

Recall the example query above. A reformulated query

e BeikokuRyouriTen?(x) A drinkMenu?(z, ‘Merlot’)

is not a minimally-containing reformulation, as there is a

minimally-containing reformul ated query as follows;
e BeikokuRyouriTen?(r)AdrinkMenu?(z, ‘Merlot’)A

adultMenu?(x, ‘Merlot’)

3 Approximate Reformulation Operators

In this section, we provide approximate reformulation op-
erators, which we call the most specia generalizers, for
minimally-containing reformul ation.

A reformulated query consists of classes and properties
appeared in the range of ontology mapping. Intuitively,
classes and properties in a minimally-containing reformula-
tion should minimally subsume those in the original query.
Therefore, it is necessary to calculate the least upper bounds
and the greatest lower bounds for classes and properties. We
first define the least upper bounds and greatest lower bounds
for a class and a property. This definition is an extended ver-
sion of [7].

Definition 7 (Least Upper Boundsand Greatest L ower Bounds)

Let C be aclass, O be a ontology description, and TC' be a
set of classes, then the least upper bounds LU B(C, O, TC)
and greatest lower bounds GLB(C,O,TC) are defined as
follows:

e LUB(C,0,TC)={C"|C"eTC,0=CLCC"and
thereisno other C{ € TC suchthat O = C C { and
OECiCC'}.

e GLB(C,0,TC)={C"|C"eTC,0=C"C Cand

thereisno other C{ € TC suchthat O = C’ C C7 and
OEC{CCY}.
Theleast upper bounds and greatest lower bounds for a prop-
erty are defined similarly.

Minimally-containing reformulation requires calculation
of theleast upper boundsof classes and propertiesin theorig-
inal query with respect to the merged ontology. For example,
the least upper bounds of a class CajunRestaurant® with
respect to ontology O' U M*? U 0% in the mapping range
R(M%) isthefollowing set.

e LUB(CajunRestaurant!, O' U M2 U O?,

R(M*'2)) = {BeikokuRyouriTen?}.

Similarly, the least upper bounds of a property wineList!
with respect to ontology O ' U M '2U (02 inthe mapping range
R(M*'?) isthefollowing set.

e LUB(wineList!, 0! U M2 U 0?

{drinkMenu?, adultMenu?}.

Using the least upper bounds, we can define the most spe-
cial generalizers for class queries and property queries.
Definition 8 (Most Special Generalizers) Let O' and 07
be ontology descriptionsin ontology O* and O7 and M* be

an ontology mapping. A most special generalizer for a class
query C*(x) is defined as follows:

MSG(CH(z), 0", 07 M) = C4 () A

R(M12))

A C (),
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where LU B(C*, O'UMY U0, R(M¥)) = {C],---,C3}.
A most special generalizer for a property query P*(x,y) is
defined as follows:
MSG(P'(z,y),0%, 07, MY) = P{(z,y) A--- A P} (x,y),
where LU B(P?, O' UM% U®7, R(M)) = {P/,---, Pi}.
Based on the above examples of least upper bounds, we
have the following most specia generalizers.
M SG(CajunRestaurant!(z), O, 0%, M1?) =
BeikokuRyouriTen?(r).
M SG(wineList!(z, Merlot”), O, 0% M1?) =
drinkMenu?(z,”Merlot”)
A adultMenu?(z,”Merlot”).
Applying these most special generalizers, the query in ontol-
ogy ol
e CajunRestaurant!(z) A wineList!(z, ‘Merlot’)
is reformulated approximately into the query in ontology o2

e BeikokuRyouriTen?(r)AdrinkMenu?(z, ‘Merlot’) A
adultMenu?(x, ‘Merlot’).

The following theorem assures the correctness of our
framework.

Theorem 1 Let Q' be a query inontology O, then
o if Q" isreformulatedinto Q7 in ontology O by the most
special generalizers, then 9} is a minimally-containing
reformulation of Q°.

4 Computing Least Upper Bounds

As we have seen in the previous section, our approximate
query reformulation framework requires computation of least
upper bounds. This computation of least upper bounds for
classes and properties varies according to the expressive
power of ontology description languages. Our ontology de-
scription language only allows subsumption relationship for
properties that are used in normal ontology description lan-
guages, such as OWL. It istherefore easy to computetheleast
upper boundsfor properties using subsumption relationship.
However, our ontology description language allows value
restrictions and negation for class description. In this sec-
tion, we provide least upper bounds for value restrictions and
negation. In the following, we write LUB(C) instead of
LUB(C,0'U M% U O, R(M%)) for simplicity.

4.1 ValueRestrictions

Least upper boundsfor avalue restriction suchasVP?.C are

a set of value restrictions in the target ontology. Because a

value restriction consists of a class and a property, we have to

take into consideration both class and property hierarchies.
We start with the observation that the following holds.

o If P, C PyandC; C Oy, thenVP,.Cy; C VP,.Cy and
dP,.C1 C 3P.Ch.

For example, if awhitewine list property isa sub-property of
awine list property:

e whiteWineList? C wineList!,

and a Bordeaux wine class is a sub-class of a French wines
class:

e BordeauxWine! C FrenchWine?,
then we have the following.

e YwineList!.BordeauxWine
C VwhiteWineList2.FrenchWine?

Intuitively, a class that has only Bordeaux wines on its wine
list is subsumed by a class that has only French wines on its
white wine list, because the latter may also have Italian rose
wine.

Thus, a value restriction that subsumes VP?.C* consists
from a sub-property (e.g., whiteWineList?) of property P?
(e.g., wineList!). Therefore, computation of the least upper
bounds for valuerestriction VP*.C* requiresthat of the great-
est lower bounds of property P?. A greatest lower bound is
semantically a digunction of all the element of the greatest
lower bound. As properties occur negatively in VP.C, nega-
tion of the greatest lower bound is a conjunction of negation
of each element.

Strictly speaking, the following proposition holds from the
semantics of value restrictions.

Proposition 1 (Least Upper Boundsfor Value Restrictions)
The least upper bounds for value restrictions are defined as
follows:
e LUB(VP'.C") = {VPL.C{ | P| € GLB(P') and
C} € LUB(CY)}.
e LUB(3P'.C") = {3P].C{ | P] € LUB(P') and
C} € LUB(CY)}.

1
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For example, the following can be calculated from the on-
tology mapping in Figure 2.

e GLB(wineList!) =
{whiteWineList? redWineList?}.

e LUB(BordeauxWine!) = {FrenchWine?}.
We thus have the following as shown in Figure 2.

e LUB(VwineList!.BordeauxWine! =
{VwhiteWineList?.FrenchWine?,
VredWineList®.FrenchWine?}.

Note that least upper bounds for a value restriction are
computed recursively. A naive algorithm may cause an in-
finite loop. However, a simple blocking mechanism is suffi-
cient to avoid infinite recursion.

4.2 Negation

Negation is useful in practical applications. Consider, for ex-
ample, the ontology description and the ontology mapping
in Figure 3. The ontology description contains the follow-
ing axioms. Suppose that one would like to make a query
about a “Cajun” restaurant in ontology o2. Thereisno class
corresponding to “ Cajun” nor “American” restaurants. How-
ever, the “American” restaurant class is defined to be disjoint
with “European” restaurant class, and there are correspond-
ing classes for subclasses (e.g., “French” and “Italian” restau-
rants) of the “European” restaurant class. It is possible to
construct a reformulated query for the query about a“Cajun”
restaurant using these classes.
The ontology o1 containsthe following.

e AmericanRestaurant! C —\EuropeanRestaurantl.

Thus, computation of LU B(CajunRestaurant!) requires
that of LU B(—EuropeanRestaurant!). It iseasy to show
that

o if C1 C (5, then—-C5 C —C;.
Therefore, the class —EuropeanRestaurant’ is subsumed
by negation of each subclass as follows:

. ﬁEuropeanRestaurantl C —FrenchRestaurant!.

. —\EuropeanRestaurant1 C —ItalianRestaurant!.

Strictly speaking, the following proposition holds from the
semantics of negation.

Proposition 2 (L east Upper Boundsfor Negation) The
least upper bounds for negation are defined as follows:

o LUB(-C%) = {~C] | C} € GLB(C")}.

Applying the proposition to above example, we have

e LUB(—EuropeanRestaurant!) =
{~FrenchRyouriTen?, —ItalianRyouriTen?}.

Thus, a class for “Cajun” restaurant is approximated to a
generalized class “WesternRyouriTen” except “French” and
“Italian” as shownin Figure 3.

e LUB(CajunRestaurant!) =
{WesternRyouriTenQ, —\FrenchRyouriTenQ,
—ItalianRyouriTen?}.

Computation of greatest lower bounds may require the
greatest lower bounds for value restrictions. The following
isadua of Proposition 1.

Proposition 3 (Greatest L ower Bounds for Value Restrictions)

The greatest lower bounds for value restrictions are defined
asfollows:



e GLB(YP'.C") = {VP].C] | P] € LUB(P') and
CJ e GLB(CY)}.

e GLB(3P'.CY) = {3P].C{ | P] € GLB(P') and
Ci e GLB(C™)}.

5 Reéated Work

Approximate terminological query framework [8] provides a
formal framework for query approximation. In this frame-
work, query approximation is used to improve the efficiency
in asingle ontology. Thus, the authors did not provide ontol-
ogy mapping. They also introduce query containment, but it
is used as a measure for the degree of query approximation.
On the other hand, we address approximate query reformula-
tion between ontologies and introduce minimally-containing
reformulation and maximally-contained reformulation.

The approximate information filtering framework [7] has
also been proposed. However, the author only dealt with sim-
ple class hierarchies and the maximally-contained reformu-
lation in our framework. On the other hand, we deal with
complex class description such as value restrictionsand nega-
tion and minimally-containing reformulation, which requires
non-standard inference in Description Logics.

Most previous research efforts on ontology integration
have used ad-hoc mapping rules between ontologies (as sur-
veyed in [9]). This approach allows flexibility in ontology
integration, but most works do not provide semantics for the
mapping rules. One exception is the Ontology Integration
Framework [3] which provides clear semantics for ontology
integration by defining sound and complete semantic condi-
tions for each mapping rule. However, each mapping rule
and its semantic conditions have to be specified by users. Itis
therefore difficult to ensure consistency in the mapping rules.
In contrast, our framework can generate sound and complete
mapping rules by specifying ontology mapping. It is rela-
tively easy to check the consistency, since ontology mapping
specifications are described as an ontology.

6 Conclusions

In this paper, we presented an approximate query reformu-
lation framework for a fragment of OWL DL. In our frame-
work, aquery in one ontology is reformulated approximately
into a query in another ontology based on an ontology map-
ping specification. To characterize closer reformulation, we
introduced two types of reformulation: minimally-containing
reformulation and maximally-contained reformulation. For
the former, we provided the most special generalizers to re-
formulate a class (or property) expression in an original query
into conjunction of the least upper bounds of the class (or
property). We also provided a reformulation method for value
restrictions and negation.

This paper focused on a fragment of OWL DL. Specifi-
cally, our ontology description language lacks unnamed con-
junctions of classes (intersection0Of), digunctions of
classes (unionof), and number restrictions (cardinal -
ity, etc.). However, number restrictions can be incorporated
into our framework. The main reason for this restriction is
that our framework reformulates each conjunct of queries.
Further investigation is necessary for this direction.

As ontology mapping specifications are described in an on-
tology language, our framework is useful for dealing with up-
dated or customized ontologies. If one makes queries based
on an updated ontology for the original ontology, our frame-
work can reformul ate the queries based on ontology mapping
between the original and updated ontologies.

The approximate query reformulation framework has been
incorporated into the GeoL inkAgent system [1]. In the proto-
type system, agents coordinate regional information services
provided by the GeoLink system, which is used in the Digital
City Kyoto prototype [5]. Approximate query reformulation
isrequired for such domains that have cross-cultural aspects,
because ontologies vary from region to region due to cultural
differences.

References

[1] J. Akahani, K. Hiramatsu, Y. Furukawa, and K. Kogure.
Agent-based coordination of regional information ser-
vices. In Digital Cities |I: Computational and Sociolog-
ical Approaches, LNCS 2362, pages 283-291. Springer-
Verlag, 2002.

[2] J Akahani, K. Hiramatsu, and T. Satoh. Approxi-
mate query reformulation based on hierarchical ontol-
ogy mapping. In Proc. of International \Workshop on Se-
mantic Web Foundations and Application Technologies
(SWFAT), pages 43-46, 2003.

[3] D. Calvanese, G. De Giacomo, and M. Lenzerini. A
framework for ontology integration. In . Cruz, S. Decker,
J. Euzenat, and D. McGuinness, editors, The Emerging
Semantic Web, pages 201-214. 10S Press, 2002.

[4] A.Y.Halevy. Theory of answering queries using Views.
SIGMOD Record, 29(4):40-47, 2000.

[5] T. Ishida, J. Akahani, K. Hiramatsu, K. Ishister,
S. Lisowski, H. Nakanishi, M. Okamoto, Y. Miyazaki,
and K. Tsutsuguchi. Digital City Kyoto: Towards a so-
cia information infrastructure. In Proc. of International
Workshop on Cooperative |nformation Agents (CIA-99),
pages 23-35, 1999.

[6] P F. Patel-Schneider, P. Hayes, and |. Horrocks. Owl
web ontology language semantics and abstract syn-
tax.  http://www.w3.0rg/TR/2003/WD-owl-semantics-
20030331/, 2003.

[7] H. Stuckenschmidt. Approximate information filtering
with multiple classification hierarchies. International
Journal of Computational Intelligence and Applications,
2(3):295-302, September 2002.

[8] H. Stuckenschmidt and F. van Harmelen. Approximat-
ing terminological queries. In Proc. of the 4th Interna-
tional Conference on Flexible Query Answering Systems
(FQAS 02). Springer-Verlag, 2002.

[9] H. Wache, T. Voegele, U. Visser, H. Stuckenschmidit,
G. Schuster, H. Neumann, and S. Huebner. Ontology-
based integration of information — a survey of existing
approaches. In Proc. of IJCAI 2001 Workshop on On-
tologies and I nformation Sharing, 2001.



Fund Finder: A case study of database-to-ontology mapping

Jesus Barrasa, Oscar Corcho, Asuncion Gomez-Pérez
(Ontology Group, Departamento de Inteligencia Artificial, Facultad de Informatica, Universidad Politécnica de Madrid, Spain
(jbarrasa@eui.upm.es, ocorcho@fi.upm.es, asun@fi.upm.es)

Abstract: The mapping between databases and ontologies is a
basic problem when trying to "upgrade" deep web content to
the semantic web. Our approach suggests the declarative
definition of mappings as a way to achieve domain
independency and reusability. A specific language (expressive
enough to cover some real world mapping situations like
lightly structured databases or not 1st normal form ones) is
defined for this purpose. Along with this mapping description
language, the ODEMapster processor is in charge of carrying
out the effective instance data migration. We illustrate this by
testing both the mappings definition and processor on a case
study.

Keywords: database-to-ontology mapping, ontology
population, information integration.

1 Introduction

It is a well known fact that there is a large quantity
of existing data on the web stored using relational
database technology. This information is often referred
to as the Deep Web [Bergman, 2001] as opposed to the
surface web comprising all static web pages. Deep Web
pages don’t exist until they are generated dynamically in
response to a direct request. As a consequence traditional
search engines cannot retrieve its content and the only
manageable way of adding semantics to them is
attacking directly its source: the database.

The case study presented in this paper has been
developed in the context of the ESPERONTO' project.
This project aims to bridge the gap between the actual
World Wide Web and the Semantic Web by providing a
service to "upgrade" existing content to Semantic Web
content, retrievable and exploitable in an automatic and
efficient way by Semantic Web tools. In this effort,
ontologies play a key role, aiming at unifying, bridging
and integrating multiple heterogeneous digital content.

The Fund Finder application is about migrating
relational database content to the semantic web.
Typically the input to this kind of problem is a database
that contains the data to be migrated and an ontology that
we want to populate with instances extracted from the
database.

The important idea behind the approach described in
this paper is that mappings between entities,

" http://www.esperonto.net

relationships and attributes in the database’s relational
schema and the corresponding concepts, relations and
attributes of the ontology will be defined declaratively in
a mapping document. This mapping document will be
the input of a processor charged of carrying out the
effective migration in an automatic way. The fact of
defining these mappings declaratively will make our
solution domain independent and reusable.

The level of complexity of the mappings to be
defined will depend on the level of similarity of the
ontology’s conceptual model and the E/R model
underlying the database. Normally, one of them will be
richer, more generic or specific, better structured, etc.,
than the other. This paper is organized as follows:
Section 2 contains a description of the specific test case
in which the study is based. Section 3 describes the
system’s architecture and components. Section 4 gives a
global view of our approach to database-to-ontology
declarative mapping definition and a set of possible
mapping situations. Section 5 describes the most
important features of the eD2R mapping description
language. Section 6 describes how our work relates to
other experiences and approaches. And finally, section 7
comments and evaluates the results and conclusions of
our case study and gives a glimpse of some future trends.

2 Case study

The database we want to migrate (FISUB) contains
incentives and funds provided by the Catalan and
Spanish Governments and by the European Union, for
companies or entrepreneurs located in the Spanish region
of Catalonia. It contains more than 300 registers that are
updated manually on a daily basis.

The reason why we want to migrate these contents to
the Semantic Web is to be able to aggregate to them
information from other web resources related to funding
in the European Union and to allow web users to ask
intelligent queries about funding resources according to
some parameters like their profile, to look for
complementary ones, to check compatibilities and
incompatibilities between types of funding, and so on.

The FISUB database is very lightly structured as it
stores almost all information on a main table called
FUND_OPP (funding opportunity). This table has 19



columns and among them, the most important ones

(which will be used for our examples) are the following:

e TITLE stores the name or accronym assigned to the
funding opportunity.

e BEGIN END stores important dates related to the
funding opportunity as the beginning and end of
validity.

e [LEG REF stores the legal announcement or
approval of the funding opportunity.

e FUND_OP_TYPE stores a short description about
the type of funding: A text in natural language
describing whether it is a prize, a credit, a tax
discount or other.

e URL stores the funding’s home page if it has one.
Some other tables like SECTOR (activity sector) and

AIM are used to add information about the activity sector

covered and the objectives aimed by a funding

opportunity. These satellite tables are linked to the main
table FUND_ OPP through standard foreign key fields.

The main elements in the relational database schema can

be seen in figure 1.
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Figure 1: Excerpts from database tables.

The ontology to be populated is the Funding
Opportunity ontology, which adds more structure and
organization as well as enhanced inference and search
capabilities to the legacy database. Figure 2 shows an
excerpt of the ontology’s concepts and relations.

Funding Opportunity
Titls . ;
Validity Public netice _| official Publicati
Deadline
URL < Date
Y Subeclass-of Number
5T Tsudassor
z
Mon racoverabls Credit Discount
funding
pres -3 Y o
-] -] -l -]
g i g g
oy wy wy oy
Aveard Subvantion | | Pre ferential | | Tax deduction
cradit

Figure 2: Excerpts from the Funding Opportunity
ontology.

The mapping process is expected to extract instance
data from the database and generate a set of instances
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committing to the funding opportunity ontology. Figure
2 shows graphically some of the expected results of this
mapping. As can be seen, some record fields map
directly their corresponding ontology attribute or relation
(i.e. TITLE) but for some others this correspondence is
not immediate (i.e. BEGIN END) and some
transformation is required. Let’s have a look at some of
these mapping situations.

[T = eecer . Branm.
P |

<rdtADF>
<rdfDascription rdfaby

<toclegalRel ndt:resource="ntp
“fo:lngalfied rdt:resouree=
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<feilegalRel rdfireseurce="hip
<toiprovided_by rdt:resource="ntp
<rdttype ratresoure="nHp: fuww &
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- <rdt:Deseripion rdkabout="tp deidem gencsl owisjul 548"
- “hoifitle xmllang="s:">
Ginqui programa comunian dacci? per a la iguakal Topodinitats enie homes | danos (0012005

<Hnitles

3y Toanolog?e™f>

Figure 3: Results of the execution of the mapping
between the FISUB database and the Funding
Opportunity ontology.

The TITLE field on the database maps directly the
title property on the ontology because both refer to
the same thing. The database field contains a string
with the name or acronym that identifies the funding
opportunity plus an optional short comment. In the
example, “PROFIT” is the Spanish technical
research support program.

e The BEGIN_END field on the database, needs to be
transformed. It stores together the dates when the
fund call opens and closes. In the ontology, the
opening and closing dates are separate attributes, so
some extraction needs to be done on the database
field.

e The type of funding is determined by analysing the
content of the field FUND OPP TYPE. If the
keyword “subvention” appears in the field value,
then the funding opportunity will be classified as a
Subvention. If the keyword “prize” is found instead,
then the type of the instance is Award, etc. As can
be seen, keyword search particularly suits this case.

e The case of the LEG_REF data field is slightly more

complicated. It stores a string referencing the (one

or more) official publication in which the funding
opportunity was proposed, approved, modified,
cancelled, etc. by the competent authority. The
corresponding element in the ontology is the

LegalRef property and the fact of having more than

one official publication mentioned into the

LEG_REF field, which means the database is not in



first Normal Form (1NF), will lead to the generation
of multiple relations to different instances from this
single field value. As the official publications
usually have alphanumeric codes as identifiers,
regular expression evaluation seems adequate for
this case.

3 System’s architecture

Figure 4 resents the Fund Finder architecture. We have
distinguished two layers: The modelling layer and the
implementation layer (we are ignoring the formalism
layer for the sake of clarity). At the first one we have the
ontology conceptual model in the WebODE
[Azpirez,2001] platform and the E/R model underlying
the database. At the implementation layer, we have the
ontology implemented in several ontology languages
(OWL, DAMLAOIL, RDEF(S)...) using WebODE
translators and the SQL implementation of the database
relational model. An instance data sub-layer would
contain instance data from the database (records) and
instances of the ontology. The grey area in the figure
shows the mapping definition and execution key
elements.

o
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Figure 4: Diagram showing interactions between
elements in our mapping approach.

e A declarative mapping description document:
eD2R. This document contains the declarative
definitions of the mappings between components in
the SQL implementation of the relational database
model and the ones in the ontology implementation.
This documents is written in the eD2R mapping
description language.

o The ODE Mapster processor is the software in
charge of the mapping execution according to the
directives of the aforementioned mapping document.
The execution occurs automatically once the
mappings are defined.

e A database containing the data to be migrated as
instances of the ontology.

e An ontology to be populated with the data extracted
from the database. The ontology can be expressed in
any ontology implementation language, but
instances of the ontology are generated in RDF in
the first version of the processor.
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e The automatically generated instance sets in RDF.

4 Global approach to database-to-
ontology mapping

4.1 Declarative mappings

A declarative mapping is a set of explicit

correspondences between components of two models. A
mapping can be defined at different levels. In our case, it
will be defined at the implementation level between a
database’s SQL description and an ontology’s
implementation. Furthermore, the intended direction of
the mappings is from the database to the ontology, which
means that we perform a process of data extraction from
the database and we populate the ontology with the
extracted  information.  That is  why  these
correspondences will actually have the following form
and not the other way round.

OntologyComponent;=Transformation(DatabaseCompo
nent;, DatabaseComponenty...)

Where OntologyComponent; is any concept, attribute or
relation in the target ontology and DatabaseComponent;
is any database table or column.

A mapping between a database schema and an ontology
can then be defined as a set of basic mapping
expressions or mapping elements between components in
both models like the one showed before. Inspired on the
proposal of [Mena et al., 2001] and conveniently adapted
to the specific case of databases, a basic mapping
expression for a concept in the ontology will be defined
as a 2-tuple <Rel, (a;.. a,)> where Rel is a SQL
expression and a,... a, are columns of Rel that identify
its objects (key columns). In other words, instances of
concepts will be the records extracted from the database
with an SQL query.

CONCEPT C1 : <Rel, (a,..a,)>

For an attribute or relation in the ontology, a basic
mapping expression will be defined as a 4-tuple <Rel,
(ar.. ay), (aq1.. amm), f> where Rel is a SQL expression;
a;.. a, are attributes of Rel that identify its objects (the
key columns); a,;.. ay, are columns of Rel that contain
the attribute or relation values being mapped; and frl is a
function f:Dx..xD, — R that allows the
transformation of the stored field data into the final
values of the attribute or relation (D; is the domain of
field a,; in the database and R is the range of the
ontology’s attribute or relation being described). In other
words the value of an attribute or relation of the ontology
will be obtained from one or more columns of an SQL
expression directly or through the application of a
transformation function.



ATT Al.1:<Rel, (a;..ay), (au;...anm), fr>

The two mapping elements defined can be compacted in
the following way:

CONCEPT C1 : <Rel, (a;..a,)>
ATT Al.1:<(ay...amm), fr;>
ATT A1.2 : <(ay...amy), fro> ...

Where the ATT Al.i attribute mapping expressions
inherit the two first elements (the SQL query Rel and the
set of key columns a,. a,) from their container
CONCEPT Cl.

What follows is an example of a mapping. We can see
intuitively how the concept FundingOpportunity (the
prefix fo: means that the concept is defined in the
funding opportunity ‘fo’ ontology) maps all funding
opportunities in the database marked as new. The
mapping expression groups those records of the table
FUND OPP with value 1 in the field NEW. The
different values of attribute ID identify the different
records (ID is the key of the database table).

Within this concept mapping element a set of attribute or
relation mapping elements can be defined. In the
example the property fo:title maps directly the TITLE
column and no function is applied to it’s values.
Attribute fo:deadline maps the BEGIN END column
after applying the function getDeadline. The same
happens to the fo:legalRef relation, the column
LEG REF and the function getLegalRef. Functions used
in the definitions should also be described in terms of the
primitives provided by the mapping language being
used, which will be discused later.

CONCEPT fo:FundingOpportunity :
<[select * from FUND_OPP where
FUND_OPP.NEW=1], FUND_OPP.ID>
ATTRIBUTE fo:title :
<FUND _OPP.TITLE, none>
ATTRIBUTE fo:deadline :
< FUND_OPP.BEGIN _END,getDeadline>
RELATION fo:legalRef :
< FUND OPP.LEG REF,getLegalRef>

4.2  Mapping cases

Based on the experience with the test case described in
section 2, we have identified some mapping situations
between the database implementation components and
the concepts in the ontology. They are described and
summarized in table 1. The second column in this table
presents the database elements that can be mapped to an
ontology concept, and the third column describes shortly
the mapping case.
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Table 1: Concept mapping cases
Database Description
implementation
SQL element

#1 | View? A view maps exactly one
concept in the ontology.

#2 | SELECT C1,...Cn | A subset of the columns in
FROM View the view map a concept in

the ontology.

#3 | SELECT * A subset (selection) of the
FROM View records of a database view
WHERE f{(Cl,...Cn) |map a concept in the

ontology.

#4 | ImplicitSelect(View) | A subset of the records of
a database view map a
concept in the ontology
but the selection cannot be
made using SQL.

#5 | T(Column) One or more concepts can
be extracted from a single
data field.

Case #1 reflects the simplest mapping situation: The
view in the database is semantically equivalent to the
concept in the ontology and every record in the view
corresponds to an instance of the ontology concept.

Case #2 is similar to case #1: the ontology concept
and the database view refer to the same thing but two
things may happen:

e The database view describes it with a higher level of
detail by adding columns.

e In the view the relevant information for the specific
concept we are interested in is merged with other
concepts in the same view for optimisation purposes
or just because of a bad structure of the database.

In case #3, the ontology concept is a subclass of the
concept represented by the database table. The records in
the database table being instances of the ontology
concept can be extracted with an SQL query.

The same can be said for case #4 with a peculiarity:
the set of database records being instance of the ontology
concept cannot be extracted with standard SQL and more
complex techniques (i.e. keyword search, regular
expression matching, natural language processing...)
have to be applied on its data fields.

Finally case #5 corresponds to situations in which a
concept can be created out of a single column value. Or
even more than one in the case of tables which are not in
INF.

For ontology attributes and relations we have
identified the following situations (the columns in table 2
are organized in the same way as those in table 1) :

2 A view represents a single database table or any join of more
than one table.



Table 2: Attributes and relations mapping cases

Database | Description
element

#1 | Column A column in a database view maps
directly an attribute or a relation.

#2 | T(Column) | A column in a database view maps
an attribute or a relation after some
transformation.

#3 | n Column | A set of columns in a database view
map an attribute or a relation.

Case #1 reflects the simplest mapping situation:
both the column in the database is semantically
equivalent to the attribute or relation in the ontology and
share the same representation format. The
correspondence is then direct.

Case #2 can cover three different cases:

1. The column in the database represents conceptually
the same as the attribute or the relation in the
ontology but they use a different representation
format (i.e. currency unit transformation) and so the
mapping needs a transformation function.

2. The column in the database stores the information
needed to populate the ontology’s attribute or
relation but the information is mixed with other
(noise) and it has to be extracted. Again a
transformation function will be needed.

3. The same as the preceding one but furthermore, the
column in the database stores more than one value
(Not in INF) and each one of them needs to be
extracted.

In case #3, the ontology’s attribute or relation
groups more than one database column. That means that
the ontology property is less structured than its
corresponding in the database. Let’s take as an example
the case of a postal address stored in a database using
three columns one for the road name and number,
another one for the postal code and a third one for the
town name. These three fields would map one non-
structured single field from the ontology containing the
whole postal address resulting of the concatenation of
the three column values in the database.

5 eD2R mapping description language

eD2R (extended D2R) is an extension of D2R MAP’
which is a declarative, XML-based language to describe
mappings between relational database models and
ontologies implemented in RDFS developed at Freie
Universitit Berlin [Bizer, 2003].

D2R uses SQL statements in the mapping rules
giving the possibility of handling highly normalized
table structures, where instance data is spread over
several tables. On the other hand, it fails to map low

® D2R MAP (Database to RDF) is available
http://lwww.wiwiss.fu-berlin.de/suhl/bizer/d2rmap/D2Rmap.htm

at:
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structured  databases  because of its  limited
expressiveness and we have enhanced with new
primitives.

In D2R, basic concept mappings are defined using
class maps. The class map is also the container of a set
of attribute and property mapping elements called
bridges (datatype property bridges and object property
bridges respectively).

eD2R adds Operation and condition elements
expressed in terms of elemental functions (Operation and
Condition items) allowing the definition of complex and
conditional transformations on field values based on
techniques such as keyword search, regular expression
matching, natural language processing and others. They
cover all three case#2 attribute and relation mapping
situations.

Classifier elements are used to apply what we called
in section 4.2 Implicit Selections (selections which are
not feasible via SQL queries) to classify elements in a
taxonomy of concepts in the ontology.

Finally eD2R’s field map elements are used for
concept extraction from data fields and correspond to
case #5 in the concept mapping cases table.

A detailed explanation of the eD2R mapping
description language can be found at [Aguado, 2003].
The diagram in figure 5 shows the original elements in
D2R and the ones in eD2R.
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Figure 5: D2R and eD2R mapping description
languages’ elements.



6 Related work

Recent approaches like [Stojanovic et al.,2002] define
mappings between a database and a ontology semi-
automatically generated from the database’s relational
model. The level of similarity between both models is
very high and mappings are consequently quite direct.
They don’t deal with complex mapping situations like
the ones defined in section 4.2.

The same stands for REVERSE’, an early prototype
for mapping relational database content to ontologies,
which is integrated in the Karlsruhe Ontology and
Semantic Web Tool Suite (KAON).

[Handschuh et al.,, 2003] facilitates the manual
definition of mappings, through the use of a server-side
web page markup with information about the underlying
database and its relation with the web page content (Web
site cooperativity assumption). Their approach doesn’t
seem to deal with complex mapping situations like the
ones tackled in this paper.

[Beckett and Grant, 2003] surveys and discusses
mapping approaches to and from relational schemas.

Similar approaches to this work can be also found in
the Intelligent Information Integration area, in which
data from existing heterogencous databases are extracted
according to ontologies and then combined. Examples of
such systems are Observer [Mena et al., 2000] and Picsel
[Goasdoué et al., 2000], among others. The main
differences with respect to our approach is that in these
systems the mapping between the ontologies and the
databases from which the ontology instances are
extracted are not created declaratively but with ad-hoc
software implementations.

7  Results, conclusions and future work

To sum up, the main outcomes of our experience are the

following:

e The identification and characterization of a
significant set of mapping situations when content
stored in database is migrated into an ontology.

e Extension of D2R MAP with new features covering
all the situations mentioned in section 2.

e Implementation of the ODEMapster processor to
carry out the effective migration according to the
definitions expressed using eD2R.

e  Experimentation on a real world test case. The Fund
Finder application.

Regarding the future trends of our work, intensive
testing with other databases is being carried out and will
continue as well as the enhancements to eD2R language.

The eD2R language has become quite complex as a
counter-effect to its expressivity and the creation of a
mapping document becomes a tedious, time consuming

4 http://kaon.semanticweb.org/alphaworld/reverse/view
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and error-prone task. A graphical user interface to
support this activity is actually under development.
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1. Introduction

Nowadays the Web is a huge collection of
data and its expansion rate is very high. Web
users need new ways to exploit all this available
information and possibilities. A new vision of the
Web, the Semantic Web', where resources are
annotated with machine-processable metadata
providing them with background knowledge and
meaning, arises. A fundamental component of
the Semantic Web is the ontology; this “explicit
specification of a conceptualization” [6] allows
information providers to give a understandable
meaning to their documents.

MOMIS (Mediator envirOnment for
Multiple Information Sources) [3] is a
framework for information extraction and
integration of heterogeneous information
sources. The system implements a semi-
automatic methodology for data integration that
follows the Global as View (GAV)
approach [11]. The result of the integration
process is a global schema, which provides a
reconciled, integrated and virtual view of the
underlying sources, GVV (Global Virtual View).
The GVV is composed of a set of (global)
classes that represent the information contained
in the sources. In this paper, we focus on the
MOMIS application into a particular kind of
source (i.e. web documents), and show how the
result of the integration process can be exploited
to create a conceptualization of the underlying
domain, i.e. domain ontology for the integrated
sources. GVV is then semi-automatically
annotated according to a lexical ontology. With
reference to the Semantic Web area, where
generally the annotation process consists of
providing a web page with semantic markups
according to an ontology, we firstly markup the

U http://www.w3.0rg/2001/sw

" A complete version of this work appears on
IEEE Internet Computing's special "Zen of the
Web" issue, Sep-Oct 2003, 42-51
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local metadata descriptions and then the MOMIS
system generates an annotated conceptualization
of the sources. Moreover, our approach “builds”
the domain ontology as the synthesis of the
integration process, while the usual approach in
the Semantic Web is based on “a priori”
existence of ontology.

2. The MOMIS system

In this section, we describe the
information integration process for building the
GVV of a web pages' set. The process is shown
in Figure 1.

2.1 ODLJ3

For a semantically rich representation of
schemas and object patterns, MOMIS uses an
object-oriented language called ODL3, which is
an evolution of the OODBMS standard language
ODL. ODL;j3 extends ODL with the following
relationships expressing intra- and inter-schema
knowledge for the source schemas:

= SYN (synonym of) is a relationship defined
between two terms t; and t; that are
synonyms in every involved source.

= BT (broader terms) is a relationship defined
between two terms t; and t;, where ti has a
broader, more general meaning than t;. The
opposite of BT is NT (narrower terms).

. RT (related terms) is a relationship defined
between two terms t; and t; that are generally
used together in the same context in the
considered sources.

By means of ODL/3, only one language is
exploited to describe both the sources (the input
of the synthesis process) and the GVV (the result
of the process). The translation of
ODL;3 descriptions into one of the Semantic
Web standards such as RDF, DAML+OIL, OWL
is a straightforward process. In fact, from a
general perspective an ODL3  concept



corresponds to a Class of a the Semantic Web
standard, and ODL 3 relationships are translated
into properties (in particular the ISA
ODLj3 relationships are subclassof in the
Semantic Web standards).

COMMON THESAURUS

WRAPPING GENERATION
RELATIONSHIPS
- {3l sorom:
If N % :> El-E' g

SCHEMADERIVED

f RELATIONSHIPS...

MANUAL
ANNOTATION

ANNOTATION

Figure 1: An overview of the ontology
integration process

2.2 Wrapping: extracting data

structure for sources

A wrapper logically converts the source
data structure into the ODL;3 information
model. The wrapper architecture and interfaces
are crucial, because wrappers are the focal point
for managing the diversity of data sources.

For conventional structured information
sources (e.g. relational databases), schema
description is always available and can be
directly  translated. For semistructured
information sources, a schema description is in
general not directly available at the sources. A
basic characteristic of semistructured data is that
they are “self-describing” hence information
associated with the schema is specified within
data. Thus, a wrapper has to implement a
methodology to extract and explicitly represent
the conceptual schema of a semi-structured
source. We developed a wrapper for XML/DTDs
files. By using that wrapper, DTD elements are
translated into semi-structured objects, according
to different proposed methods[1], and in
particular the OEM model [12].

Information is available on the Web
mainly in HTML pages that are human-readable
but cannot easily be automatically accessed and
manipulated. In particular, HTML language does
not separate data structure from layout. Thus, we
need a further preliminary step of extraction: by
means of Lixto [5], we translate the content of a

SEMI-AUTOMATIC

GVV GENERATION

.. MAPPING
¥ TABLES
USER SUPPLIED
ATIONSHIPS
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web page (data and data structure) into a XML
file, then we exploit the previously developed
wrapper XML/DTD to acquire the source
descriptions.

2.3 Running example

We consider how to build an ontology
from two web sources related to the University
domain. By means of a Lixto generated wrapper,
the source content is translated into XML files

University Site (UNI)

<!ELEMENT UNI (People*)>

<!ELEMENT People (Research Staff* |
School Member*)>

<!ELEMENT Research Staff (name,

e-mail, Section*, Article*)>
<!ELEMENT Section(name, year. period)>
<!ELEMENT Article(title, year, Jjournal,
conference) >
<!ELEMENT School Member (name, e-mail)>

<!ELEMENT name (#pcdata)> ...

Computer Science Site (CS)
<!ELEMENT CS (Person*)>

<!ELEMENT Person(Professor*|Student*)>
<!ELEMENT Professor (

first name,last name, e-mail,
Publication*)>

<!ELEMENT Student (name, e-mail)>
<!ELEMENT Course (denomination,
Professor) >

<!ELEMENT Publication(title,
journal, editor)>

<!ELEMENT School Member (name,
<!ELEMENT name (#pcdata)>...

e-mail)>

according to the DTDs sketched in Table 1.

Table 1: A fragment of the University (UNI) and
Computer Science (CS) DTDs

By means of the XML/DTD wrapper, the
obtained DTDs are translated into ODL/3
descriptions. An example of the classes obtained
in this step is shown in Table 2.

2.4 Annotation of a local source with

WordNet

The WordNet database [10] contains
146,350 lemma organized in 111,223 synonym
sets. WordNet's starting point for lexical
semantics comes from the conventional
association between the forms of the words - that
is, the way in which words are pronounced or
written - and the concept or meaning they
express. These associations give rise to several




properties, including synonymy, polysemy, and
so forth. The correspondence between the words
form (F;) and their meaning (M;) is synthesized
in the so-called Lexical Matrix LM, where the
element Lmij is true if the word form F; can be

University Site (UNI)

Interface Research_Staff
(Source Un_site.dtd)
{ attribute string name;
attribute string email;
attribute set < Section > section;
attribute set < Article > article;}

Interface Article

(Source Un_site.dtd)

{ attribute string title;
attribute string journal;
attribute string conference;
attribute string year; }

Computer Science Site (CS)

Interface Professor
(Source Sc_site.dtd)
{ attribute string first name;
attribute string last_name;
attribute string email;
attribute set < Publication > publication;}

Interface Publication

(Source Sc_site.dtd)

{ attribute string title;
attribute string journal;
attribute string editor }

Table 2: A piece of the University (UNI)
and Computer Science (CS) sources in ODL3

used to express word meaning M;.If LM;,, ...,
LM;x k>1 are true, then the word form F; is
polysemous (i.e. it can be used to represent more
than one meaning, M;, ..., My ); if LMy, ...,
LM,; p>1 are true, then the word form F; = Fp
are synonyms.

The integration designer has to manually choose
the appropriate WordNet meaning for each
element of the conceptual schema. The
annotation phase is composed of two different
steps:

*  Word Form choice. In this step, the
WordNet morphologic processor aids
the designer by suggesting a word form
corresponding to the given term.

=  Meaning choice. The designer can
choose to map an element on zero, one
or more senses.

This phase assigns a name, LEN (this name can
be the original one or a word form chosen from
the designer), and a set (eventually empty) of

o
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meanings, LEM; (a class or attribute meaning is
given by the disjunction of its set of meanings),
to each local element (class or attribute) LE of
the local schema:

LE = <LEN, {LEM;, ..,
For example:
CS.Course =

LEM, }>, k>0

< course, {course#l} >
where Course#1 = 'education imparted in a series
of lessons or class meetings'

In order to improve the accuracy of local source
annotations with WordNet, we are evaluating
how to extend WordNet. If a source description
element (i.e. a class or an attribute name) has no
correspondent in the reference lexical ontology
(WordNet in our case), the designer may add a
new meaning and proper relationships to the
existing meanings

2.5 Common Thesaurus Generation

MOMIS constructs a Common Thesaurus

describing intra and inter-schema knowledge in

the form of SYN, BT, NT, and RT relationships.

The Common Thesaurus is constructed through

an incremental process in which relationships are

added in the following order:

1. schema-derived relationships: relationships
holding at intra-schema level are
automatically extracted by analyzing each
schema separately. For example, analyzing
XML data files, BT/NT relationships are
generated from couples IDs/IDREFs and RT
relationships from nested elements.

2. lexicon-derived relationship: we exploit the
annotation phase in order to translate
relationships holding at the lexical level into
relationships to be added to the Common
Thesaurus. For example, the hypernymy

lexical relation is translated into a BT
relationship.
3. designer-supplied  relationships: new

relationships can be supplied directly by the

designer, to capture specific domain
knowledge. If a nonsense or wrong
relationship is inserted, the subsequent

integration process can produce a wrong
global schema;

4. inferred relationships: Description Logics
techniques of ODB-Tools [2] are exploited
to infer new relationships, by means of
subsumption computation applied to a
“virtual schema” obtained by interpreting
BT/NT as subclass relationships and RT as
domain attributes.



In our running example, some of the
relationships automatically obtained by MOMIS
and proposed at the integration designer are the
following (the number denotes the kind of
derivation of relationships):

1 CS.Professor NT CS.Person

2 UNI.Article NT CS.Publication
3 UNI.Research Staff SYN
CS.Professor

4 UNI.Research Staff NT
CS.Person

2.6 GVV generation
The MOMIS methodology allows us to
identify similar ODL;j3 classes, that is, classes
that describe the same or semantically related
concept in different sources. To this end, affinity
coefficients are evaluated for all possible pairs of
ODL/3 classes, based on the relationships in the
Common Thesaurus properly strengthened.
Affinity coefficients determine the degree of
matching of two classes based on their names
(Name Affinity coefficient) and their attributes
(Structural Affinity coefficient) and are fused
into the Global Affinity coefficient, calculated by
means of the linear combination of the two
coefficients [4]. Global affinity coefficients are
then used by a hierarchical clustering algorithm,
to classify ODL/3 classes according to their
degree of affinity.
For each cluster Cl, a Global Class GC, with a
set of Global Attributes GA,, ..., GAy, and a
Mapping Table MT, expressing mappings
between local and global attributes, are defined.
The Mapping Table is a table whose columns
represent the local classes (LC), which belong to
the Global Class and whose rows represent the
global attributes. An element MT [GA] [LC] isa
function which represents how local attributes of
LC are mapped into the global attribute GA :
MT[GA] [LC]= f (LAS)
where LAS is a subset of the local attributes of
LC.
Some simple and frequent cases of such function
are the following:
= jdentity: LAS is a singleton, LAS = {LA},
and f is the identity function; in this way we
express that the GA value is equal to the LA
value; we denote this case as MT [GA] [LC]
= LA
= constant: GA assumes into LC a constant
value set by the designer; we denote this
case by MT [GA] [LC] = const
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" undefined: GA is undefined into LC; we
denote this case as MT[GA][LC] =
null.

The Global Class and Mapping Table generation

is a synthesis activity performed interactively

with the designer. A preliminary set of Global

Attributes GA;, ..., GAy and mappings are

automatically generated, and proposed to the

designer, as follows.

First, local attributes of the local classes

belonging to GC are grouped on the basis of

SYN and BT/NT relationships among local

attributes.

Formally, let —~ be a relation defined
between two local attributes LA; and LA, as
follows:

LA, o LA,iff LA, SYN LA, or LA, BT LA, or
LA, NT LA,is in the Common Thesaurus.

Let = be the equivalence relation defined as the
transitive-reflexive-symmetric closure of « .
Given a local attributes LA, [LA] denotes the
equivalence class of LA wurt. <. Given a
Global Class GC, we consider a Global Attribute
GA, for each element of the set

{[LA] | LA is an attribute of LC and LC O GC}

For each element of the mapping table
MT [GA] [LC]=f (LAS)the proposed set LAS
is the set of the attributes of the local class LC
which belong to the equivalence class related to

GA. This set can be:

. empty: GA does not have any
representation in the local class LC: in this
case the designer has to choose between the
undefined (default) or the constant function;

. a singleton : the function f may represent
the identity function (default), i.e. GA and
LA represent the same information, or fis a
translation function.

In our running example the clustering process

gives rise to three global classes:

Globall: (UNI.Section,
Global2: (UNI.Article,
CS.Publication)
Global3: (UNI.Research Staff,
UNI.School Member, CS.Professor,
CS.Student)

CS.Course)

and, for Global2, the following Mapping Table,
where all the maps are automatically produced
except for Const; set by the designer, is
generated.



UNLArticle | CS.Publication
Title Title Title
Year Year Const, 2
Journal Journal Journal
Conference | Conference NULL
Editor NULL Editor
Table 4: Mapping Table of the global class
Global2 (Publication)
3 Global Virtual View
Annotation

In this section, we propose a semi-automatic
methodology annotate a GVV, i.e. to assign a
name, GEN, and a set (eventually empty) of
meanings, GEM; (a class or attribute meaning is
given by the disjunction of its set of meanings)

to each global element (class or attribute) GE:
GE = <GEN, {GEM;, .. , GEM, }>, p20

3.1 Global Class Annotation

In order to semi-automatically associate an
annotation to each global class, we consider the
set of all its “broadest” local classes, w.r.t. the
relationships  included in the Common
Thesaurus, denoted by GCxg:

GCp = { LCOGC |0y 0GC, (LCNT y) }

In our example:

cC

&G,
CS. Cour se,
UNI . Section

CS. Cour se,
UNI . Section

CS. Publ i cati on,
UNI . Article

CS. Publ i cation

88 8

CS. Prof essor, CS. Person
CS. Person, UNI . S
chool _Menber,

UNI . Research_St

aff, CS. Student

On the basis of GCg, the designer will annotate
the global class GC as follows:

* npame choice: the integration designer is
responsible for the choice of the GC name:
the system only suggests a list of possible
names. The designer may select a name, i.e.
a label to identify the GC, within the

> For example, in order to specify all the
publications of CS source are published on 2003,
the designer may set Const;=2003
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proposed list or select another name not
belonging to the list.

* meaning choice: the union of the meanings
of the local class names in GCg are proposed
to the designer as meanings of the Global
Class. The designer may change this set, by
removing some meanings or by adding other
ones.

With respect to our example, the proposed
annotations are the following:

GC Names Meanings

GC, course or | course#l
section

GC, Publication Publication#1

GCs University M | person#l
ember

Table 5: University GVV annotation

3.2 Global Attributes Annotation

We extend the previously used approach for
names and meanings of the attributes. Given a
global attribute GA of the global class GC, we
consider the set LGA of local attributes, which
are mapped into GA:

LGA = {LA | OLC O GC, LA O
OMT[GA][LA] # null }

LC

and the set of all its “‘broadest" local attributes,
denoted by LGAg:

LGAg={LA OLGA |-y OLGA, (LANT y)}

On the basis of LGAg, the designer will annotate
the global attribute as described for global
classes. Moreover, according to mapping
function, we may develop some specific policy
to automatically select meanings.

4 Concluding remarks and

future work

In this paper, we presented a methodology for
supporting  the  semi-automatic  building,
annotation of a domain ontology obtained by
integrating web documents with the MOMIS
system. Some methodologies that aid the
generation process of semantic mappings
between data sources and mediated schema,
starting from annotated schemas, have been
presented; as pointed in [7], generating semantic



mappings is a current challenge in data
integration. In this paper, we do not take into
account problems arising when two o more
schemas are merged [13].

The annotated ontology may be exploited to
support dynamics issues, i.e. to have ontology
consistent with the domain that refers to. Many
interesting solutions have been developed with
regard to this topic [8,9] and an outstanding idea
is to exploit multiple variants of the same
ontology to cope with changes. This approach,
called ontology versioning, is different from our
idea where a single ontology has to be kept
consistent with the sources, which refer to. So, if
new sources are added/deleted, or if some
changes occur in the sources, the corresponding
GVV has to change. In order to restart the
integration process from scratch, we are
developing a methodology for integrating a new
source, which exploits the previous integration
work, i.e., a built-up GVV, without restarting the
integration process from scratch.

The Momis methodology is currently adopted in
the Sewasie (Semantic Web Agents in Integrated
Economies)  European  research  project
(www.sewasie.org). Sewasie’s goal is to design
and implement an advanced search engine that
enables intelligent access to heterogeneous data
sources on the Web via semantic enrichment that
provides the basis for structured secure Web-
based communication. To achieve this goal,
Sewasie realizes a virtual network, whose nodes

are Sewasie Information Nodes (SINode).
SINodes are mediator-based systems that
represent a virtual view of the overall

information managed within any SINode and
consists of the managed information sources,
wrappers, and a metadata repository. We think
that the methodology implemented in Momis
could be exploited to create the kernel of an
SINode
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Abstract

The problem of finding an agreement on the meaning of het-
erogeneous semantic models is one of the key issues in the de-
velopment of the Semantic Web. In this paper, we propose
(i) a general algorithm which implements a new approach,
called CTXMATCH, for discovering (semantic) relationships
across distinct and autonomous generic structures and (ii) a
specific algorithm specializing the algorithm to the discover-
ing of mappings across hierarchical classifications. This ap-
proach shifts the problem of semantic coordination from the
problem of computing linguistic and/or structural similarities
between semantic-based structures (what most other proposed
approaches do), to the problem of deducing relations between
sets of logical formulas that represent the meaning of concepts
belonging to different structures.

1

The approach to semantic coordination we proposed in [6, 7]
is based on the intuition that there is a huge conceptual differ-
ence between coordinating abstract structures (e.g., arbitrary
labelled graphs) and coordinating structures labeled with ex-
pressions of a language spoken by the community of their users.
The latter ones give us the chance to exploit the complex degree
of semantic coordination implicit in the way a community uses
the language from which the labels are taken.

We believe that at least three distinct levels of semantic
knowledge are needed in order to semantically coordinate
structures labelled with natural language:

o Lexical knowledge: knowledge about the words used in the
labels. For example, the fact that the word ‘image’ can be used
to mean a picture or a personal facade;

e Domain knowledge: knowledge about the relation between
senses of labels in the real world or in a specific domain. For
example, the fact that Florence is both a city of Italy and of
Tuscany;

e Structural knowledge: knowledge deriving from the way
the labels are arranged in a given structure. For example, the
fact that the node MOUNTAI N in Figure 1.a can be used to clas-
sify images of mountains, and not books.

Introduction
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In [6, 7] we deeply motivate this choice. To summarize these
motivations, consider the hierarchical classifications (hereafter
HC) in Figure 1 used to classify images in two multi-media
repositories. We want to discover the semantic relation between
the nodes labelled MOUNTAI N in the two HCs in Figure 1.a, and
between the two nodes FLORENCE in Figure 1.b. Human reason-
ers understand almost immediately that the relation between the
first pair of nodes is “less general than” (after all, the images
that one would classify as ’images of mountains in Tuscany’
are a subset of the images one would classify under "images of
mountains in Italy”), while that the relation between the sec-
ond pair of nodes is “equivalent” (in fact, the images that one
would classify as "images of Florence in Tuscany’ are the same
as the images that one would classify under *images of Flo-
rence in Italy’). Notice that the two relations are different, even
though the two pairs of HCs are structurally equivalent. Using
the three semantic levels mentioned above, we can account for
this difference. Consider the mapping between the two nodes
MOUNTAI N. Linguistic knowledge tells us that the sense of the
two labels is the same. Domain knowledge tells us, among
other things, that Tuscany is a region of Italy. Finally, struc-
tural knowledge tells us that the intended meaning of the two
nodes MOUNTAI Nrefers to images of mountains of Tuscany (left
HC), and images of Italian mountains (right HC) respectively.
All these facts together allow us to conclude that one node is
less general than the other one. We can use a similar reasoning
for the two nodes FLORENCE. But, exploiting domain knowl-
edge, we can add the fact that Florence is both in Tuscany and
in Italy (such a relation doesn’t hold between mountains and
Italy or Tuscany in the first example). This further piece of
knowledge allows us to conclude that, despite structural equiv-
alence, the relation is different.

2 CTXMATCH: the general algorithm

The general framework described in Section 1 can be used for
discovering relations between any structures labelled with nat-
ural language. In this section, we introduce the structure and
purpose independent part of the algorithm, namely the steps
that do not depend on the use nor on the type of structure.
This generic algorithm must be obviously enriched with spe-
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Figure 1: Coordinating HCs

cific structure and purpose dependent functions, i.e. with differ-
ent functions for each particular type and use of the structures
we want to match. In Section 3 we present the specific func-
tions we use to match Hierarchical Classifications, i.e., tree-like
structures used for classifying documents.

To make things clearer, imagine the following scenario: an
agent A (the seeker) has a set of documents organized into a
tree—structure. To collect new documents, he can send a query
to a provider (an agent B). In our approach, the agent can for-
mulate the query using his own structure: for example, imagine
that seeker A uses the structure on the right-hand side of Fig-
ure 1.b to classify his documents. Then, he can select node
FLORENCE to formulate the query ‘Images of Florence in Italy’.
Furthermore, imagine that the provider employs the left-hand
structure in Figure 1.b. After receiving the query, he has the
following tasks: (i) to interpret the query he receives, (ii) to
find semantic relations holding between the query and his struc-
tures, and (iii) to return relevant documents (if any). In partic-
ular, in this paper we focus on the tasks (i) and (ii).

The algorithm needs two inputs:
query Q: A seeker sends a query composed by a node fl in
a structure FS. It means simply that the seeker wants to find
nodes semantically related to the node fl in FS;
context C: The context is composed by the three elements of
the local knowledge, namely a structure LS, a lexicon LL and
an ontology LO. The context is the target of the query?.

The main goal of the algorithm CTXMATCH is to find the
semantic relations between node fl in the query Q and all the
nodes belonging to the local structure LS in the context C. For
the sake of simplicity, in this paper we focus on the procedure
for matching the node fl in the query with a single nodes Il in
the context C. Therefore, for this simplified version of CTx-
MATCH, we add a third element in the input: a label Il of the
structure LS. The output of the algorithm will simply be the
semantic relation holding between the two nodes.

The algorithm also employs a data—type ‘concept’ (@, a),
constituted by a pair of logical formulas, where ¢ approximat-
ing the individual concept represented by a node of a structure
and o expressing the relations between the current individual
concept and other individual concepts in the structures (local
relevant axioms). E.g., the formulas associated with the node
labeled FLORENCE in rightmost structure in Figure 1.b will ap-

1we call context the ensemble of the three levels of knowledge because they
express the local representation that an agent has of a portion of the world.

proximate the statements ‘images of Florence in Italy’ (the in-
dividual concept) and ‘Florence is in Italy’ (the local relevant
axiom).

Algorithm 1 CTXMATCH(Q,C,II)
> query Q = (fl,FS) where fl isthe foreign term
FSistheforeign structure

> context C = (LS LL,LO) where LSisthelocal structure
LL isthelocal lexicon
LO isthe local onltology

> label Il isthe label of the local node to be matched

Var Declar ations
context QC;
concept (@, a), (W, B);
relation R;

1 QC—(FSLL,LO);
> QC represents the virtual query context
2 (@,a)« BUILD—CXT-MEANING(fl,QC);
3 (Y,B)< BUILD—CXT-MEANING(II,C);
> compute the concepts expressed by label |1 and fl
4  Re SEMANTIC—COMPARISON({(@,0), (W, B),LO);
> R represents the semantic relation between the two concepts
5 returnR,

> concepts are pairs of formulas

Inline 1, CTXMATCH first builds the ‘virtual’ query—context
QC. The reason of it is that we want the query Q to be locally
interpreted within the local lexicon and ontology. An important
consequence is that the relation returned by the algorithm is
directional: it expresses the relation holding between the two
nodes from the provider’s point of view. Indeed, the seeker
could have different lexicon and ontology and could calculate
different relation for the same nodes.

Then, line 2 builds a concept, i.e. a pair of logical for-
mulas, approximating the meaning of the node fl in the vir-
tual context QC. Line 3 similarly builds the concept for the
node Il in the local context C. Finally, line 4 computes the se-
mantic relation between the two concepts. The following two
subsections describes in more detail this two top-level oper-
ations, implemented by the functions BUILD—CTX—MEANING
and SEMANTIC—COMPARISON.

2.1 Building the contextual meaning

This step has the task of building the concept expressed by a
generic node t in a generic context GC. Before analyzing the
corpus of the algorithm, it’s important to focus our attention
on the array of senses SynS. A synset (set of synonyms) is
a set of senses, i.e. of concepts, expressed by an expression
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of the natural language®. For example the word ‘Florence’
has, in WORDNET, two senses (i.e. it may express two dif-
ferent concepts): “city of Tuscany’ and ‘town of South Caro-
line’. The array SynS records these senses, so that, for example,
SynS[Florence] is the synset containing the two senses above,
while SynS[Florence][0] is the first of the two senses.

Let us now look at the algorithm. Line 1 determines the
focus of a node t, i.e. the subgraph of the structure T useful to
extract the meaning of t. This step is performed essentially for
efficiency reasons, as it reduces as much as possible the node
space to take into account. Lines 2-3 associate to each node
within the focus the synsets found in the Lexicon. Consider
the Figure 1.b: the two synsets ‘city of Tuscany’ and ‘town of
South Caroline’ are associated to the label FLORENCE.

Lines 4-5 try to filter out unreasonable senses associated to
t. In our example, ‘town of S.C.’ is discarded since it is in-
compatible with the other labels in the focus of t (in fact, node
FLORENCE refers clearly to the city in Tuscany — see Algorithm
4).

Algorithm 2 BUILD—CTX—MEANING(GC,t)
> context GC = (T,L,0), where T isa structure
Lisalexicon
Oisan onltology
> label t isa generic label

Var Declaratrions

sense Syns][]

structure F
fomulaa,n

> array of senses

1 F«< DETERMINE—FOCUS(t,T);
> the focus F is a substructure of T
2 for eachlabel einF do
3 SynSje]«— EXTRACT—SYNSET(e, L);
> extracts the senses associated to each label in the structure F
4 for eachlabel ein F do
5 SynSje|« FILTER—SYNSET(F,O,SynS,e);
> unreasonable senses are discarded
6 O« INDIVIDUAL—CONCEPT(t,SynS F,0);
7 N« EXTRACT-LOCAL-AXIOMS(F,SynS O);
8 return(d,n);

Finally, lines 6 and 7 build the two component of the concept
expressed by node t, computing the individual concept and the
local relevant axioms, as we explained in describing Algorithm
1.

2.2 Comparing the concepts

The main task when comparing two concepts is to find the
semantic relation holding between them. The algorithm em-
ploys the data—type ‘deductional—pair’: this is an array of pairs
(relation, formula), where the formula expresses the condition
under which the semantic relation between the concepts holds.
E.g., the deductional—pair (=,a — ) means that if a — B is
valid, then the relation holding between the two concepts is the
equivalence (=).

Line 1 extracts global axioms, i.e. the relations holding
between individual concepts belonging to different structures.

2See for example [3] for the use of synsetsin aLexicon.

Consider, for example, the nodes | TALY AND TUSCANY in Fig-
ure 1.b: the global axioms express the fact that, for exam-
ple, ‘Tuscany is a region of Italy’. Line 2 builds the array
of deductional—pair. It’s important to note that the relations,
their number and the associated conditions depend on the type
of structure to match. In Section 3 we report the pairs rela-
tion/condition relevant for matching HCs. Lines 3—6 look for
the “correct” relation holding between two concepts. This is
done by checking the formulas in each deductional—pair, until
avalid one is found®. If a valid formula is found, the associated
relation is returned.

It’s important to observe that the problem of finding the se-
mantic relation between two nodest € T andt’ € T’ is encoded
into a satisfiability problem involving both the formulas ex-
tracted in the previous phase, and some further global relevant
axioms. So, to prove whether the two nodes labeled FLORENCE
in Figure 1.b are equivalent, we check the logical equivalence
between the formulas approximating the statements ‘Images of
Florence in Tuscany’ and ‘Images of Florence in Italy’ (indi-
vidual concepts), given the formulas approximating the state-
ments “‘Florence is in Tuscany’ and ‘Florence is in Italy’ (local
axioms) and ‘Tuscany is a region of Italy’ (global axiom).

Algorithm 3 SEMANTIC—COMPARISON({@,a),{y,),0)
> concept (@, a)
> concept (Y, B)
> ontology O

VarDeclaratrions
formulay
deductional-pair K[|

Y < EXTRACT—GLOBAL—AXIOMS(@, Y, O);
K < BUILD—DEDUCTIONAL—FORMULAS((@,a), (Y, B),Y);
for each deductional-pair i in k
if saTisFIES(—K[i]. formula) then
return k[i].relation;
elsereturn Null;

> array of pairs (relation, formula)

OO WNPE

The three functions above constitute the top-level algorithm,
i.e. the procedure followed to match generic structures labelled
with natural language. All remaining functions (see below) are
specific to the particular type of structures we need to match.

3 Semantic coordination of Hierarchi-
cal Classifications

Intuitively, a classification is a grouping of things into classes
or categories. When categories are arranged into a hierarchical
structure, we have a hierarchical classification. Prototypical ex-
amples of HCs are the web directories of many search engines,
for example the Google™ Directory, the Yahoo!™ Directory,
or the Looksmart™ web directory. In this section we show
how to apply the general approach described in the previous
section to the problem of coordinating HCs.

SNote that a formula @ is valid exatcly in the case its negation —¢ is not
satisfi able.
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The main algorithm is CTXMATCH, which is essentially the
version of CTXMATCH where the input context contains a HC.
It returns a relationship between the query node fl and the lo-
cal node I1. Due to space limitation, we limited the descriptiom
to the most relevant functions (see [6, 7] for a more detailed
description). In the version of the algorithm presented here, we
use WORDNET as a source of both lexical and domain knowl-
edge. WORDNET could be replaced by another combination of
a linguistic and domain knowledge resources®.

HC—specific functions for BUILD-CTX-MEANING

BUILD-CTX-MEANING first needs to compute the focus of the
label t and the synsets of each label in the structure. This
is done by the functions DETERMINE—FOCUS and EXTRACT—
SYNSET, respectively. We only give an intuitive description of
these two functions.

Given a node s belonging to a structure S, DETERMINE—
FOcus has the task to reduce S to the minimal one without
loosing the capability of rebuilding the meaning associated to
the node s. For HC—CTxMATCH we define the focus F of a
structure S given a node s € S as the smallest structure contain-
ing s and all its ancestors with their children.

EXTRACT—SYNSET associates to each node all the possible
linguistic interpretations (synsets) provided by the Lexicon. In
order to maximize the possibility of finding an entry into the
Lexicon, we use bot a postagger and a lemmatizator over the
labels.

The next function FILTER—SYNSET is applied to each node
t of the focus. Its goal is to eliminate those senses associated
to a node which seem to be incompatible with the meaning ex-
pressed by the node. To this end, it employs three heuristic
rules, which take into account domain information provided by
the ontology. This information concerns the relations between
the senses associated to the node t and the senses associated to
the other nodes in the focus.

Intuitively, the situation is as follows. Consider the node
FLORENCE in the rightmost structure of Figure 1.b. The function
EXTRACT—SY NSET associates to this node the two senses ‘town
in South Caroline” (‘f1 orence#1’) and ‘a city in central Italy’
(“f 1 orence#2’). The structure also contains the node | TALY,
which is an ancestor of FLORENCE. This node has a sense
i tal y#3 (namely, ’Italy the european state’), for which the re-
lation “i t al y#3 hyperonym f | or ence#2’ holds, meaning that
"Florence is in Italy’. Therefore, the sense ‘f | or ence#1’ can
be discarded by exploiting knowledge about the sense of an an-
cestor node. We can then conclude that the term ‘Florence’
refers to the ’city in Italy’ and not to the ‘town in South Car-
oline’. The function ACCESS—ONTOLOGY allows us to dis-
cover relations between senses by traversing the ontology O

41t'simportant to note that WoORDNET is not amerged and shared structure,
namely a kind of average of the structures to be matched (as in the GAV and
LAV approaches). Indeed, it represents the result of linguistic mediation in
centuries of use by human speakers. Using WORDNET instead of merged and
shared structures, shifts the problem of sharing ‘view of theworld’ to the more
natural problem of ‘sharing natural language’ .

(the WORDNET relations are reported in the left-hand side of
Table 1).

Algorithm 4 FILTER—SYNSET(T, O, SynS, t)

> structure T

> ontology O

> sense ynJ][] array of sensesfor the labelsin T

> label t

Var Declaratrions

relation Ry, Ry, Rel1, Rel» > initialized to Null
Sense sense 1, Sensey2, Sensey

1 for each pair sensa; # sense in SynSjt] do
2 for each ancestoryof t in T do
3 for each sensey in SynSly| do
4 Ry < ACCESS-ONTOLOGY (sensg,, sensa 1, 0);
5 if Ry = ‘hyperonymy’ then Rel; < ‘hyperonymy’;
6 R < ACCESS—ONTOLOGY (sensg,, sense2, 0);
7 if Ry = ‘hyperonymy’ then Rel, < ‘hyperonymy’;
8 if (Rel1 = Null & Rel # Null) then
9 remove sensey1 from SynSit];
10 Rell(—Re|2<—NuII;
11 for each pair sensay; # senserz in SynSit] do
12 for each descendanty of t in T do
13 for each sensey in sensely] do
14 Ry < ACCESS—ONTOLOGY (sensg,, sensarz, 0);
15 if Ry = ‘hyponymy’ then Rel; «— “hyponymy’;
16 Ry < ACCESS—ONTOLOGY (sensg,, sensa 1, 0);
17 if Ry = ‘hyponymy’ then Rel, «— “hyponymy’;
18 if (Rel1 = Null & Relz # Null) then
19 remove sensay1 from SynSit];
20 RellzRelzzNU”;
21 for each sense in SynSit] do
22 for each siblingyof tinT do
23 for each sensgy in SynSly] do
24 Ry < ACCESS—ONTOLOGY (sensa;, sensey, O);
25 if Ry = ‘contradiction’ then Rel1«+ ‘contradiction’;
26 if (Rel1 # Null) then remove sensey; from SynSlt];
27 return SynSlt];

Lines 1-10 applies this heuristic to a sense s, associated to
a node t. Formally, it discards sy, if the following two condi-
tions are satisfed: (i) no relation is found between this s, and
any sense associated to some ancestor, and (ii) some relation is
found between a sense sm, # Sp and some sense associated with
an ancestor of t. Lines 11-20 do the same for descendants. Fi-
nally, lines 21-26 discard a sense if it is in *contradiction’ with
some sense associated to a sibling of t.

The function INDIVIDUAL—CONCEPT builds a formula ap-
proximating the meaning expressed by a node t. This is done
by combining the linguistic interpretation (the synsets SynS as-
sociated to the nodes of the focus) with structural information
(T) and domain knowledge (O), in input to the function. A crit-
ical choice is the formal language used to describe the mean-
ing. Our implementation for HCs adopts propositional logic,
whose primitive terms are the synsets of WORDNET associated
to each node.

Lines 1-6 look for some ontological relation between the
senses of the siblings and, if anyone is found, the interpreta-
tion of the node is refined. For example, imagine we have a
node | MAGES with two children EUROPE and | TALY, and that
the functions EXTRACT—SYNSET and FILTER—SYNSET asso-
ciate to the nodes EUROPE and | TALY respectively the senses
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| WORDNET relation | axiom |
s#k synonym t #h s#k =t #h
s#k hyponym t #h s#k — t#h
s#k hypernym t #h t #h — s#k
s#k contradiction t #h | —(t #k A s#h)

Table 1: WORDNET relations and their axioms.

europe#3 and i tal y#1. Since there exists an ontological re-
lation ‘eur ope#3 hyperonym i t al y#1’ (lItaly is in Europe) the
meaning associated to node EURCPE is not longer eur ope#3,
but it becomes eur ope#3 A—i t al y#1. In fact we imagine that
a user wants to classify under node EUROPE images of Europe,
and not images of Italy.

Algorithm 5 INDIVIDUAL—CONCEPT(t,SynS, T, O)
> label t
> sense SN (]
> structure T
> ontology O

VarDeclaratrions
formulan = Null
relation R= Null,Rel = Null
path P

1 for each SynSit][i] in SynSt][] do

2 for each siblingy of t in T do

3 for each SynSly|[K] in SynSy][] do

4 R <+ ACCESS—-ONTOLOGY (SynSit][i], SynSly|[K], O);

5 if R="hyperonymy’ then Rel — ‘hyperonymy’;

6 if (rel # Null) then replace SynSit][i] in SynSit][] with
*gynsit]fi] A ~SynSly][K]';

7 P« pathfromroottotinT,; > Path fromroot to nodet.

8 N — Necp (Vi SMSeli]);

9 returnn;

Lines 7-8 compute the formula approximating the structural
meaning of the concept t. This formula is the conjunction of
the meanings associated to all of its ancestors (i.e., the path
P). The meaning of a node is taken to be disjunction of all
the (remaining) senses associated to the node. For example,
if you consider the node FLORENCE in the rightmost structure
of Figure 1.b, the function returns the formula (i mages#1 v
i mges#2) A ital y#3 A florence#2, where (i mages#l Vv
i mages#2) means that we are not able to discard anyone of
the senses.

Function EXTRACT—LOCAL—AXIOMS extracts the local rel-
evant axioms, i.e. the axioms relating concepts within a single
structure. The idea is to rephrase the ontological relations be-
tween senses into logical relations. Consider again the senses
florence#2 and i t al y#3 associated to the nodes FLORENCE
and | TALY in Figure 1.b. The ontological knowledge tells us
that ‘i t al y#3 hyperoym f | or ence#2’. This can be expressed
by the axiom ‘f| orence#2—ital y#3’. In HC-CTXMATCH,
local axioms are built by translating WORDNET relations into
formulas according to Table 1.

HC-specific functions for SEMANTIC—COMPARISON

The top—level function SEMANTIC—COMPARISON calculates
the semantic relation between the formulas approximating the

meaning of two nodes. In this section we describe the struc-
tural dependent functions called by this function: EXTRACT—
GLOBAL—AXIOMSand BUILD—DEDUCTIONAL—FORMULAS.

EXTRACT—-GLOBAL—AXIOMS works exactly as EXTRACT—
LOCAL—AXIOMS. The only difference is that the axioms ex-
tracted express relations between concepts belonging to dif-
ferent structures. Consider for example that the two senses
tuscany#1 and i t al y#3 have been associated respectively to
nodes TUSCANY and | TALY in Figure 1.b. The ontological re-
lation is ‘i t al y#3 hyperonym t uscany#1’, which can be ex-
pressed as ‘t uscany#1 — i tal y#3’. The rules of translation
from WORDNET senses to axioms are the same as for the func-
tion EXTRACT—LOCAL—AXIOMS.

In our approach, the problem of finding the relation between
two nodes is encoded into a satisfiability problem. BuUILD—
DEDUCTIONAL—FORMULAS defines the satisfiability problems
needed by defining (i) the set R of possible relations holding
between concepts and, for each such relation r € R, (ii) the
formula which expresses the truth conditions for this relation.
Clearly, the set R of possible relations depends on the intended
use of the structures we want to map. For HC-CTXMATCH we
choose the following set—theoretical relations: =, C, D, 1 (L
means that the two concepts are disjoint).

Relation Formula
L (AABAY) = =(0— W)
= (@ABAY) = (9= 1))
C (aABAY) = (90— 1))
) (aABAY) = (U — @)

Table 2: The satisfiability problems for concepts (@ o) and
(g, B), with global axioms y.

Table 2 reports the pairs (relation,formula) representing the
satisfiability problems associated to each relation between con-
cepts we consider, given two concepts (@, a), (W,B), and the
formula y representing the global axioms. The result of this
function is simply an array k[] containing these pairs.

Consider the problem of checking whether FLORENCE in the
right-hand structure in Figure 1.b is, say, equivalent to the node
FLORENCE in the left-hand structure. Following are the concepts
and axioms exteacted by the two strcutures:

concept 1: image#l Atuscany#1Aflorence#2 (1)
local axiom 1: florence#2 — tuscany#l 2
concept2:  inmmnge#l Aital y#3Aflorence#2 (3)
local axiom 2: florence#2 —ital y#3 4)
global axiom: tuscany#1 —ital y#3 (5)

Checking equivalence then amounts to checking the follow-
ing logical consequence 2 A4 A5 = (1 = 3). By the properties
of propositional consequence, we can rephrase it as follows:
E (2A4A5) — (1=3). Itis easy to see that this latter formula
is valid. So we can conclude that the relation holding between
the two nodes FLORENCE is “equivalence”, which is the intuitive
one.
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In particular, the function SATISFIES checks for the validity
of a formula. In our implementation a standard SAT—solver is
used for this task.

4 Testing the algorithm

In this section, we report from [5] some results of the first tests
on CTXMATCH. The tests were performed on real HCs (i.e.,
pre-existing classifications used in real applications), and not
on ad hoc HCs.

Matching Google with Yahoo!. We evaluated CTXMATCH
over portions of Google™ and Yahoo!™ Directories looking
for overlapping domains. The test was performed on the two
sub-hierarchies ‘Architecture’ and ‘Medicine’ available in both
Google™ and Yahoo!™. The results, measured in terms of
precision and recall, are reported in the following table:

Architecture | Medicine
Relations Pre. | Rec. | Pre. | Rec.
equivalence — | .75 | .08 | .88 | .09
less general than £, 84 .79 .86 | .61
more general than =, | 94 .38 97 | .35

We observe that the use of domain knowledge allowed
us to discover non trivial mappings. For example, an
inclusion mapping was found between Architecture
[ History/ Periods_and_Styl es/ Got hic/ Gargoyles and
Architecture/H story/ Medieval as a consequence of
the relation between Medieval and Gothic provided by
WORDNET. This kind of semantic mappings are very difficult
to find using a keyword—based approach.

Product Re-classification. The second test was in the do-
main of e—commerce. In the framework of a collaboration
with a worldwide telecommunication company, the matching
algorithm was applied to re-classify the HC of the ‘equipment
and accessories’ office (used to classify company suppliers)
into uNsPsc® (version 5.0.2). We compare the results of the
re-classification using CTXMATCH and the baseline matching
process®:

Baseline Matching
classification | classification
Total items 194 100% | 194  100%
Rightly classified 75 39% | 134 70%
Wrongly classified | 91 50% | 16 8%
Non classified 27 14% | 42 22%

Given the 194 items re-classify, the baseline process found
1945 possible nodes, only 75 of which turned out to be correct.

5SUNsPsc (Universal Standard Products and Services Classifi cation) is an
open global coding system that classifi es products and services. UNSPSC is
extensively used around the world for electronic catalogs, search engines, e~
procurement applications and accounting systems.

6The baseline has been performed by a simple keyword based matching
which worked according to the following rule: for each item description (made
up of one or more words) gives back the set of nodes, and their paths, which
maximize the occurrences of the item words.
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The baseline, a simple string-based matching method, is able
to capture a certain number of re-classifications, but the per-
centage of error is quite high (50%) with respect to correctness
(39%). With CTxMATCH the percentage of success is signifi-
cantly higher (70%) and, even more relevant, the percentage of
error is minimal (8%).

5 Conclusions and related work

In this paper we presented a new approach to semantic coor-
dination in open and distributed environments. In particular
we define in detail (i) a top algorithm (called CTXMATCH) for
finding relations between structures labelled with natural lan-
guage, and (ii) an implementation for finding set—theoretical re-
lationships between nodes of hierarchical classifications (HC-
CTXMATCH).

In [6, 7] we compare CTXMATCH with other proposed
works, in particular with generic graph matching, CUPID [4],
MOMIS [1] and GLUE [2]. We refer to this paper for related
work.
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ABSTRACT. The CC/PP and the UAProf are two re-
lated frameworks that aim at defining a general and exten-
sible format to describe the capabilities of the user-end
terminals for accessing contents and services provided by
the Internet and by the Web in particular. Both CC/PP and
UAProf are based on RDF and have logically equivalent
architectures. However, notwithstanding their logical bind-
ings, they appear to be parallel standards, i.e., equivalent
but not compatible. This paper explains the reasons for the
incompatibility between CC/PP and UAProf and presents
the approach followed by the Semantic API for the Deliv-
ery Context (SADIC) in order to achieve rigorously the
required semantic convergence between these frameworks
— as well as, in general, between all the CC/PP-like RDF
schemes — by exploiting the concepts of the Semantic Web,
without influencing the standards’ bodies themselves.

1

Nowadays the edge population of the Internet is growing
through the proliferation of heterogeneous and special
purpose terminals (e.g. mobile devices) hooked up to spe-
cific network access channels (e.g. wireless networks) and
offering to the users intrinsically limited service fruition
capabilities. In this new scenario the users’ expectation to
access the services provided by the Internet (and by the
Web in particular) pervasively — regardless of the specific
characteristics of the device used from time to time — is
fostering the service providers to engage issues regarding
the device independent provision of information contents
[3]. The parameters that can influence the way a user per-
ceives and enjoys contents are many and span from the
capabilities of the used device and its equipments to the
constraints imposed by the network access channel, possi-
bly including also the preferences of the user. The set of all
these attributes that characterize a client fruition environ-
ment is called the delivery context [3, 4]. Provided with the
delivery context information, the Web servers should be
able to select or to adapt the output of a service for the
specific requirements of the client that requested it in order
to deliver a functional representation of contents that is
suitable for their fruition by means of the peculiar charac-
teristics of the access mechanism exploited by each user
[4].

Recently the Composite Capability/Preference Profiles
(CC/PP) [6, 7] — being developed by the World Wide Web
Consortium (W3C) [2] — and the related User Agent Pro-
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file (UAProf) [9, 10, 11] — from the Open Mobile Alliance
(OMA, formerly the WAP Forum) [8] — are emerging as
standards that define a general format for expressing the
delivery context information by means of profiles. They
are both based on the W3C Resource Description Frame-
work (RDF) [5] and they describe a profile as a structured
set of RDF assertions. Even tough the documents specify-
ing the CC/PP and the UAProf emphasize the need for
converging the two frameworks as a shared belief, in point
of fact the two working groups have proceeded almost in
parallel with their respective standardization efforts so
that, from a rigorous point of view, the CC/PP and UAProf
now appear as equivalent but not compatible standards.

The Semantic API for the Delivery Context (SADiC)
[1] acknowledges the problems actually affecting the in-
teroperability of CC/PP with UAProf. SADIC is a Java API
for processing and interrogating CC/PP and UAProf pro-
files. SADIC provides many features and, in particular, it
succeeds in achieving rigorous semantic convergence be-
tween CC/PP and UAProf — as well as between all the
RDF-based schemes implementing the basic semantics of
CC/PP.

The remainder of this paper is structured in order to in-
troduce gradually the approach of SADIC to achieve the
required semantic convergence between CC/PP and
UAProf. Section 2 introduces the CC/PP, focusing on its
original aspects concerning the addressing of interoperabil-
ity and extensibility issues. Section 3 discusses the reasons
because of which UAProf is not compatible with CC/PP. A
certain emphasis is given to these two sections, since it’s
the author’s opinion that the points there discussed have
not yet been taken in the right consideration by the re-
search community. Then section 4 presents the approach of
SADIC and section 5 concludes the article.

Even tough some efforts have been spent to present the
contents of this paper as clearly as possible, it would be
preferred that, in order for a full comprehension of the
paper, the readers have, at least, a basic knowledge of
RDF.

2 The CC/PP as an extensible framework
providing interoperability

The CC/PP aims at defining an extensible framework as a
basis for interoperability of applications that exchange
delivery context information on the Internet and on the
Web in particular.



Basically, the CC/PP is founded on two main ideas.
Firstly, it introduces a semantic structure for representing
the delivery context information by means of profiles, and
provides the formal means to instance and to recognize
such a structure. Secondly, it provides the formal means to
define the vocabularies of attribute properties that can be
used to populate the structure of a profile in order to ex-
press the specific attributes of an actual delivery context.
It’s in this way that CC/PP tries to address the interopera-
bility-extensibility binomial:

1. different applications interoperate by sharing the con-
cept of profile and the formal means to instance and to
recognize this concept: profiles constructed by an ap-
plication are recognizable by all others;

2. the information that can be conveyed by a profile is
extensible: each application can create its own vocabu-
lary that defines attributes useful to represent specific
capabilities, and such a vocabulary can even be used by
all other applications (possibly in conjunction with
other vocabularies) to construct profiles.

To implement a framework with such prerogatives,
CC/PP founds itself on RDF. The CC/PP does define a
RDF vocabulary acting as a shared structural vocabulary
that is the backbone of the entire conceptual framework,
since it defines the RDF constructs to be used in order to
instance the structure of a profile through the RDF data
model, and the RDF primitives to be extended in order to
define vocabularies of attributes by means of RDF sche-
mas. This way, profiles are constructed by instancing al-
ways the same skeleton structure and then by populating
this structure with actual attributes taken from different
vocabularies defined by time.

A CC/PP profile can be viewed as a two-levels hierar-
chical structure made up of components and attributes: the
attributes represent the specific capabilities of the delivery
context being described, while the components group these
capabilities possibly with respect to a certain global aspect
(e.g., hardware or software characteristics). Figure 1 shows
an excerpt of an hypothetical vocabulary defining two

component types (i.e., voc:Hardware and voc:Software)
and the associated attribute properties (e.g., voc:ScreenSize
and voc:JavaCapable), and then shows how such a
vocabulary can be exploited to build an actual profile.

3 UAProf and its incompatibility with the
CC/pP

CC/PP is vocabulary-agnostic, in the sense that it does not
aim at defining any specific vocabulary of attributes that
could be exploited to describe the characteristics of an
actual delivery context. The CC/PP schema is just the
backbone of a conceptual framework for defining vocabu-
laries and for utilizing them in order to express the capa-
bilities of an actual delivery context by means of an RDF
description (i.e. a profile). On the contrary, the UAProf
was originally invented as a specific extension of CC/PP
mainly aiming at defining a rich vocabulary of attributes
for constructing actual profiles. UAProf was designed to be
broadly and seamlessly interoperable with the CC/PP. A
precise and explicit goal of its creators was to build
UAProf on the model of CC/PP as a specific implementa-
tion of it that would have also provided a vocabulary of
attributes for constructing the profiles of a large range of
terminals (WAP devices in particular).

Unfortunately, the development of the two frameworks
has reached a status at which, if we look at them from a
rigorous point of view, they can be considered only paral-
lel, i.e., equivalent but not entirely compatible standards.
The incompatibility ensues from the fact that UAProf does
not rely on the RDF elements defined in the CC/PP struc-
tural vocabulary. Instead, the RDF schema introducing the
UAProf vocabulary also replaces the definition of the RDF
elements sustaining the CC/PP conceptual structure. The
structural semantics defined by the UAProf schema is
almost the same as in the CC/PP schema, but, since the
RDF elements for utilizing in practice the corresponding
structural concepts are tied to a different naming space,
such a logical equivalence cannot be recognized at RDF
level.

In fact, one of the basic princi-
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Fig. 1. A simple example showing how to define vocabularies and to construct profiles

through CC/PP.

recognize unambiguously the
terms on which this relies, can
associate terms with concepts and
actual resources, and so can de-
duce actual relationships and
meanings. The name-spacing is
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just an additional facility not directly related to the RDF
data model. Tying the vocabulary-defined elements to an
univocal naming space helps applications to recognize
groups of terms relating to the same vocabulary’s context,
and permits the reuse of identical (tough relative) terms
within different contexts. However, since a naming space
is unambiguously identified by a namespace URI that is
either the shared prefixed part of all the vocabulary-
defined terms, terms tied to different naming spaces denote
different concepts for an RDF engine. Therefore, since
both the CC/PP and UAProf are based on RDF and since
the RDF elements they provide for leveraging semanti-
cally-equivalent structural concepts are defined through
different RDF schemas with different namespaces, it is a
consequence that they appear as different RDF applications
that, although equivalent, are not compatible.

Another related problem concerns extensibility. As we
have seen in section 2, the basic idea of CC/PP to achieve
extensibility is that the structural vocabulary can be ex-
ploited to define whatever actual vocabulary of attributes
so that, provided that the profiles’ structure does not rely
on any specific attribute vocabulary (but is instanced
through the RDF properties defined by the CC/PP schema),
a profile can be populated with actual attributes coming
from different vocabularies. Moreover, if an application
already defined its own vocabulary (or is using an existing
one) and wants to extend this vocabulary by adding new
attributes, then it should formally define a new vocabulary
schema that contains the definition of the added attributes
only. This way, the core vocabulary used by the applica-
tion would look like a super-vocabulary made up of a set
of vocabularies defined throughout subsequent schemas,
and so the semantic integration between profiles that refer-
ence the different vocabularies would be assured as well.

UAProf did not acknowledge this basic idea because it
intended the possibility to extend or to make corrections to
the vocabulary it introduces as if each time the vocabulary
schema could be completely redefined (including the basic
structural concepts) by replicating it with just a few modi-

CC/PP Specification

UAProf Specification
(first version)

fications and then tying the updated version to a new
namespace URI. As a consequence, it was attained a situa-
tion where there exist multiple instances of the UAProf
schema with different namespaces and each one of these is
formally incompatible with each other for analogous rea-
sons as those explained above when comparing the CC/PP
and the UAProf in general.

It is straightforward that the problems outlined in this
section are a serious hindrance to the use of the CC/PP and
UAProf in wide practice and make the authoring of pro-
files and the development of profile processors quite cum-
bersome, since the risk for both profiles and processors to
be not widely compliant or to became suddenly meaning-
less is more than concrete. However, the most important
concern should be about the assurance of having wide
semantic compatibility at RDF level, so that the really
original prerogatives of CC/PP can be actually exploited
and can then provide the intended advantages as regards
interoperability and extensibility. In fact, if vocabularies
and profiles were created basing on always different RDF
schemes that, although intended to rely on the conceptual
structure of the CC/PP, are not compatible with this struc-
ture at RDF level, then the advisability itself to have built
CC/PP on top of RDF would not make sense any more.

In summary, the RDF heterogeneity between CC/PP and
UAProf is paradoxically leading the Web accessibility
towards a vertical segmentation as depicted in figure 2. A
restatement of UAProf that would obey more to the basic
interoperability principles of the CC/PP and of RDF would
certainly improve the situation and would be an auspicial
as well. However, this would not solve the problems at all,
since the industry manufactures have already started to use
UAProf and, at the moment, virtually all the CC/PP en-
abled devices use UAProf, provided that it also defines a
rich vocabulary of actual attributes that can be utilized in
practice to express device capabilities. Therefore, a general
and rigorous approach that would assure of formal seman-
tic interoperability without affecting the state of the art
with the standards is now, of course, required.

UAProf Specification
(second version)

Structural
Vocabulary

Structural
Vocabulary

- 277
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Fig. 2. The vertical segmentation of the Web accessibility ensuing from the lack of interoperability.
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4 The approach of SADIC for the semantic
integration of CC/PP and UAProf

Provided with the full understandings of the interoperabil-
ity problems pointed out in the previous section, the Se-
mantic API for the Delivery Context (SADiC) has been
designed also to achieve rigorous semantic integration
between CC/PP and UAProf — and, in general, between all
the RDF-based schemes that provide a parallel implemen-
tation of the CC/PP conceptual framework — so that all
these schemes can be used concurrently or jointly in wide
practice, being assured of semantic interoperability without
the need for any particular effort. For this aim, SADiC
exploits the concepts of the Semantic Web [12] and, in
particular, the notion of ontology.

Basically, an ontology is a collection of axioms that de-
scribe computer-usable concepts — and either introduce the
vocabulary of terms that relate to them — in the perspective
of representing a domain (i.e., an area of knowledge) for
machine-understanding purposes. The basic idea intro-
duced by SADIC exploits the fact that the knowledge en-
coded by an ontology can be imported and reused by other
domains. In this way, it is possible to build complex do-
mains that grow each over each other and that represent
different levels of abstraction of the same knowledge base,
possibly specializing and/or extending and/or enhancing
this for a particular application purpose.

SADIC defines and relies on a core ontology that ex-
presses the abstract knowledge base required to build an
RDF-based conceptual framework implementing the basic
semantics of the CC/PP architecture. The elements defined
by this ontology represent the semantic abstraction of the
basic structural concepts introduced by the CC/PP — e.g.,
the abstract concept of attribute property (i.e., the class of
RFD properties that express the delivery context attrib-
utes), the abstract concepts of structural properties (i.e.,
the RDF properties that let instance the semantic structure
of a profile within an RDF data model) and the concept of
profile component (i.e., the Component class that acts as
the root component type for all profile components).

The key aspect of the core ontology is that it does not
supersede the CC/PP structural vocabulary. The core on-
tology just represents the lowest level of abstraction of the
logical domains corresponding to all the CC/PP-like con-
ceptual frameworks, and houses formally the shared se-
mantics of the basic structural concepts already introduced
by the CC/PP specification, not the terms that are to be
used to exploit these concepts in practice. An actual do-
main can import the basic concepts of the core ontology
and map them to its own terms. Such a domain is intended
as a structural domain, since it provides an effective nam-
ing space for the CC/PP concepts and allows to utilize
them through the specific terms it defines. Therefore,
many lexically-different but semantically-equivalent do-
mains can be introduced: these all exploit the same seman-
tics of the CC/PP structural concepts, but allow to refer to
them through different terms afferent to different name-
spaces.

Let’s consider, for example, the case of the structural
vocabulary proposed by the CC/PP specification and the
vocabularies corresponding to the various version of the
UAProf specification. Within SADIC all these vocabular-
ies are associated with domains that just host suitable
terms to refer to the shared semantics of the CC/PP struc-
tural concepts, but that do not define the concepts them-
selves. Since these concepts are defined elsewhere — i.e. in
the core abstract ontology — and the different terms
through which they can be referenced are formally mapped
to them, then the wished semantic convergence and cross-
interoperability are achieved automatically and rigorously.

Figure 3 sketches a simplified view of the semantic hi-
erarchy introduced by SADiIC. Note that at the leaf level
there are the pure application domains, i.e. the domains
corresponding to the actual vocabularies of attributes for
describing a delivery context, which are defined through
RDF schemas that reference and utilize a structural vo-
cabulary associated with a specific CC/PP structural do-
main.

CC/PP Abstract

---------------------
.....

. Profile = “-. cc/rp
Knowledge Base i Component Attribute 2 Structural Concepts
Domain \ **..,component defaults ..
wpoﬂs
S fC C;I-DP UAPIOf [ oemer 700000 e, utilizes et .
peczD/ca Io.n Specification | %, UA\F;rof itrluctural “; i UA\f’rof tf\t:rlbute “;
. *..,..Vocabulary. .- *e.., Vocabulary ..
omain Domain . """tvsivevesasas Yoo e NOCEDUR Yoes
utilizes utilizes utilizes utilizes
(extends) (extends) (extends) (extends)

Attribute Attribute
Vocabulary Vocabulary

Attribute Attribute
Vocabulary Vocabulary

Fig. 3. The semantic hierarchy introduced by SADiC.
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<owl:Ontology rdf:about="">

<owl:sameAs rdf:resource="&ccpp-spec-schema-URI;"/>

</owl:0Ontology>

<owl :0Ontology rdf:about="&ccpp-spec-schema-URI; ">
<owl :imports rdf:resource="&ccpp-abs-ontology-URI;" />

</owl:0Ontology>

<owl:Class rdf:about="&ccpp-spec-schema-URT; #Component"

>

<owl :sameAs rdf:resource="&ccpp-abs-ontology-URTI; #Component" />

</owl:Class>

<owl:Class rdf:about="&ccpp-spec-schema-URI; #Attribute">

<owl:sameAs rdf
</owl:Class>
<rdf :Property rdf:
<owl:sameAs rdf:
</rdf:Property>
<rdf :Property rdf:
<owl:sameAs rdf:
</rdf:Property>

:resource=&ccpp-abs-ontology-URI; #Attribute" />

about="&ccpp-spec-schema-URI; #component ">
resource=&ccpp-abs-ontology-URI; #component" />

about="&ccpp-spec-schema-URI; #defaults">
resource=&ccpp-abs-ontology-URI; #defaults" />

Fig. 4. An excerpt of the OWL ontology for the structural domain of the CC/PP specification.

In order to define a domain, SADiC makes use of the
Web Ontology Language (OWL) [14, 15, 16], the language
for representing ontologies on the Web. OWL is based on
RDF and is still being developed by the W3C as a compo-
nent of the Semantic Web Activity [13]. SADIC requires
that only the structural domains are to be explicitly de-
fined: the pure application domains are defined implicitly
by the corresponding RDF vocabulary schemas (provided
that these schemas extend correctly the RDF schema defin-
ing the structural vocabulary of an already recognized
structural domain). A structural domain is defined by
means of a simple OWL ontology that expresses the basic
facts that semantically make of such a domain a CC/PP
structural domain. For this goal, it is sufficient to state that
the terms introduced by an RDF schema (within its own
naming space) to refer to the semantics of the CC/PP struc-

Semantic Recognition of
Vocabularies’ Structure

tural elements have the same intentional meaning as the
concepts defined in the core abstract ontology — i.e., both
RDF elements, though denoted by different terms, are
semantically equivalent.

The listing in figure 4 shows a fragment of the OWL on-
tology introducing the domain corresponding to the struc-
tural vocabulary schema defined by the CC/PP specifica-
tion.

This way, SADIC succeeds in mapping the semantics
between structural vocabularies corresponding to different
RDF-based schemes that provide a parallel implementation
of the CC/PP architecture, and, therefore, the potential
vertical segmentation depicted in the previous section is
brilliantly avoided within a purely semantic context (see
figure 5).
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Fig. 5. How SADIC achieves interoperability.
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Further to overcoming the RDF incompatibilities at
structural level, SADIC also addresses problems related to
the multi-versioning of attribute vocabularies. In particu-
lar, the ontology for specifying a domain can be exploited
to assert that two RDF schemas — tied to different name-
spaces — are semantically equivalent or are subsequent
versions of the same logical vocabulary. In such cases,
SADIC is able to manage properly this kind of equivalence
so that, for example, segmental profiles constructed relying
on different versions of the same logical vocabulary can be
merged together consistently.

As we have seen in section 3, the proliferation of multi-
ple namespace URIs to refer to the same logical vocabu-
lary is an incongruity actually affecting UAProf. In par-
ticular, there are two kinds of slightly different problems:
the referencing of the vocabulary schema tied to a certain
version of UAProf through different namespace URIs, and
the extending the UAProf vocabulary through new RDF
schemas that completely supersede the older ones (and
have different namespaces either). To address the latter
problem, it is sufficient to assert, through the OWL ontol-
ogy defining the domain corresponding to a certain version
of UAProf, that the RDF schema associated with such a
version is the subsequent version of an earlier RDF
schema:

<owl:0Ontology rdf:about="&uaprof;">

<owl :backwordCompatibleWith

rdf:resource="&uaprof-previous;"/>
</owl:0Ontology>

Note that the above statements also indicate that all the
local terms tied to the previous naming space have the
same intended interpretations in the naming space of the
new version.

Instead, in order to assert that the defined domain could
even be referenced through a namespace URI different
from the canonical namespace URI of the considered
UAProf version (and that acts as an alias for this), an
owl:backwordCompatibleWith statement should be cou-
pled with an owl:sameAs statement:

<owl:Ontology rdf:about="&uaprof-alias;">

<owl :backwordCompatibleWith
rdf:resource="&uaprof;" />

<owl:sameAs rdf:resource="&uaprof;"/>
</owl:0Ontology>

5

This paper has discussed of the cumbersome problems
actually thwarting the cross-compatibility between the
CC/PP and the UAProf frameworks, and of the danger of
attaining a vertical segmentation of the Web accessibility
that would be quite the contrary of the original goals of the
CC/PP. The paper has introduced the Semantic API for the
Delivery Context (SADiC), showing how this approaches
the abovementioned problems and succeeds in achieving
the required formal semantic convergence between CC/PP
and UAProf — as well as between all the RDF-based
schemes that are intended to rely on a CC/PP-like concep-
tual architecture. The approach of SADIC exploits the
notion of ontology in order to build an extensible hierarchy
of semantically overlapping RDF domains, and uses the

Conclusions
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Web Ontology Language (OWL) in order to represent a
domain and to map semantics between domains.

Even though SADIC focuses on a specific application
context, its semantic approach introduces simple and gen-
eral ideas that could be exploited in order to address
analogous issues of semantic interoperability for other
RDF-based contexts as well.
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Abstract etc.), find the relationships (e.g., equivalence or subsump-

tion) that hold between these entities. Alignment results

Integrating heterogeneous resources of the web will requiteh be used for various purposes such as displaying the cor-
finding agreement between the underlying ontologies. r@spondences, transforming one source into another or cre-
variety of methods from the literature may be used for ﬂ’éﬁing a set of bridge axioms between the ontologies. An
task, basically they perform pair-wise comparison of entiverview of alignment methods is presented in §2.
ties from each of the 0nt0|0gies and select the most Similar]’he present paper focuses on automatic and autonomous
pairs. We introduce a similarity measure that takes advajiology alignment, although more interactive scenarios
tage of most of the features of OWL-Lite OntOlOgieS ar}ﬂay be built on top of the proposed technique (e.g_, com-
integrates many ontology comparison technigues in a Coffete a partial alignment or use the result as a suggestion to
mon framework. Moreover, we put forth a computatiofhe user). It will be also assumed that the ontologies are
technique to deal with one-to-many relations and circulagescribed within the same knowledge representation lan-
ties in the similarity definitions. guage: OWL-Lite (§3).

The language is based on various features: classes and
subsumption, properties and type constraints, etc., and the
goal of this paper is to define a similarity measure that en-

Like the Web, the semantic Web will necessarily be gigompasses all those features (84.1) while overcoming ma-

tributed and heterogeneous. Therefore, the integration'%a“gnmem problems such as circularities (84.2) _and the
resources found on the semantic Web is a key issue. P/ESENce of exteral data types. Our approach is based
standard approach to the resulting problem lies in the L%%pr.ev!lou_s Wor:!( r?h (r)]bject—(;)ase((jj knor\]/vledge represtlenta—
of ontologies for data description. However, the availabiien Similarity which is here adapted to the current web lan-

ontologies could themselves introduce heterogeneity: g:ﬁgages. Interested readers are refered to [14] for a detailed

two ontologies, the same entity can be given different nanfe&cussion of the proposed measure.
in each of them or simply be defined in different ways,

whereas both ontologies may express the same knowlegge .

but in different languages. %q Allgnment methods

Semantic interoperability can be grounded in ontolo )
reconciliation. The underlying problem, which we call théhere has been important background work that can be used
“ontology alignment” problem, can be described as f0||owgqr ontology alignment: in (_j|screte mathematics for_match—
given two ontologies each describing a set of discrete #fd graphs and trees [7], in databases for reconciling and

tities (which can be classes, properties, rules, predicat®rging schemas [11], in machine learning for clustering
compound objects described in a restricted FOL [1].

*This work has been partially supported by grants from the French con- : [ ., T e
sulate in Montréal and the Centre Jacques Cartier. We thank an anonymou%asmally’ a“gmng amou.nts at defining a pair-wise dis
reviewer for interesting critical remarks that have helped improving tHidNCce between entities (which can be as reduced as an equal-

presentation. ity predicate) and computing the best match between them,

1 The ontology alignment problem
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i.e., the one that minimizes the total distance (or maximizie$ers dependencies between classes (bridges) of different
a similarity measure). But there are many different ways émtologies sharing the same set of instances based only on
compute such a distance. Roughly speaking, they cante “extension” of classes. Semantic similarity is compa-
classified as (this complements the taxonomy providedrable to the work on subsumption in description logics. In
[11] and only consider features found in actual systems):addition, a number of other systems use machine learning
terminological (T) comparing the labels of the entities'feChniques for finding plass similar.ity from ins.tances [41'
string-based (TS) does the terminological match- Many of these algorithm use various techniques for find-

ing through string structure dissimilarity (e.g., egitnd @ alignment, though they still neglect some aspects of

ing distance)terminological with lexicons (TL) does the ontology definitions. Moreover, they are not often ro-

the terminological matching modulo the relationshi[;osus'[.to cycles in definitions, e.g., the fixed-point computa-
-fjon in [9] is not proven to converge. Our goal is to design

found in a lexicon (i.e., considering synonym as equn)— ; .
alent and hyponyms as subsumed); 2 mleailrjlre tr}gtcljntf(.ag.:gtes all aspects of OWL-Lite and can
internal structure comparison (I) comparing the internal ealwith cyclic detinitions.
structure of entities (e.g., the value range or cardinality
of their attributes); .
external structure comparison (S) comparing the rela- 3 Ontology representatlon

tions of the entities with other entitietaxonomical I o _
Jor that purpose, we will first exhibit a representation for

structure (ST) comparing the position of the entitie OWL-Li logi 3.1) th hasi " d
within a taxonomy;external structure comparison L |te_ onto.og|es (83.1) that emphasises entities an
their relationships (83.2).

with cycles (SC)an external structure comparison ro
bust to cycles;
extensional comparison (E)comparing the known exten-3 1 The web ontology language OWL
sion of entities, i.e. the set of other entities that are
attached to them (in general instances of classes); OWL [2] is a language for expressing ontologies on the
semantic comparison (M) comparing the interpretationsweb. Due to space restrictions, we only present here the
(or more exactly the models of the entities). ontology constructors proposed by the language (the reader
can find elsewhere more information on their semantics).

Some contributions can be found in Table 1, we only P'&wL can be thought of as a description logic embedded in

vide some salient points for each of them: [3] matches % rame-like syntax. It comes in three flavors: OWL-Lite
ceptual graphs using terminological linguistic techniqu L-DL. and OWL-Eull. We concentrate on OWL—Lite’

and comparing superclasses and subglasses. [12] qom%Fﬁ(S,h is sufficient for many purposes while creating vari-
the dissimilarity between two taxonomies by comparing f%s difficulties for alignment algorithms

each class the labels of their superclasses and subclass?i.NL_Lite is an extension of RDE which allows the def-
FCA-Merge [13] uses formal concept analysis techniques,

. . ; Ihition of individuals as instances of a class and the expres-

to merge two ontologies sharing the same set of instances . L -

. . . $ion of relations between individuals. Additional)yDWL-
while properties of classes are ignored. Anchor—ProrTLE)I o
[10] uses a bounded path comparison algorithm with the ™
originality that anchor points can be provided by the users, ses RDF Schema keywordsdfé:subClassOf
as a partial alignment. Cupid [8] is a first approach com- rdfs:Property rdfs:subPropertyOf
bining many of the other techniques. It aligns acyclic struc- rdfs:range rdfs:domain ) for defining tax-
tures taking into account terminology and data types (in-  gnomies of classes and properties and restricting the
ternal structure) and giving more importance to leaves. [9] range of properties;
creates a graph whose nodes are candidate aligned pairs and
arcs are shared properties. Arcs are weighted by their rel*we do not present all the constructors, some of them can be easily de-
evance to the nodes and similarity values are propagaft@ from the others. E.gowl:sameClassAs  can be defined through recip-

. . : o rocal rdfs:subClassOf assertions. Any semantically grounded measure should
through this graph until a fixed point is reached. T-tree [b{ able to account for these equivalences.
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Referencef T TS TL| I |S ST SC|E | M
Dieng & Hug [3] | x X X
Staab & Madche [12] X X X
FCA-Merge [13] X X
Anchor Prompt [10]| x X | X X
Cupid[8] | x X X | X
Similarity flooding [9] X X X
T-tree [5] X X

Table 1: Various contributions to alignment at a glance.

e allows the definition of a clas@\l:Class ) as more e rdfs:subClassOf between two classes or two prop-
specific or equivalent to the intersection of other erties 5);

classes; e rdfitype  (Z) between objects and classes, property
¢ allows the assertion of equalitgWl:sameAs ) or dif- instances and properties, values and datatypes;
ference ¢wl:differentFrom ) between two individ- e A between classes and properties, objects and property
uals; instances;
e characterizes properties as transitive e owl:Restriction (R) expressing the restriction on
(owl:TransitiveProperty ), symmetric a property in a class;

(owl:SymmetricProperty ) or inverse of another e valuation {/) of a property in an individual
property pwlinverseOf ); ) ] )

e can restrict the range of a property in a class to g&e relation symbols will be used as set-valued fonctions
another classofvl:allvaluesFrom ) or assert that (F(z) = {;3y; (z,y) € F}). Additionaly, each node is
some objects of a particular class must be in the prdgentified @ : CUOURUPUDUA — URIRef) by
erty (owl:someValuesFrom ). a URI reference and can be attached annotations.

e can restrict the number of object in a particu- Finally, to provide the most complete basis for compari-
lar relation with another one through the use @pn, one may W|Sh to br|ng kn0W|edge enCOded n I’e|atl0n

cardinality constraints ogv:minCardinality and types to the object level. This could be done by adding
owl:maxCardinality ). In OWL-Lite, these con- some edges between objects that are reverse, symmetric
straints can only take values 0, 1, or infinite. or transitive for an existing edge or a pair of edges. Re-
lation types can be handled by saturation of the graph or
OWL makes use of external data types. In particularift & lazy way: forowl:TransitiveProperty by adding
relies on the XML Schema data types without having téansitivity arcs; forowl:SymmetricProperty by adding
know them. symmetric arcs; forowl:inverseOf by adding the re-
verse arcs (both in generic and individual descriptions); for
owl:FunctionnalProperty by adding a cardinality con-
3.2 Representation straint; owl:InverseFunctionnalProperty is not ac-

counted for at that stage.
Instead of computing similarity on an OWL-Lite syntax, it
will be computed on a corresponding graph based syntax.
Such a graph will contain several types of nodes: clags (4 Principles of similarity
object ), relation R), property (°), property instance
(4), datatype D), datavalue '), property restriction labels Alignment amounts at finding the best correspondance be-
(L). These nodes are linked by various kinds of relatiotween entities of two ontologies. This requires the defini-
ships: tion of a similarity on entity pairs (§84.1). Since relation-
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ships between entities constitute a major part of the ontolagent. E.g., for two classes classesg’ :
ical knowledge, a sensible similarity measure must process

them suitably, in particular, by comparing two entities with Sime(c,c) = w¢simp (M), M)
respect to the sets of “surrounding” entities in the corre- + 7S MSimo(Z(c), ()
sponding ontologies. Consequently, relationships entail de- p ] L
pendencies between similarity values which further require + s MSime(S(c), §'(¢'))
an effective computation mechanism to avoid the pitfalls of + 7S M Simp(A(c), A ()

circularity (84.2).
The similarity is normalised: the sum of all weights is
1,ie,7¢ + 7§ + 75 + 7§ = 1, whereas set similarities
(M Sim) are basically averages of components similarities,
4.1 Similarity measure as illustrated by the measure for super-class sets:

Z{c,c’)EPairing(S,S’) Simc(Q C/)
maz(|S|,5])

The graphic representation chosen for OWL-Lite highlights M Sim (S, S") =
the various categories of entities, of links between entities

and of descriptive features for entities. The target Co”ﬁérepairing(s S') is a mapping of element & to ele-

spondence between tWO, °”t°'99‘es maps entities from PEénts ofs’ which maximises thd/ Sim ¢ similarity. Thus,
ontology to the most similar entities of the other one, a Prfle similarity between the sets is the average of the values

ciple that is based on a dedicated similarity measure. We iched pairs (see definition in [14]). Table 2 lists all
choose to use a similarity measure for ease of explaunanﬂp5 defined measures

A dual disimilarity can be obtained by an easy transforma_-.l.he target similarity values ultimately depend on the sim-

tion. The measure ranks a pair of entities tc_) areal nqmpef Llities between data types, values and URIRef and the way

[0 1.] _Where_by 0 (1) stands for completely dn‘flerent (S'm'ladﬂese are propagated through the relationships in the graphs.

entities. Itis based on wo key assumptions: Measures for data types and values should be provided to-
gether with an abstract data type definition, URIRef can be

o all the components of an entity category areriori compared by an equality predicate or by a string similarity
relevant for similarity assessment, although their refPplied to suffixes.
ative importance can be tuned through weights. This
is backed by most of the techniques used for ontologyo Computing similarities
alignment (see 82);

e the entities within each category are dealt with in tHene may notice from the above example tat.c(c, ¢’)
same way, but comparison means for different catdepends on the result o¥imc on other classes, both
gories may diverge. through specialization and properties. In the second case,

the dependancy may easily lead to a “deadlock” where
Sime(eq,c2) depends onSime(cs, cq) and vice versa
In summary, the approach followed here consists in &Spnsequently, similarities can only be expressed as equa-
signing each entity category, e.g., a class, a specific mggns. More precisely, a system is composed in which a
sure which is defined as a function of the results computggliaple corresponds to an entity pair whereas an equation
on the related entity categories, e.g., a property, a sub-Clasgrawn from the definition of that pair similarity, namely

etc., by the respective measures. We choose to aggreggtepstituting all similarity occurences by the correspond-
the various components through a weighted sum. So[Rg variables:

other aggregation operators could be used but at the expense

of th_e difficulty to find a solutlon._ We|gh_ts _all(_)w to tune r11 = Simg(cr,cy) 11 = Simp(p1,p})
the importance of a component in the similarity whereby T12 = Simc(cr,ch) Y12 = Simp(p1,ph)
a zero weight amounts to completely ignoring the compo-
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Function Node Factor Measure

Simo o€ 0 A(o) simp,
a€ A, (oa)cA MSima
Simag  a€A r€R,(a,r) ER Simp
beOuvVv M Simy /M Simo
Simy veV value literal type dependent
Simg  ceC Ae) simp,
pe€P,(¢c,p) €ER MSimp
del, (ed)eS MSime
simp deD A(r) XML-Schema specific
Simrp reR A(r) simpg,
ceC, (r,domain,c) € R MSim¢c
ceC,(ryrange ,c) €R MSim¢
d e D, (r,range ,d) € R Simp
reR,(r,r)es MSimpg
Simp peP reR,(pr)esS Simp
c € C, (p,allvaluesFrom ,c) € R MSim¢

n € {0,1, +o0}, (p, cardinality ,n) € R equality

Table 2: Similarity function decompositon.

In case some similarity values (or some similarity or di®y 1 — no variable value can exceed 1 since none of its com-
similarity assertions) are provided as an input to the pneenents can (inductively). The process halts when none of
gram, the corresponding equation can be replaced by the values increases by more thawith respect ot the pre-
assertion of the similarity between the objects. vious iteration. The algorithm may well converge to a local

If each of theM Sim were deterministic (only one entityom'mum’ l.e., a different matching in one equation may, at

is compared to another), this system would be solvable }ﬂgst theoretical_ly, lead to a different global solution_. A so-
rectly because all variables are of degree one. HoweverHHon could lay in a random .change of sgme -matchlngs..

the case of OWL-Lite, the system is not linear since there N€ result of the process is an approximation of the sim-
could be many candidate pairs for the best match. Nevi!ity between entities from opposite ontologies. The ulti-
theless, the resolution of the resulting system can still BEt€ alignment goal is a satisfactory mapping between on-
carried out as an iterative process that simulates the comifiRdies which uses the similarity values as a basis for the
tation of the fixed point of a vector function, as shown HRNKing of entity pairs.

Bisson [1]. The trick consists in defining an approximation

of the M Sim-measures, solving the system, replacing the .

approximations by the newly computed solutions and itdd- Conclusion

ating. The first values for thes®l Sim-measures are the

maximum similarity found for a pair, without consideringn order to be able to align ontologies written in OWL-Lite,
the dependent part of the equations. The subsequent valuesidapted a method developed for measuring object-based
are those of the complete similarity formula filled by thsimilarity to OWL-Lite. This method has the benefit of con-
solutions of the system. The system converges: the sisidering many of the features of ontology descriptions in
larities cannot decrease between steps — in an equationctiraputing the alignment: it deals successfully with exter-
“ground” part remains steady while dependencies may omigl data types, internal structure of classes as given by their
propagate their own increase — and the similarity is boundaeperties and constraints, external structure of classes as
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Abstract

We think of match as an operator that takes two
graph-like structures (e.g., database schemas or
ontologies) and produces a mapping between ele-
ments of the two graphs that correspond semanti-
cally to each other. The goal of this paper is to
propose a new approach to matching, called se-
mantic matching. The contributions of this paper
are (i) a rational reconstruction of the major
matching problems and their articulation in terms
of the more generic problem of matching graphs;
(ii) the identification of semantic matching as a
new approach for performing generic matching;
and (iii) a proposal of implementing semantic
matching by testing propositional satisfiability.

1 Introduction

Due to the progress of information and communication
technologies the number of different information resources
is rapidly increasing, and the problem of semantic hetero-
geneity is becoming more and more severe, see for in-
stance [Washe et al., 2001], [Goh, 1997], [Giunchiglia and
Zaihrayeu, 2002]. One proposed solution is matching.
Match is an operator that takes two graph-like structures
(e.g., database schemas or ontologies) and produces a
mapping between elements of the two graphs that corre-
spond semantically to each other. So far, with the notice-
able exception of [Serafini et al, 2003], the key intuition
underlying all the approaches to matching has been to map
labels (of nodes) and to look for similarity (between la-
bels) using syntax driven techniques and syntactic similar-
ity measures; see for instance [Do and Rahm, 2002],
[Madhavan et al., 2001]. We say that all these approaches
are different variations of syntactic matching. In syntactic
matching semantics are not analyzed directly, but semantic
correspondences are searched for only on the basis of syn-
tactic features.

In this paper we propose a novel approach, called se-
mantic matching, with the following main features:

e We search for semantic correspondences by mapping
meanings (concepts), and not labels, as in syntactic

matching.
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e We use semantic similarity relations between elements
(concepts) instead of syntactic similarity relations. In par-
ticular, we consider relations, which relate the extensions
of the concepts under consideration (for instance,
more/less general relations).

The contributions of this paper are (i) a rational reconstruc-

tion of the major matching problems and their articulation in

terms of the more generic problem of matching graphs; (ii)

the identification of semantic matching as a new approach for

performing generic matching; and (iii) a proposal of using a

decider for propositional satisfiability (SAT) as a possible

way of implementing semantic matching. The algorithm pro-
posed works only on Directed Acyclic Graphs (DAG’s) and
is-a links. It is important to notice that SAT deciders are cor-
rect and complete decision procedures for propositional lo-
gics. Using SAT allows us to find only and all possible map-
pings between elements. This is another major advantage
over syntactic matching approaches, which are based on heu-

ristics. The SAT-based algorithm discussed in this paper is a

minor modification/extension of the work described in [Seraf-

ini et al, 2003].

The rest of the paper is organized as follows. Section 2
defines the notion of matching and discusses the essence
of semantic matching. Section 3 provides guidelines to the
implementation of semantic matching. Section 4 overviews
the related work. Section 5 reports some conclusions.

2 Matching

We assume that all the data and conceptual models (e.g., rela-
tional db schemas, OODB and XML schemas, concept hier-
archies and ontologies) can be represented as graphs, see for a
detailed discussion [Giunchiglia and Shvaiko, 2003]. There-
fore, the problem of matching heterogeneous and autonomous
information resources can be decomposed in two steps:

1. extract graphs from the data or conceptual models,
2. match the resulting graphs.

Notice that this allows for the statement and solution of
a more generic matching problem, very much along the
lines of what done in Cupid [Madhavan et al., 2001], and
COMA [Do and Rahm, 2002].



Let us define the notion of matching graphs more pre-
cisely. Mapping element is a 4-tuple < myp, N';, N5, R >,
i=1..h; j=1.k; where m;p is a unique identifier of the
given mapping element; N'; is the i-th node of the first
graph, 4 is the number of nodes in the first graph; N, is the
Jj-th node of the second graph, & is the number of nodes in
the second graph; and R specifies a similarity relation of
the given nodes. A Mapping is a set of mapping elements.
Matching is the process of discovering mappings between
two graphs through the application of a matching algo-
rithm. There exist two approaches to graph matching,
namely exact matching and inexact or approximate match-
ing. For obvious reasons we are interested in inexact
matching.

We classify matching into syntactic and semantic

matching depending on how matching elements are com-
puted and on the kind of similarity relation R used.
o In syntactic matching the key intuition is to map labels (of
nodes) and to look for the similarity using syntax driven
techniques and syntactic similarity measures. Thus, in the
case of syntactic matching, mapping elements are com-
puted as 4-tuples < myp, L'}, I/, R >, where L', is the label
at the i-th node of the first graph; I/, is the label at the j-th
node of the second graph; and R specifies a similarity re-
lation in the form of a coefficient, which measures the
similarity between the labels of the given nodes. Typical
examples of R are coefficients in [0,1], for instance, simi-
larity coefficients [Madhavan et al., 2001]. Similarity co-
efficients usually measure the closeness between the two
elements linguistically and structurally. For instance,
based on linguistic analysis, the similarity coefficient be-
tween elements "telephone" and "phone" from the two
hypothetical schemas could be 0,7.

As from its name, in semantic matching the key intuition
is to map meanings (concepts). Thus, in the case of se-
mantic matching, mapping elements are computed as 4-
tuples < myp, C';, C'5, R >, where C'; is the concept of the
i-th node of the first graph; C', is the concept of the j-th
node of the second graph; and R specifies a similarity re-
lation in the form of a semantic relation between the ex-
tensions of concepts at the given nodes. Possible R’s be-
tween nodes are equality (=), overlapping ("), mismatch
(L), or more general/specific (<, D).
These ideas are schematically represented in Figure 1. It
is important to notice that all past approaches to matching
we are aware of, with the exception of [Serafini et al,
2003], are based on syntactic matching.

Matching
L]

an

L ]
Semantic Matching
e R is computed between
concepts at nodes
R={set-theoretic relations,
egm L c o)

Syntactic Matching

. R is computed
between labels at
nodes
R=[0,1]

Fig.1. Matching problems
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Let us consider some examples, which make the conse-

quences of the observation described above clearer. For
any example we also report the results produced by the
state of the art matcher, Cupid [Madhavan et al., 2001],
which exploits very sophisticated syntactic matching tech-
niques. Notationally, 4 stands for the label at a node; Cy
stands for the concept denoted by A4; C; stands for the con-
cept at the node i (in the following we sometimes confuse
concepts with their extensions), numbers in circles are the
unique identifiers of the nodes under consideration. In or-
der to keep track of the graph we refer to we index nodes,
labels, concepts and their extensions with the graph num-
ber (which is “1” for the graph on the left and “2” for the
graph on the right). Thus we have, for instance, 4;, 5;, Ca,
Cs.
Analysis of siblings. Let us consider Figure 2. Structurally
the graphs shown in Figure 2 differ in the order of sib-
lings. Suppose that we want to match node 5; with node
2,.

BO cO CcOo BO

DO® E® DO EO

Fig.2. Analysis of siblings. Case 1
Cupid finds the similarity coefficient between labels at
the given nodes, which equals to 0,8. This is because
A;=A,, C;=C, and we have the same structures on both
sides. . A semantic matching approach compares concepts
Ci," Cc, with Cs, N Cc¢, and produces Cs, = C,,
Analysis of ancestors. Let us consider Figure 3. Suppose
that we want to match nodes 5; and /.

D@ EQ

is-a
B O®

Fig.3. Analysis of ancestors. Case 1

Cupid does not find a similarity coefficient between the
nodes under consideration, due to the significant differ-
ences in structure of the given graphs. In semantic match-
ing, the concept denoted by the label at node 5; is Cec,
while the concept at node 5; is Cs= Cs, N Cc. The concept
at the node 7, is Cr.= Cc. By comparing the concepts de-
noted by the labels at nodes 5; and /, we have that, being
identical, they denote the same concept, namely Cc=Ce.
Thus, the concept at node 5; is a subset of the concept at
node /,, namely Cs, < Ct..

Let us complicate the example shown in Figure 3 by al-
lowing for an arbitrary distance between ancestors, see
Figure 4. The asterisk means that an arbitrary number of
nodes are allowed between nodes 7/, and 5, Suppose that
we want to match nodes 5; and 5,.



Fig.4. Analysis of ancestors. Case 2

Cupid finds out that the similarity coefficient between
labels C; and C, is 0,86. This is because of the identity of
labels (4,=4,, C;=C,), and due to the fact that nodes 5,
and 5, are leaves. Notice how Cupid treats very differently
the two situations represented here and in the example
above, even if, from a semantic point of view, they are
similar. Following semantic matching, the concept at node
5118 Cs, = Ca,nCc; while the concept at node 5, is Cs, = Cu,
N*N Cc,. Since we have that Ci= Cs, and Cc= Cc, then Cs,
[ Cs.

Enriched analysis of siblings. Suppose that we want to
match nodes 2; and 2,, see Figure 5.

World

Luxembourg  Rg] gium

Netheriands

Fig.5. Analysis of siblings. Case 2

Cupid without thesaurus doesn’t find a match; with the
use of thesaurus it finds out that the similarity coefficient
between nodes with labels Benelux; and Belgium, is 0,68.
This is mainly because of the entry in the thesaurus speci-
fying Belgium as a part of Benelux, and due to the fact that
the nodes with labels Benelux; and Belgium, are leaves.

Following semantic matching, both concepts Csenenr, and
Caegiun: are subsets of the concept Cwow,.. Let us suppose
that an oracle, for instance WordNet, states that Benelux is
a name standing for Belgium, Netherlands and Luxem-
bourg. Therefore, we treat Cz, in Figure 5 as Crenets; M Creun-
ertands; (O Cruxembourg, = Celgium,. Thus, C:=C:.

3

There are two levels of granularity while performing se-
mantic (and also syntactic matching) matching: element-
level and structure-level. Element-level matching tech-
niques compute mapping elements between individual la-
bels/concepts at nodes; structure-level techniques compute
mapping elements between subgraphs.

Implementing Semantic Matching

3.1

Element-level semantic techniques analyze individual la-
bels/concepts at nodes. At the element-level we can exploit
all the techniques discussed in the literature, see for instance
[Do and Rahm, 2002], [Melnik et al., 2002], [Rahm and
Bernstein, 2001]. The main difference here is that, instead of

Element-level Semantic Matching
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a syntactic similarity measure, these techniques must be
modified to return a semantic relation R, as defined in Section
2. We distinguish between weak semantics and strong seman-
tics element-level techniques. Weak semantics techniques are
syntax driven techniques: examples are techniques, which
consider labels as strings, or analyze data types, or soundex
of schema elements. Let us consider some examples.
Analysis of strings. String analysis looks for common pre-
fixes or suffixes and calculates the distance between two
strings. For example, the fact that the string "phone" is a sub-
string of the string "telephone" can be used to infer that
"phone" and "telephone" are synonyms. Before analyzing
strings, a matcher could perform some preliminary parsing,
e.g., extract tokens, expand abbreviations, delete articles and
then match tokens. The analysis of strings discovers only
equality between concepts.

Analysis of data types. These techniques analyze the data
types of the elements to be compared and are usually per-
formed in combination with string analysis. For example, the
elements "phone" and "telephone" are supposed to have the
same data type, namely "string" and therefore can be found
equal. However, "phone" could also be specified as an "inte-
ger" data type. In this case a mismatch is found. As another
example the integer "Quantity" is found to be a subset of the
real "Qty". This kind of analysis can produce any kind of
semantic relation.

Analysis of soundex. These techniques analyze elements’
names from how they sound. For example, elements "for
you" and "4 U" are different in spelling, but similar in soun-
dex. This analysis can discover only equality between con-
cepts.

Strong semantics techniques exploit, at the element-
level, the semantics of labels. These techniques are based
on the use of tools, which explicitly codify semantic in-
formation, e.g. thesauruses [Madhavan et al., 2001],
WordNet or combinations of them [Castano et al., 2000].
Notice that these techniques are also used in syntactic
matching. In this latter case, however, the semantic infor-
mation is lost before moving to structure-level matching
and approximately codified in syntactic relations.
Precompiled thesaurus. A precompiled thesaurus usually
stores entries with synonym and hypernym relations. For ex-
ample, the elements "e-mail" and "email" are treated as syno-
nyms from the thesaurus look up: syn key - "e-mail:email =
syn". Precompiled thesauruses (most of them) identify
equivalence and more general/specific relations. In some
cases domain ontologies are used as precompiled thesauruses
[Mena et al., 1996].

WordNet. WordNet is an electronic lexical database for Eng-
lish (and other languages), where various senses (namely,
possible meanings of a word or expression) of words are put
together into sets of synonyms (synsets). Synsets in turn are
organized as hierarchy. Following [Serafini et al, 2003] we
can define the semantic relations in terms of senses. Equality:
one concept is equal to another if there is at least one sense of
the first concept, which is a synonym of the second. Overlap-
ping: one concept is overlapped with the other if there are



some senses in common. Mismatch: two concepts are mis-
matched if they have no sense in common. More general /
specific: One concept is more general than the other iff there
exists at least one sense of the first concept that has a sense of
the other as a hyponym or as a meronym. One concept is less
general than the other iff there exists at least one sense of the
first concept that has a sense of the other concept as a hy-
pernym or as a holonym. For example, according to Word-
Net, the concept "hat" is a holonym for the concept "brim",
which means that "brim" is less general than "hat".

3.2 Structure-level Semantic Matching

The approach we propose is to translate the matching
problem, namely the two graphs and our mapping queries
into a propositional formula and then to check it for its
validity. By mapping query we mean here the pair of
nodes that we think will match and the semantic relation
between them. In the following we show how, limited to
the case of DAG’s and is-a hierarchies, we can check va-
lidity by using propositional satisfiability (SAT) decider.

Notice that SAT deciders are correct and complete deci-

sion procedures for propositional satisfiability and there-

fore will exhaustively check for all possible mappings.

Being complete, they automatically implement all the ex-

amples described in the previous section, and more. This is

another advantage over syntactic matching, whose existing
implementations are based only on heuristics.

Our SAT based approach to semantic matching incorpo-
rates six steps. We describe below its intended behavior by
running these six steps on the example shown in Figure 3
and by matching nodes 5; and 7, (steps 2-5 are taken from
[Serafini et al, 2003]).

1. Extract the two graphs. Notice that during this step, in
the case of DB, XML or OODB schemas, it is necessary to
extract useful semantic information, for instance in the
form of ontologies. There are various techniques for doing
this, see for instance [Davis and Aiken, 2000], [Mena et
al., 1996]. The result is the graph in Figure 3.

. Compute element-level semantic matching. For each
node, compute semantic relations holding among all the
concepts denoted by labels at nodes under consideration.
In this case C4 has no semantic relation with Cc, while we
have that Cc, = Ce.

. Compute concepts at nodes. Starting from the root of the
graph, attach to each node the concepts of all the nodes
above it. Thus, we attach C1, = C4 to node /;; Cs,= C4nCq,
to node 5;; Cr.= Cc to node 1, in the is-a hierarchy. As it
turns out we have that Cs,  Cu..

. Construct the propositional formula, representing the
matching problem. In this step we translate all the seman-
tic relations computed in step 2 into propositional formu-
las. This is done according to the following transition
rules:
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Ca D Ca= Ca, — Ca,

CaC Ca, = Ca — Ca,

Ca=Cn, = Ca = Cha,
Ca L Ca.=> —(Ca A Cn)

Subset translates into implication; equality into equiva-
lence; disjointness into the negation of conjunction. In the
case of Figure 3 we have that Cc, = Cc is an axiom. Fur-
thermore, since we want to prove that Cs, c Ci,, our goal is
to prove that ((Cs, A Cc) — Cc). Thus, our target formula is
((Ce, = Ce;) > (Ca A Ce) > Cc)).

. Run SAT. In order to prove that ((Cc, = Cc.) = (Cs, A Cc)
— Cc)) is valid, we prove that its negation is unsatisfi-
abile, namely that a SAT solver run on the following for-
mula ((Ce, = Ce) A= (Cs A Ce) > Co)) fails. A quick
analysis shows that SAT will return FALSE.

. Iterations. Iterations are performed re-running SAT. We
need iterations, for instance, when matching results are not
good enough, for instance no matching is found or a form
of matching is found, which is too weak, and so on'. The
idea is to exploit the results obtained during the previous
run of SAT to tune the matching and improve the quality
of the final outcome. Let us consider Figure 6.

A

is 1
18-

BOCO D®BO® CO

Fig.6. Not good enough answer

Suppose that we have found out that C:, N C2.# J, and
that we want to improve this result. Suppose that an oracle
tells us that Cs, = Cr, U Co.. In this case the graph on the
left in Figure 6 can be transformed into the two graphs in
Figure 7.

is 1
18-

is, 1
18-

BOCO® DO BOC® D® BOCEO DG

Fig.7. Extraction of additional semantic information

After this additional analysis we can infer that Cz = C-.
As a particular interesting case, consider the following
situation, see Figure 7.1

' [Giunchiglia and Zaihrayeu, 2002] provides a long discussion

about the importance of dealing with the notion of "good enough
answer" in information coordination in peer-to-peer systems.



Benelux

Holland

®© 0 0 ® 0 o ® 0 o

Ansterdam  Tilburg ~ Brussels Amsterdam Tilburg  Brussels Amsterdam Tilburg  Brussels

Fig.7.1. Extraction of additional semantic information. Example

In this case the concept Brussels in the graph on the left
(after the sign “=") becomes inconsistent (empty intersec-
tion) and can be omitted; and the same for the concepts at
nodes Amsterdam and Tilburg in the graph on the right.
The resulting situation is as follows:

Benelux

Holland Belgium
is-a fio o is-a
© O O]
Amsterdam  Tilburg ~ Brussels ~ Amsterdam Tilburg Brussels

Fig.7.2. Extraction of additional semantic information. Example

Another motivation for multiple iterations is to use the
result of a previous match in order to speed up the search
of new matches. Consider the following example.

A A
is-a is-a is-a is-a
F cOo B @ cOo
is—a/ is-a is—a/ is%
DO® EO DO® EO

Fig.8. Iterations

Having found that C: < C:, we can automatically infer
that Cs, ¢ Cs., without rerunning SAT, for obvious reasons,
and the same for Cs, and C.. As a particular case consider
the following situation:

Images Tmages
is-a is-a is-a is-a
Toscany Asia © Italy Asia ©
is-a is-a is-a is-a
® © ® ©

mountains Florence mountains Florence

Fig. 8.1. Iterations. Example

Our algorithm allows us to find that Cs, ¢ Cs., while, be-
ing Tuscany in Italy we actually have Cs, = Cs.. This is an
acceptable result as long as we are not looking for the
strongest possible relation holding between two nodes.
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4 Related Work

From a technical point of view the matcher we have pro-
posed in this paper is a function Match-
NodesR(G;,G,,n ,nyR) which takes two graphs, two nodes,
and a relation and returns a Yes/No answer. Most matchers
proposed in the literature are a function Match(G;G,)
which takes two graphs and returns a set of mappings (n;,
n,, R). However, it is easy to see how we can build an
analogous function. The naive approach being to triple
loop on the nodes of the graphs and on the set of proposed
relations and, at each loop, call MatchNodesR.

At present, there exists a line of semi-automated schema
matching and ontology integration systems, see for in-
stance [Madhavan ef al., 2001], [Do and Rahm, 2002], [Li
and Clifton, 2000], [Castano ef al., 2000], [Arens et al.,
1996], [Mena et al., 1996], [Doan et al., 2002], etc. Most
of them implement syntactic matching. A good survey, up
to 2001, is provided in [Rahm and Bernstein, 2001]. The
classification given in this survey distinguishes between
individual implementations of match and combinations of
matchers. Individual matchers comprise instance- and
schema-level, element- and structure-level, linguistic- and
constrained-based matching techniques. Individual match-
ers can be used in different ways, e.g. simultaneously (hy-
brid matchers), see [Li and Clifton, 2000], [Castano et al.,
2000], [Madhavan et al., 2001] or in series (composite
matchers), see for instance [Doan et al., 2002], [Do and
Rahm, 2002].

The idea of generic (syntactic) matching was first pro-
posed by Phil Bernstein and implemented in Cupid system
[Madhavan et al., 2001]. Cupid implements a complicated
hybrid match algorithm comprising linguistic and struc-
tural schema matching techniques, and computes normal-
ized similarity coefficients with the assistance of a pre-
compiled thesaurus. COMA [Do and Rahm, 2002] is a ge-
neric schema matching tool, which implements more re-
cent composite generic matchers. With respect to Cupid,
the main innovation seems to be a more flexible architec-
ture.

A lot of state of the art syntactic matching techniques
exploiting weak semantic element-level matching tech-
niques have been implemented. For instance, in COMA,
schemas are internally encoded as DAG’s, where the ele-
ments are the paths, which are analyzed using string com-
parison techniques. Similar ideas are exploited in Similar-
ity Flooding (SF) [Melnik et al., 2002]. SF is a hybrid
matching algorithm based on the ideas of similarity propa-
gation. Schemas are presented as directed labeled graphs;
the algorithm manipulates them in an iterative fix-point
computation to produce mappings between the nodes of
the input graphs. The technique uses a syntactic string
comparison mechanism of the vertices’ names to obtain an
initial mapping, which is further refined within the fix-
point computation.

Some work has also been done in strong semantics ele-
ment-level matching. For example, [Castano et al., 2000]
utilizes a common thesaurus, while [Madhavan et al.,
2001] has a precompiled thesaurus. In MOMIS [Castano et
al., 2000] element-level matching using a common thesau-



rus is carried out through a calculation of the name, struc-
tural and global affinity coefficients. The thesaurus pre-
sents a set of intensional and extensional relations, which
depict intra- and inter-schema knowledge about classes,
and attributes of the input schemas. All these systems im-
plement syntactic matching and, when moving from ele-
ment-level to structure-level matching, don’t exploit the
semantic information residing in the graph structure, and
just translate the element-level semantic information into
affinity levels.

As far as we know the only example where element-
level and a simplified version of structure- level strong
semantics matching have been applied is CTXmatch
[Serafini et al, 2003]. The main problem of CTXmatch is
that its rather limited in scope (it applies only to concept
hierarchies), and it is hard to see the general lessons be-
hind this work. This paper provides the basics for a better
understanding of the work on CTXmatch.

5

In this paper we have stated and analyzed the major matching
problems e.g., matching database schemas, XML schemas,
conceptual hierarchies and ontologies and shown how all
these problems can be defined as a more generic problem of
matching graphs. We have identified semantic matching as a
new approach for performing generic matching, and dis-
cussed some of its key properties. Finally, we have identified
SAT as a possible way of implementing semantic matching,
and proposed an iterative semantic matching approach based
on SAT.

This is only very preliminary work, some of the main is-
sues we need to work on are: develop an efficient imple-
mentation of the system, do a thorough testing of the sys-
tem, also against the other state of the art matching sys-
tems, study how to take into account attributes and in-
stances, and so on.

Conclusions and Future Work
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Introduction

A semantics-preserving exchange of information re-
quires mappings between logically equivalent concepts
in each ontology. The challenge of semantic integra-
tion is therefore equivalent to the problem of generating
such mappings, determining that they are correct, and
providing a vehicle for executing the mappings, thus
translating terms from one ontology into another.

Current approaches to semantic integration ((5), (7))
emphasize the use of generic techniques that do not ex-
ploit the model-theoretic structures of the ontologies.
In this paper we will show how the classification of mod-
els within the PSL Ontology can serve as the basis for
generating semantic mappings between applications.

The Process Specification Language (PSL) ((2), (4),
(6)) has been designed to facilitate correct and complete
exchange of process information among manufacturing
systems', such as scheduling, process modeling, pro-
cess planning, production planning, simulation, project
management, workflow, and business process reengi-
neering. PSL is intended to be used as a mediating
ontology that is independent of the applications’ on-
tologies and that is used as a neutral interchange ontol-
ogy ((1)). The semantic mappings between application
ontologies and PSL can be semi-automatically gener-
ated from invariants (properties of models preserved by
isomorphism). Since these invariants are also used to
characterize the definitional extensions within the PSL
Ontology, the semantic mappings can be verified prior
to integration.

PSL Ontology

The PSL Ontology is a set of theories in the language of
first-order logic. Theories that introduce new primitive
concepts are referred to as core theories, while theories
containing only conservative definitions are referred to

as definitional extensions?.

Copyright (© 2003, American Association for Artificial In-
telligence (www.aaai.org). All rights reserved.

'PSL has been accepted as International Organisation of
Standardisation project ISO 18629; as of June 2003, part of
the work is under review as a Draft International Standard.

2The complete set of axioms for the PSL Ontology can be
found at http://www.mel.nist.gov/psl/psl-ontology/.
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Core Theories

All core theories within the ontology are consistent ex-
tensions of PSL-Core (Tpsi_core). The purpose of PSL-
Core is to axiomatize a set of intuitive semantic prim-
itives that is adequate for describing the fundamental
concepts of manufacturing processes. Specifically, PSL-
Core introduces four disjoint classes: activities, activity
occurrences, timepoints, and objects. Activities may
have zero or more occurrences, activity occurrences be-
gin and end at timepoints, and timepoints constitute a
linearly ordered set with endpoints at infinity. Objects
are simply those elements that are not activities, occur-
rences, or timepoints. Extensions to PSL-Core defining
the core theories include:

Occurrence Trees The occurrence trees that are ax-
iomatized in the core theory T,cctree are partially or-
dered sets of activity occurrences—for a given set of
activities, all discrete sequences of their occurrences are
branches of a tree. An occurrence tree contains all oc-
currences of all activities, not simply the set of occur-
rences of a particular (possibly complex) activity. As
each tree is discrete, every activity occurrence in the
tree has a unique successor occurrence of each activity.

There are constraints on which activities can possibly
occur in some domain. This intuition is the cornerstone
for characterizing the semantics of classes of activities
and process descriptions. Although occurrence trees
characterize all sequences of activity occurrences, not
all of these sequences will intuitively be physically pos-
sible within the domain. We will therefore want to con-
sider the subtrees of the occurrence trees that consist
only of possible sequences of activity occurrences; such
a subtree is referred to as a legal occurrence tree.

Discrete States The core theory Tyisc_state intro-
duces the notion of fluents (state). Fluents are changed
only by the occurrence of activities, and fluents do
not change during the occurrence of primitive activi-
ties. In addition, activities have preconditions (fluents
that must hold before an occurrence) and effects (flu-

Core theories are indicated by a .th suffix and definitional
extensions by a .def suffix. As of June 2003, the ontology is
in version 2.0.



ents that always hold after an occurrence).
Subactivities The PSL  Ontology uses the
subactivity relation to capture the basic intuitions for
the composition of activities. This relation is a discrete
partial ordering in which primitive activities are the
minimal elements.

Atomic Activities The core theory T,:omic axiom-
atizes intuitions about the concurrent aggregation of
primitive activities. This is represented by the occur-
rence of concurrent activities, rather than concurrent
activity occurrences.

Complex Activities The core theory Teompier char-
acterizes the relationship between the occurrence of a
complex activity and occurrences of its subactivities.
Occurrences of complex activities correspond to sets of
occurrences of subactivities; in particular, these sets are
subtrees of the occurrence trees. An activity tree con-
sists of all possible sequences of atomic subactivity oc-
currences beginning from a root subactivity occurrence.
In a sense, activity trees are a microcosm of an occur-
rence tree, in which we consider all of the ways in which
the world unfolds in the context of an occurrence of the
complez activity.

Definitional Extensions

Many ontologies are specified as taxonomies or class
hierarchies, yet few ever give any justification for their
classification scheme. If we consider ontologies of math-
ematical structures, we see that logicians classify mod-
els by using properties of models, known as invariants,
that are preserved by isomorphism. For some classes of
structures, such as vector spaces, invariants can be used
to classify the structures up to isomorphism; for exam-
ple, vector spaces can be classified up to isomorphism
by their dimension. For other classes of structures, such
as graphs, it is not possible to formulate a complete set
of invariants. However, even without a complete set,
invariants can still be used to provide a classification of
the models of a theory.

Following this methodology, the set of models for the
core theories of PSL are partitioned into equivalence
classes defined with respect to the set of invariants of
the models. Each equivalence class in the classification
of PSL models is axiomatized using a definitional exten-
sion of PSL. In particular, each definitional extension
in the PSL Ontology is associated with a unique invari-
ant; the different classes of activities or objects that are
defined in an extension correspond to different proper-
ties of the invariant. In this way, the terminology of the
PSL Ontology arises from the classification of the mod-
els of the core theories with respect to sets of invariants
and intuitively corresponds to classes of activities and
objects.

Many of the invariants with definitional extensions
in the PSL Ontology are related to the automorphism
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groups® for different substructures of the models. For
example, we can consider mappings that are permuta-
tions of activity occurrences that map the predecessor
of a legal occurrence of an activity a to other prede-
cessors of legal occurrences of a in an occurrence tree.
This set of mappings forms a group, which is referred
to as OP(a). Each invariant related to occurrence con-
straints is based on subgroups of this group.

The most prevalent class of occurrence constraints
is the case of Markovian activities, that is, activities
whose preconditions depend only on the state prior to
the occurrences; the class of Markovian activities is
defined in the definitional extension state_precond.def
(see Figure 1). The invariant associated with this exten-
sion is the group* P¥ (a), which is the maximal normal
subgroup of Aut(F) that is also a subgroup of OP(a). If
PF(a) = Aut(F), then these permutations preserve the
legal occurrences of an activity, and the activity’s pre-
conditions are strictly Markovian; this is axiomatized
by the markov_precond class in Figure 1. If P7(a) is
only a subgroup of Aut(F), then there exist additional
nonmarkovian constraints on the legal occurrences of
the activity; this is axiomatized by the partial_state
class in Figure 1. If P% (a) is the trivial identity group,
then there are no Markovian constraints on the legal
occurrences of the activity; this is axiomatized by the
rigid_state class in Figure 1.

Additional relations are defined to capture the ac-
tion of the automorphism groups on the models. Two
activity occurrences o1, 09 are state_equiv iff there ex-
ists a permutation in Aut(F) that maps o1 to oz; the
two activity occurrences are poss_equiv iff there exists
a permutation in OP(a) that maps o1 to 0.

Translation Definitions

Translation definitions specify the mappings between
PSL and application ontologies. Such definitions have a
special syntactic form—they are biconditionals in which
the antecedent is a class in the application ontology and
the consequent is a formula that uses only the lexicon
of the PSL Ontology.

Translation definitions are generated using the orga-
nization of the definitional extensions, each of which
corresponds to a different invariant. Every class of ac-
tivity, activity occurrence, or fluent in an extension cor-
responds to a different value for the invariant. The con-
sequent of a translation definition is equivalent to the
list of invariant values for members of the application
ontology class.

3 An automorphism is a bijection from a structure to itself
that preserves the extensions of the relations and functions
in the structure. Intuitively, it is a symmetry in the struc-
ture.

4In this example, F is the structure isomorphic to the
extension of the prior relation. Aut(F) is the group of per-
mutations that map activity occurrences only to other ac-
tivity occurrences that agree on the set of fluents that hold
prior to them.



(Yo1,09) state_equiv(o1,09) = (1)
(Vf) (prior(f,01) = prior(f, 02)
(Va, 01, 02) poss_equiv(a,o1,02) = (2)

(poss(a,01) = poss(a,02))
(3)
((Vo1,02) state_equiv(o1, 02) D poss_equiv(a,01,02))
(4)

(Fo1) ((Voo) state_equiv(o1,09) D poss_equiv(a, 01, 02))

(Va) markov_precond(a) =
(Va) partial _state(a) =
)
A(Fos, 04) state_equiv(osz, 04) N ~poss_equiv(a, 03, 04)

(Va) rigid_state(a) = (5)

(Vo1)(J02) state_equiv(oy, 02) A —poss_equiv(a, 01, 02)

Classes of activities with state-based
definitional  extension

Figure 1:
preconditions  (from  the
state_precond.def).

For example, the concept of AtomicProcess in the
DAML-S Ontology ((3)) has the following translation
definition:

(Va) AtomicProcess(a) =

primitive(a) A markov_precond(a)
A((markov_ef fects(a) V context_free(a))

This methodology has been implemented in the PSL
project’s Twenty Questions mapping tool®. Each ques-
tion corresponds to an invariant, and each possible
value of the invariant is a possible answer to the ques-
tion. Any particular activity, activity occurrence, or
fluent will have a unique value for the invariant; how-
ever, if we are mapping a class of activities, occurrences,
or fluents from some application ontology, then differ-
ent members of the class may have different values for
the same invariant. In such a case, one would respond
to a question by supplying multiple answers.

For example, consider the question displayed in Fig-
ure 2. The invariant corresponding to this question is
P7(a), and the classes of activities corresponding to
values of this invariant are axiomatized in Figure 1. Se-
lecting the first answer would generate the translation
definition:

(Va) myclass(a) = markov_precond(a)

Selecting the first two answers would give the transla-
tion definition:

(Va)myclass(a) = (markov_precond(a)Vpartial _state(a))

In this latter case, some activities in myclass will have
markov preconditions while other activities will not.

% Available at http://ats.nist.gov/psl/twenty.html.
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2. Constraints on Atomic Activity Occurrences
based on State

Are the constraints on the occurrence of the atomic
activity based only on the state prior to the activity
occurrence?

O Any occurrence of the activity depends
only on fluents that hold prior to the ac-
tivity occurrence.

O Some (but not all) occurrences of the activ-
ity depend only on fluents that hold prior
to the activity occurrence.

O There is no relationship between occur-
rences of the activity and the fluents that
hold prior to occurrences of the activity.

Figure 2: One of the Twenty Questions, used to classify
activities with state-based preconditions.

When building translators, we are faced with the ad-
ditional challenge that almost no application has an ex-
plicitly axiomatized ontology. However, we take the
Ontological Stance ((4)), in which we model a software
application as if it were an inference system with an
axiomatized ontology, and use this ontology to predict
the set of sentences that the inference system decides
to be satisfiable. The Twenty Questions tool supports
this by allowing the application designer to specify the
intended semantics of her ontology by using the classes
in the PSL Ontology.

Process Information Exchange Profiles

In addition to providing mappings between an applica-
tion and PSL, we can also use the translation defini-
tions to directly specify the relationship between two
application ontologies. For example, suppose we have a
scenario in which two software agents, Alice and Bob,
need to exchange process information. Alice’s designer
specifies the semantic mapping (translation definitions)
between Alice’s ontology and the PSL ontology, and
Bob’s designer specifies the semantic mapping between
Bob’s ontology and the PSL ontology. When Alice and
Bob first interact, they use these previously specified
mappings to automatically generate the semantic map-
pings between each other’s ontologies. In this way, the
PSL Ontology mediates the mapping between the agent
ontologies.

The set of translation definitions for all concepts in
a software application’s ontology is the profile for the
application. If the PSL Ontology has m invariants and
each invariant n values, then an application profile will
have the form:

(Ya) C7™(a) =
(p11(a) V.. Vpin(@)) Ao A (pmi(a) V ... V Dmn(a))



(Va) C™°(a) =

(p11(a) V... Vpin(a@)) Ao A(pmi(a) V ... V pmn(a))

For example, we may have:
(Va) C¢¢(a) = unconstrained(a)
A(markov_ef fects(a) V context_free(a))

(Ya) C1”"(a) =

(unconstrained(a)Vmarkov_precond(a))Acontext_free(a)

In general, we want to use PSL and the profiles to
determine the relationship between the application on-
tologies. The mapping for the above example would
be:

Tye = (Va)markov_precond(a) O (C{(a) D C¥°(a))

Tya = (Ya)markov_ef fects(a) D (C¥(a) D O (a))
These mappings will in general take the form of:

(Va) (p11(a) V ...V prn(a)) A ceo A(pmi(a) V ...V pmn(a))

D (Cf"*(a) D €7 (a)))

The antecedents of these sentences can be considered to
be guard conditions that determine which activities can
be shared between Alice and Bob. This can either be
used to support direct exchange between Alice and Bob,
or simply as a comparison between the application on-
tologies for Alice and Bob. In the example, Alice can ex-
port any unconstrained activity description to Bob and
Bob can export any context_free activity description
to Alice; however, Alice cannot export markov_precond
activity descriptions to Bob and Bob cannot export any
markov_ef fects activity descriptions to Alice.

Summary

In this paper we have described how the use of model-
theoretic invariants can be used to specify translation
definitions between application ontologies and PSL.
The sets of models for the core theories of PSL are par-
titioned into equivalence classes defined with respect to
the invariants of the models. Each equivalence class in
the classification of PSL models is axiomatized using
a definitional extension of PSL. The Twenty Questions
tool that is based on these invariants and definitional
extensions supports the semiautomatic generation of se-
mantic mappings between an application ontology and
the PSL Ontology. This approach can be generalized
to other ontologies by specifying the invariants for the
models of the axiomatizations. Future work in this
area includes developing software to generate mappings
based on profiles created with the Twenty Questions
tool and application to translation between PSL and
other ontologies (such as DAML-S) and translators for
existing process modelers and schedulers.
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Abstract

The IEEE P1600.1 Standard Upper Ontology (SUO)
project aims to specify an upper ontology that will provide
a structure and a set of general concepts upon which do-
main ontologies could be constructed. The Information
Flow Framework (IFF), which is being developed under
the auspices of the SUO Working Group, represents the
structural aspect of the SUO. The IFF is based on category
theory. Semantic integration of object-level ontologies in
the IFF is represented with its fusion construction”. The
IFF maintains ontologies using powerful composition
primitives, which includes the fusion construction.

1. The Information Flow Framework

The IEEE P1600.1 Standard Upper Ontology (SUO)'
project aims to specify an upper ontology that will provide
a structure and a set of general concepts upon which ob-
ject-level domain ontologies could be constructed. These
object-level domain ontologies will utilize the SUO for
“applications such as data interoperability, information
search and retrieval, automated inferencing, and natural
language processing”. A central purpose of the SUO pro-
ject is interoperability.

The Information Flow Framework (IFF)” is being de-
veloped to represent the structural aspect of the SUO. It
aims to provide semantic interoperability among various
object-level ontologies. The IFF supports this interopera-
bility by its architecture and its use of a particular branch
of mathematics known as category theory (Mac Lane,
1971). A major reason that the IFF uses the architecture
and formalisms that it does is to support modular ontology
development. Modularity facilitates the development, test-
ing, maintenance, and use of ontologies. The categorical
approach of the IFF provides a principled framework for
modular design via a structural metatheory of object-level
ontologies. Such a metatheory is a method for representing
the structural relationships between ontologies.

The IFF provides mechanisms for the principled foun-
dation of a metalevel ontological framework — a framework
for sharing ontologies, manipulating ontologies as objects,
relating ontologies through morphisms, partitioning on-

* Throughout this paper, we use the intuitive terminology of mathematical
context, passage/construction, pair of invertible passages and fusion for
the mathematical concepts of category, functor, adjunction and colimit,
respectively.
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tologies, composing ontologies via fusions, noting depend-
encies between ontologies, declaring the use of other on-
tologies®, etc. The IFF takes a building blocks approach
towards the development of object-level ontological struc-
ture. This is a rather elaborate categorical approach, which
uses insights and ideas from the theory of distributed logic
known as information flow (Barwise and Seligman, 1997)
and the theory of formal concept analysis (Ganter and
Wille, 1999). The IFF represents metalogic, and as such
operates at the structural level of ontologies. In the IFF,
there is a precise boundary between the metalevel and the
object level.

The modular architecture of the IFF consists of
metalevels, namespaces and meta-ontologies. There are
three metalevels: top, upper and lower. This partition,
which corresponds to the set-theoretic distinction between
small (sets), large (classes) and generic collections, is per-
manent. Each metalevel services the level below by provid-
ing a language that is used to declare and axiomatize that
level. The top metalevel services the upper metalevel, the
upper metalevel services the lower metalevel, and the
lower metalevel services the object-level. Within each
metalevel, the terminology is partitioned into namespaces'.
The number of namespaces and the content may vary over
time: new namespaces may be created or old namespaces
may be deprecated, and new terminology and axiomatiza-
tion within any particular namespace may change. In addi-
tion, within each level, various namespaces are collected
together into meaningful composites called meta-
ontologies. At any particular metalevel, these meta-
ontologies cover all the namespaces at that level, but they
may overlap. The number of meta-ontologies and the con-
tent of any meta-ontology may vary over time: new meta-
ontologies may be created or old meta-ontologies may be
deprecated, and new namespaces within any particular
meta-ontology may change (new versions).

The top IFF metalevel provides an interface between
the simple IFF-KIF language and the other IFF terminol-
ogy. By analogy, the simple IFF-KIF language is like a
machine language and the top IFF metalevel is like an as-
sembly language. There is only one namespace and one
meta-ontology in the top metalevel: the Top Core (meta)
Ontology. This meta-ontology represents generic collec-
tions. In a sense, it bootstraps the rest of the IFF into exis-
tence. The single namespace, the meta-ontology and the
top metalevel can be identified with each other. The upper
and lower IFF metalevels represent the structural aspect of
the SUO. By analogy, the structural aspect of the SUO is

T The IFF terminology is disambiguated via the disjoint union of local
namespace terminology. A fully qualified term in the IFF is of the form
“v8$1”, where the namespace prefix label “v” is a “.” separated sequence
of alphabetic strings that uniquely represents an IFF namespace, and the
local unqualified term “1” is a unique lowercase alphanumeric-dash
string within that namespace. For example: the term
“t h. col . psh$coequal i zer - di agr an?’

represents the coequalizer diagram underlying a pushout diagram of
theories within the theory pushout namespace in the lower IFF metalevel.



like a high level programming language such as Lisp, Java,
ML, etc. There are three permanent meta-ontologies in the
upper metalevel: the Upper Core (meta) Ontology repre-
sents the large collections called classes; the Category
Theory (meta) Ontology represents category theory; and
the Upper Classification (meta) Ontology represents infor-
mation flow and formal concept analysis. There will even-
tually be many meta-ontologies situated in the lower IFF
metalevel*. Currently there are only four: the Lower Core
(meta) Ontology represents the small collections called
sets; the Lower Classification (meta) Ontology is a small
and more specialized version of its upper counterpart; the
Algebraic Theory (meta) Ontology represents equational
logic; and the Ontology (meta) Ontology represents first
order logic and model theory. All versions of these meta-
ontologies are listed as links in the SUO IFF site map".

Logic

N

Model «==p Theory

N/

Language
Figure 1: IFF-OO Architecture

The IFF, which is situated at the metalevel, represents
form. The ontologies, which are situated at the object level,
represent content’. By analogy, the content aspect of the
SUOQ is like the various software applications, such as word
processors, browsers, spreadsheet software, databases, etc.
The distinction between content and form is basic in the
general grammar of natural languages, in logic and in on-
tology. In all of these realms, but especially in logic and
ontology, the IFF offers a coherent principled approach to
form. Such form is realized in the structuring, mapping and
integration of ontologies. The IFF offers axiomatization
and techniques for the hierarchical structuring of object-
level ontologies via the lattice of theories, the mapping
between ontologies via syntax directed translation, and the
semantic integration of ontologies via mediating or refer-
ence ontologies. To paraphrase John Sowa’, developing the
tools and methodologies for extending, refining, and shar-
ing object-level ontologies is more important than develop-
ing the content for those ontologies.

* A module in the IFF lower metalevel should represent a well-researched
area. In addition to the IFF-OO, which represents first order logic and
model theory, other non-core lower metalevel modules are also being
considered: a module for the “soft computation” of both rough sets and
fuzzy logic; a module for theories of semiotics; a module for game-
theoretic semantics; etc.

$ Many current object-level ontologies contain generic axiomatizations
for notions such as binary relations, partial orders, etc. In the IFF, these
are not needed, since such axiomatizations are included in the Lower
Core (meta) Ontology, etc. When compliant with the IFF, object-level
ontologies can concentrate on their core axiomatics.
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2. Basic Concepts of the IFF-OO

The metalevel axiomatic framework for object-level on-
tologies represented in first order logic and model theory is
concentrated in the lower metalevel IFF Ontology (meta)
Ontology (IFF-OO). The IFF-OO is a generic framework
for the representation and manipulation of object-level on-
tologies. The architecture of the IFF-OO (Figure 1) con-
sists of four central mathematical contexts” interconnected
by five pairs of invertible passages . Each of the four con-
texts represents a basic concept axiomatized in the IFF-
0O. These four concepts are language, theory, model and
logic. The context of first order logic languages® sits at the
base of the IFF-OO — everything depends upon it. The
three other contexts — models, theories and logics — are
situated above the language context. Models provide the
interpretive semantics for object-level ontologies, theories
provide the formal or axiomatic semantics, and logics pro-
vide the combined semantics. Any theory is based on a
language, and the context of theories is connected to the
context of languages by the base passage. An object-level
ontology is populated when it has instance data. Unpopu-
lated object-level ontologies are represented by IFF theo-
ries, whereas populated object-level ontologies are repre-
sented by IFF logics. This paper deals only with formal,
axiomatic semantics for object-level ontologies. Interpre-
tive semantics will be combined with this in future work.

The concept of an IFF language is many-sorted — the
definition follows (Enderton, 1972), generalizing the stan-
dard notion of a single-sorted language. The IFF terminol-
ogy is somewhat different from Enderton — it uses the two
polarities of entities versus relations and instances versus
types: an IFF entity type corresponds to a sort, an IFF rela-
tion type corresponds to a predicate, and an IFF function
type corresponds to a function symbol. In this paper, we
ignore function types for simplicity — these are adequately
handled in the IFF Algebraic Theory (meta) Ontology.
Note that an IFF language deals only with type informa-
tion. Constants are regarded as nullary function types. Lan-
guages are comparable via language morphisms, and theo-
ries are comparable via theory morphisms. Any language L
determines a lattice of theories fiber(L)”, a base passage
fiber'". Any language morphism f: L; — L, determines a
function expr(f) : expr(L;) — expr(L,) by induction, and
from this a lattice morphism of theories

fiber(f) = Ghv(), dir " fiber(L,) — fiber(Ly),

** The lattice of theories fiber(L) for a language L is the complete lattice
of all theories with base language L using entailment order between theo-
ries: T> < T1 means that 7> is more specialized than 71 in the sense that
T is contained in the closure of T2; or equivalently, that any theorem of
T is entailed by the axioms of T>.

T A fiber of a passage P : C — B for fixed object b [ B is analogous to
the inverse image of b along P, thus forming the sub-context fi-
berp(b) O C of all C-objects that map to b and all C-morphisms that map
to the identity at b.



the fiber invertible passages of direct/inverse image opera-
tors — the (existential) direct image operator

dir 1) = (Cexpr(f)™ : fiber(Ly) — fiber(L,)*
and the inverse image operator

inv(f) = (expr(f) )™ : fiber(L,) — fiber(L,).

The mapping of unpopulated object-level ontologies is
represented by IFF language/theory morphisms. In particu-
lar, the IFF represents ontology mapping as the movement
of theories back and forth between lattices of theories by
using the above lattice morphism of theories over a lan-
guage morphism.

A recent vote by the SUO Working Group approved a
proposal by John Sowa to develop a library of modules
structured in a hierarchy. This library of modules will in-
clude modules derived from other object-level ontologies.
The hierarchical structure framing such a library of mod-
ules is a lattice of theories. Sowa has offered a step-wise
approach for building a library of modules’. However, the
processing involved here can be applied to any system of
ontologies, and each step of Sowa’s process of “building
the hierarchy” is represented in the IFF. To do this we rep-
resent a module as an IFF theory. A library of modules,
regarded as a generalization-specialization hierarchy, is
conceptually situated within the context of a lattice of theo-
ries” and its correlated structure known as the truth con-
cept lattice®. In the IFF, an unpopulated monolithic object-
level ontology is represented as an IFF theory, the same as
a module. The IFF regards a library of modules to be an
unpopulated modularized object-level ontology. This is
represented in the IFF as a diagram of theories™ . In other
terminology, an IFF diagram of theories represents a sys-
tem of object-level ontologies. Diagrams of theories are
comparable via theory diagram morphisms’®. Any diagram
of theories T indexed by a shape graph G has a base dia-
gram of languages L = base(T) of the same shape, where
the language (language morphism) at any indexing node
(edge) of graph G is the underlying base language (lan-
guage morphism) of the theory (theory morphism) at that
node (edge). Generalizing the fiber over a language, any
language diagram L : G — |Language| determines a lat-
tice of theory diagrams fiber(L)®. Generalizing the fiber
adjoint pair over a language morphism, any language dia-

* In the following, we abbreviate this as dir (f) = dir f).

%% Intuitively, the truth concept lattice is the lattice of closed theories. The
lattice order is reverse subset inclusion. The truth concept lattice is the
concept lattice for the truth classification, the fundamental example 4.6
introduced in (Barwise and Seligman, 1997).

" A diagram of theories T: G — |Theory| consists of two collections,
theories and theory morphisms, indexed by a shape graph G: each G-
node n indexes a theory T, and each G-edge € : m — n indexes a theory
morphism T¢: Tm — Th. The size of a diagram corresponds to the cardi-
nality of the node and edge sets of its shape graph. Although these can be
infinite, in most practical situations they are finite — there are empty
diagrams, single theory diagrams, diagrams with only two theories and
one theory morphism, etc.
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gram morphism ¢ determines a lattice morphism of theory
diagrams fiber(¢)°.

3. Fusion of a System of Ontologies

The IFF can utilize the fusion construction” in various
mathematical contexts. Since this paper only discusses the
formal, axiomatic semantics of integration, here we limit
ourselves to the fusion construction for languages and theo-
ries. The fusion of theories is defined in terms of the fusion
of languages (Table 1).

Table 1: The Fusion Construction' "

—_

Informally, identify the theories to be used in the construction.

2. Formally, create a diagram of theories T of shape (indexing) graph
G that indicates this selection. This diagram of theories is tran-
sient, since it will be used only for this computation. Other dia-
grams could be used for other fusion constructions.

3. Form the fusion theory T* = } T of this diagram of theories, with

theory fusion cocone 1: 70 T-.

a.  Compute the base diagram of languages L = base(T) with
the same shape. In more detail, L = base(T)
={Ln} +{Le:Lm — Ln}
= {base(Tn)} +{base(T:) : base(Tn) — base(Ty)}.

b.  Form the fusion language E = Y L of this diagram, with lan-
guage fusion cocone A : L O E. In more detail, A =
{An: Ly - L}, satisfying the conditions Am = Le - A, for G-
edgee:m - n.

c.  Move (the individual theories { 7y} in) the diagram of theo-
ries T from the lattice of theory diagrams fiber(L) along the
language morphisms in the fusion cocone A : L [0 E to the
lattice of theories fiber(E) using the direct image function,
getting the homogeneous diagram of theories dir(A)(7) with
the same shape G, where each theory dir(A)(T)n = dir(An)(7h)
has the same base language L (the meaning of homogene-
ous).

d.  Compute the meet (union) of the diagram dir(A)(T) within
the lattice fiber(E) getting the fusion theory - = 3 T =
meet(E)(dir(A)(T)).

e.  The language fusion cocone is the base of the theory fusion
cocone A = base(1) : base(T) O base(T").

As mentioned before, any diagram of theories 7 has a
base diagram of languages L = base(T) of the same shape.
It is important to note that the indexed theories within T do
not necessarily have the same base language. To semanti-
cally compare these theories and to conceptually situate
them within a lattice of theories, we move them to the lat-
tice of theories over the fusion language E = ) L, with this
movement guided along the language morphisms in the
fusion cocone A : L O E. The latter is a hode(G)-indexed
collection of language morphisms, whose source is the lan-
guage diagram L and whose target is the language E. For
any diagram of theories T in fiber (L), the direct image
fiber operator dir(A\) moves T along the fusion cocone to

T The two operations of (1) forming sums of theories and (2) specifying
endorelations and then computing their quotients, offer an alternate
method for the fusion construction of diagrams of theories: coequalizers
of theories can be constructed as quotients of endorelations; and pushouts
of theories can be constructed in terms of sums of components and then
quotients of endorelations.



dir(A\)(T), a homogeneous diagram of shape G in the lattice

of theories over L. Homogeneous means that all the in-

dexed theories in dir(A)(7) have the same base language £,
and hence can be semantically compared via the theory

entailment order. The fusion of the diagram of theories T

resolves into Y T = meet(E)(dir(A\)(T)) — the fiber direct

image dir(\) along the base diagram fusion cocone, fol-
lowed by the meet meet(L) in the lattice of theories over

L, the base diagram fusion language.

Two new ideas have emerged recently in the discussion
of the SUO Working Group: the idea of a polycosmos and
the idea of mapping closure. Both of these ideas are impor-
tant in the theory of semantic integration. However, it was
not possible to succinctly express these ideas without the
use of theory fusions.

o The idea of a polycosmos** was first expressed® by
Patrick Cassidy: a polycosmos is an unpopulated
modular object-level “ontology that has a provision for
alternative possible worlds, and includes some alterna-
tive logically contradictory theories as applying to al-
ternative possible worlds”. The mathematical formula-
tion of polycosmic’ was immediately given by the au-
thor in terms of the fusion of a diagram of theories. A
diagram of theories T is monocosmic when the fusion
theory > T is consistent. A diagram of theories T is
pointwise consistent when each indexed theory in
dir(\)(T) is consistent. A monocosmic diagram of
theories is pointwise consistent by default. A diagram
of theories 7 is polycosmic when it is pointwise consis-
tent, but not monocosmic; that is, when there are (at
least) two consistent but mutually inconsistent theories
in dirA\)(7). In the IFF', there are some extreme
polycosmic diagrams of theories, where any two theo-
ries are either equivalent or mutually inconsistent.
Each of the theories in these diagrams lies at the low-
est level in the lattice of theories, strictly above the
bottom inconsistent theory containing all expressions.

o The idea of mapping closure was first expressed'’ by
the author. Any mapping of ontologies involves this
notion of mapping closure. For any morphism of lan-
guages f: L1 — Ly, the mapping closure of fapplied to
any source theory Ty [ fiber(L,) is the closure associ-
ated with the fiber adjoint pair: clo(f)(Ty) =
inv(H(dir(f)(T1)). Since language morphisms and en-
dorelations are in a sense equivalent , the idea of
mapping closure is also induced by a language endore-

. . . . .
*+ According to the dictionary, a cosmos is an orderly harmonious
systematic universe.

%% Since IFF models have a set of tuples (= relation instances) as one
component, they are more refined than traditional model-theoretic struc-
tures and are better able to represent the intuitive notion of context —
some IFF models even have only one tuple.

ook

Any language morphism has a kernel (equivalence) endorelation
based on the source language, where two source types are equivalent
when they are mapped to the same target type. Conversely, any language
endorelation generates an epimorphic language morphism onto the quo-
tient language of the endorelation.
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lation. An endorelation based on a language L defines
by induction an equivalence relation on variables, en-
tity types, relation types and expressions. One expres-
sion is equivalent to another expression when the con-
stituent terms’'" in each are equivalent. Any expres-
sion that is equivalent to a theorem of a theory
T O fiber(L) is included in the mapping closure*#,

Any morphism of languages f: L1 — L determines
a lattice morphism of theories

[ir “(f), inv(H)E: fiber(Ly) — fiber(Ly)
with the (universal) direct image operator
dir “(f) = Dexpr(H) : fiber(Ly) — fiber(L,)
and the inverse image operator. In summary, for any
morphism of languages f:L; — L, there are two
linked pairs of invertible monotonic functions:
dir “(p) = inv(f) = dir",

with dir "(f) and inv(f) preserving joins (intersections),
and inv(f) and dir(f) = dir ” preserving meets (unions).
Two questions arise. (1) What is the significance of the
mapping closure? (2) Which quantificational direct
image operator should be used for moving theories? In
the IFF view, mapping theories along a language mor-
phism requires a commitment to mapping closure. In
other words, if one is willing to use a language mor-
phism to map a theory, then one is committing oneself
to the mapping closure of that theory; that is, one is es-
sentially asserting all of the additional axioms in the
difference between the theory and its mapping closure.
The existential direct image operator is seen to be im-
portant by its use in the fusion construction. However,
what about the universal direct image operator? The
fact is that the two operators are identical on the map-
ping closure of a theory. Hence, if we commit our-
selves to the mapping closure of a theory, it does not
matter which direct image operator we use, since they
are both equal in this case.

4. Maintenance of a System of Ontologies

This section discusses how the notions of modularity
and centralization are represented in the IFF. As the author
has discussed'' and demonstrated'?, each step of Sowa’s
process of “building the hierarchy”’ is represented in the
IFF. All steps take place in the context of theories. How-
ever, in the general maintenance of a diagram of theories,
these processing steps can be used in any fashion deemed
necessary. The following are various operations that are

T By terms, we mean the variables and the entity, relation and function
types used in the language L. Constants are nullary function symbols.

¥ The IFF notion of language endorelation is a theory of relative syn-
onymy — synonymy relative to the base language, and hence relative to
the conceptual structures of whatever community owns and manages the
corresponding ontology. Such a theory of relative synonymy may be
related to any linguistic/philosophical discussion of synonymy, such as
(Quine, 1951).



possible in the IFF in order to practically maintain a dia-

gram of theories.

o Consistency checking: Any theory in a homogeneous
diagram of theories may be inconsistent (equivalent to
the bottom of the lattice of theories). A basic and non-
trivial operation is to check for the consistency of the
indexed theories in a diagram. Of course, any theory
that comes with its own special model is already con-
sistent.

o Sum theory: This is a procedure for distinguishing the
various terms used in a discrete diagram of theories.
Every theory in such a diagram has a unique theory in-
dex, and all terms in the standard theory sum are dis-
tinguished by ‘labeling” with the index of their theory
of origin. This is the process of forming the sum in the
context of theories and the underlying context of lan-
guages.

o Endorelation and Quotient theory: The quotient of a
theory is based upon an endorelation over that the-
ory’®®. The identification of pairs of terms''" corre-
sponds to the mathematical process of forming the
quotient of the sets of terms in a theory via a suitable
endorelation. This is the process of forming the quo-
tient in the context of theories and the underlying con-
text of type languages.

o Subtheory: Often it is helpful in maintaining a dia-
gram of theories to extract smaller (and hence more
generic) subtheories from larger more specific ones.
This makes the diagram of theories more flexible to
use. In particular, when fusing theories, one may need
to only use some smaller more generic parts. Each ex-
tracted theory is more general than its theory of origin,
and thus higher in the lattice hierarchy.

o Alignment: For alignment in particular and integration
in general, we follow the definitions of the ontology
working group of the NCITS T2 Committee on Infor-
mation Interchange and Interpretation as recorded by
Sowa’. Ontological alignment consists of the sharing
of common terminology and semantics through a me-
diating or reference ontology (Kent, 2000). The intent
of alignment is that mapped types are equivalent. Such
equivalence can be automatically computed via the
FCA-Merge process (Stumme and Miadche, 2001)" .
To formalize this, we represent an equivalence pair of

$$%% This is a systematic procedure for specifying the pairs of terms to be
semantically identified. One can assume that the terms in the sum of a
(discrete) diagram of theories are coordinated with one another in the
following sense. In a theory sum, (1) any two terms from independently
developed component theories should not be identified; however, (2) two
identical terms from different component theories should be identified if
these theories originated by subsetting from a third more specialized
theory.

Hkok

In fact, although we recognize that it can serendipitously discover
new relationships, we view FCA-Merge as predominately an automatic
process for ontology alignment. It is important to note that FCA-Merge
requires interpretative or combined semantics, since it crucially depends
upon instance data and classifications. Hence, this approach to alignment
uses logics, not just theories.
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types as a single type in a mediating or reference the-
ory, with two mappings from this new type back to the
participant theory types. Thus, alignment is repre-
sented as a span or ‘A’-shaped diagram of three theo-
ries and two theory morphisms. The mediating or ref-
erence ontology in the middle represents both the
equivalenced types and the axiomatization needed for
the desired degree of compatibility with the participant
ontologies, whether partial or complete. Since the
theoretical alignment links preserve this axiomatiza-
tion, compatibility will be enforced .

o Sum diagram: Given two diagrams of theories T; and
T, of shapes G, and G, respectively, the sum diagram
of theories T = [Ty, T,] has the sum shape Gi+ G3
with object function oObj(7) that maps nodes in
node(G: + G,) = node(G,) + node(G,) according to
component: obj(7T)(ny) = obj(T1)(n;) and obj(T)(ny) =
obj(73)(ny); similarly for edges.

o Removal: Any theory in a diagram might be mark for
deletion for various reasons — the theory may have
been proven inconsistent, or the theory may no longer
be of interest to the community federation maintaining
the system of ontologies.

o Fusion (or Unification): It may be desirable at any
time to create a customized theory. One example of
such a customized theory is a “great big hierarchy with
modules copied in, frozen into place, and relabeled to
avoid inconsistencies” as described'® by John Sowa.
This is built as the fusion construction of a sub-
diagram of theories (Table 1). The fusion 7T, the de-
sired theory to be constructed, is just another theory.
The other theories in the diagram being maintained
have been left in place undisturbed. Forming the meet
is a special case of the fusion construction for a homo-
geneous sub-diagram of theories.

o Theory Creation: Often a small theory of specialized
axioms is needed. This may occur when defining a
customized theory as the fusion of a diagram with the
small theory as one indexed component.

Future Prospects

Full semantic integration involves the notion of infor-
mation flow (Barwise and Seligman, 1997). Special cases
of this have appeared in the papers (Kent, 2000 and 2003),
(Kalfoglou and Schorlemmer, 2002) and (Schorlemmer
and Kalfoglou, 2003). In particular, the papers by the au-
thor argue that the semantic integration of ontologies is the
two-step process of alignment and unification. Ontological

Before two ontologies can be aligned, it may be necessary to introduce
new subtypes or supertypes of terms in either ontology in order to provide
suitable targets for alignment. In addition, when any participant ontology
has some distinct instance data, alignment may quotient that participant.
Hence, alignment is represented by a ‘W’-shaped diagram, with the
original participating ontologies at the two upper outer vertices, the me-
diating or reference ontology at the upper center vertex, and the partici-
pant port(al) ontologies at the two lower vertices.



alignment consists of the sharing of common terminology
and semantics through a mediating or reference ontology.
Ontological unification, concentrated in a virtual ontology
of community connections, is fusion of the alignment dia-
gram of participant community ontologies — the quotient of
the sum of the participant port(al)s modulo the ontological
alignment structure. The current paper contributes to this
“information flow approach to semantic integration” by
describing how the IFF represents formal semantic integra-
tion through its general fusion construction and situates
formal semantic integration in the on-going maintenance of
a system of ontologies. However, true information flow,
and hence combined semantic integration, both formal and
interpretive, occurs at the level of logics. The correct for-
mulation of this requires the notion of free logics and the
notion of fusions of logics. The current version of the IFF-
OO has axiomatizations for free logics and for fusions of
theories. However, fusions of logics cannot be constructed.
The problem is that the current version of the IFF-OO fol-
lows too closely Enderton’s notion of a sorted language. In
particular, IFF languages using reference functions (sort
functions in Enderton’s terminology) cause problems when
trying to construct the coproduct of models or logics. This
has been remedied in the new version of the IFF-OO to be
posted soon. See the discussion of the “IFF Work in Pro-
gress”'* for more on this.

In summary, we argue that the principled framework of
the IFF realizes the information flow approach to semantic
integration, and we hope that this theoretical approach and
its implementation***** will contribute to realization of the
“gold standard for semantic integration” (Uschold and
Gruninger, 2002).
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Abstract

Mappings between ontologies are easily harmed by
changes in the ontologies. In this paper we ex-
plain a mechanism to define modular ontologies
and mappings in a way that allows for local con-
tainment of terminological reasoning. We have also
developed a change detection and analysis method

and shows how we use this to define mappings to the case
study ontology. In section 3, we explain the change analysis

mechanism and show the results for our example. Finally, in

section 4 we conclude with a discussion of open issues and
future work.

1.1 The WonderWeb Case Study

that predicts the effect of changes on the concept
hierarchy. This method determines whether the
changes in one ontology affect the reasoning in-
side other ontologies or not. Together, these mech-
anisms allow ontologies to evolve without unpre-

dictable effects on other ontologies. In this paper,

we also apply these methods in a case study that is

In the WonderWeb case study, an existing database schema in
the Human Resource (HR) domain is used as the basis for an
ontology. The first version of the ontology is created by a tool
that automatically converts a schema into an onto[ddy. In

the next phase, the quality of the ontology is improved by re-
lating this ontology to the foundational ontology DOL{H.

First, the HR ontology is aligned with the DOLCE ontology,
and in several successive steps the resulting ontology is fur-

undertaken in a EU IST project. - : :
ther refined. During this process, the ontology changes con-

tinuously, which causes problems when other ontologies refer
to definitions in the evolving ontology. Therefore, in our case
dy, evolution management is important during the entire

1 Motivation

When mappings are created between ontologies, it is essenti le of th ol devel ¢
that the evolution of ontologies is managed, because a chand& ¢Y¢'€ O h'e ontology deve oprr|1en Process. o
in one ontology could have extensive effects in other ontolo- 5€sides this DOLCE+HR ontology, we assume that we

ies. This is especially important when ontologies are useffave another (_)n.tplogy (we call it tﬂmcal ontology that uses
gs basis for fom?al reagoniﬁg tasks. g terms and definitions from the evolving DOLCE+HR ontol-
To handle this problem, we have developed a mechanisfidY (theexternal ontology. As an example, we define a very

to define modular ontologies and mappings between therﬁilmple olntolqu a(;aout erﬂployees (see Illzi_gure 1).|Our axar(;]-
that allows for local containment of terminological reason-P!€ ontology introduces the concept ‘FulltimeEmployee’ an

ing [10]. This modularization mechanism makes it poss:ibledefines a superclass ‘Employee’ and two subclasses ‘Depart-

to perform subsumption reasoning within an ontology with-MentMember’ and ‘HeadOfDepartment’ using terms from

out having to access other ontologies. We have also devei® POLCE+HR ontology.

oped a change detection and analysis method that predicts the! "€ Specific problem in our case is that the changes in the
effect of changes on the concept hierarchy. This method de?OLCE+HR ontology could affect the reasoning in the lo-
termines whether the changes in one ontology affect the re&2! ontology. We want to be able to predict whether or not
soning inside other ontologies or not. Together, these mecti€ réasening in the local ontology is still valid for specific
anisms allow ontologies to evolve without unpredictable ef-changes in the external ontology.

fects on other ontologies. Changes in DOLCE+HR

In this paper, we will show how these methods work Inghe evolution of the DOLCE+HR ontology consisted of sev-

a realistic example. For this we use the case study that . X
undertaken in thg WonderWeb projeciVe describe theycase eral steps, which arelprescnbed by the_DOLCE methodology.
Each of these steps involves some typical changes.

study and explainthe overall a.pprpach inthe next paragraph “In the alianing bhase. the concepts and properties in the
Section 2 defines the modularization approach in more detail, gning phase, p properues i
R ontology are connected to concepts and properties in the

The WonderWeb project aims at developing scalable infras DOLCE ontology via subsumption relations. For.example,
tructure for the semantic web. For more information, k&p: the concept ‘Departments’ from the HR ontology is made a
/lwonderweb.semanticweb.org/ subclass of ‘Social-Unit’ in DOLCE.
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result. During reasoning, these axioms replace the query
thus enabling local reasoning.

Employee

Change Detection and Automatic Update:Once a query
has been compiled, the correctness of reasoning can only
be guaranteed as long as the concept hierarchy of the
queried ontology module does not change. In order to
decide whether the compiled axiom is still valid, we pro-
pose a change detection mechanism that is based on a
taxonomy of ontological changes and their impact of the
concept hierarchy.

DOLCE+HR ontology

Figure 1: A simple ontology (left) with some concepts 2 Modular Ontologies
(dashed ovals) that are defined using terms from th'?/\/

DOLCE+HR ontology (schematically representation by a ¢ W!" now ex_plalr_l the modular_lzatlon meCh?”'Sm and the
large oval). compilation of implied subsumption relations in more detail.

In Section 2.3, we show how we use these mechanisms in the
case study.

The refinement step involves a large number of changes. In order to get a general notion of ontological knowledge,
Some property restrictions are added, and some additionstte define the general structure of an ontological module and
concepts and properties are created to define the HR concepts instantiation independent of a concrete language.
more precisely. For example, the concept ‘Administrative-
Unit’ is introduced as a new subclass of ‘Social-Unit’, and
the concept ‘Departments’ is made a subclass of it. Also
the range of the property ‘email’ is restricted from ‘Abstract-
Region’ to its new subclass ‘Email’.

In the next step, a number of concepts and properties al
renamed to names that better reflect their meaning. For e
ample, ‘Departments’ is renamed to ‘Department’ (singular),
and the two different variants of the relation ‘managgrare
renamed to ‘employemanager’ and ‘departmemianager’.

In the final step, the tidying-up step, all properties and con\We divide the set of concepts in a module into internally de-
cepts that are not necessary anymore are removed and traffised concept€; and externally defined concepts result-
formed into property restrictions. For example, the prop-ing into the following definition of’:
erty ‘employeeemail’ is deleted and replaced by an existen-
tial restriction in the class ‘Employee’ on the property ‘ab- C=C;UCg, CiNCr =10
stractlocation’ to the class ‘Email’.

A

Definition 1 (Ontology Module) A module is a tripleM =
(C, R, O) whereC is a set of concept definitiong, is a set of
relation definitions and? is a set of object definitions. Fur-
ther, we define the signature of a modW& R, O) to be a
ftiple (CN, RN, ON), whereCN is the set of all names of
poncepts defined i, RN the set of all relation names iR
and O N the set of all object names occurring (h

2.1 Internal and External Definitions

Internally defined concepts are specified by using class ex-
1.2 Approach for Ontology Mappings and Change pressions in the spirit of description logits. We do not
Management require a particular logic to be used.

The main design ideas behind our approach are the followingefinition 2 (Internal Concept Definition) An  internal
A detailed description with examples will be given in the nextconcept definition is an axiom of one of the following forms
sections.

C D,C=D
View-Based Mappings: We adopt the approach of view- CEDC

based information integration. In particular, ontology whereC' € CN and D is a class expression of the form
modules are connected by conjunctive queries. This way (t,---,t,) where the terms, are either class names or

of connecting modules is more expressive than simplelass expressions antlis an n-ary class building operator.
one-to-one mappings between concept names but less ] o )
expressive than the logical language used to describe Besides the standard way of defining concepts, we consider
concepts. We decide to sacrifice a higher expressivenegiternally defined concepts that are assumed to be equivalent
for the sake of conceptual simplicity and desirable se0 the result of a query posed to another module in the modu-

mantic properties such as independence of the ontologl ontology. This way of connecting modules is very much in
langauge used. Spirit of view-based information integration which is a stan-

- : dard technique in the area of database sys{éhs
Compilation of Implied Knowledge: In order to make lo-

cal reasoning independent from other modules, we us®efinition 3 (External Concept Definition) An  external

a knowledge compilation approach. The idea is to com-concept definition is an axiom of the for@ = M : Q
pute the result of each mapping query off-line and addwhere M is a module and Q is an ontology-based query over
the result as an axiom to the ontology module using thehe signature of M.
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A modular ontology is now simply defined as a set of mod-decide subsumption between externally defined concepts by
ules that are connected by external concept definitions. Itocal reasoning in the external ontology.
particular we require that all external definitions are contained

in the modular system. Queries over ontological knowledgetomp"aﬁon and Integrity We can avoid the need to per-
are defined as conjunctive queries, where the conjuncts akg,m reasoning in external modules each time we perform
predicates that correspond to classes and relations of an Ofsasoning in a local module using the idea of knowledge com-
tology. Furthermore, variables in a query may only be instanpjjation [2]. The idea of compilation is to perform the ex-
tiated by constants that correspond to objects in that ontologyernal reasoning once and add the derived subsumption re-

Definition 4 (Ontology-Based Queries)Let V be a set of lations as axioms to the local module. These new axioms
variables disjoint fromOA then an ontology-based quegy ~ c¢an then be used for reasoning instead of the external defi-

over a modulel = (C,R, ) is an expressions of the form nitions of concepts. If we want to use the compiled axioms
Q(X) « q1, A -+ A qm, Whereg; are query terms of the instead of external definitions, we have to make sure that this

formz : cor (z,y) : r such thatr,y € V U ON, c € cA  Willnotinvalidate the correctness of reasoning results. At the
andr € RN or are of the formz = o wherez € V and  time of applying the compilation this is guaranteed by theo-
o€ ON2, rem 1, however, integrity cannot be guaranteed over the com-
, plete life-cycle of the modular ontology. The problem is, that

The fact that all conjuncts relate to elements of the on¢panges to the external ontology module can invalidate the
tology allows us to determine the answer to ontology-basedsmpiled subsumption relationships. In this case, we have to
queries in terms of instantiations of the query that are logicaherform an update of the compiled knowledge.
consequences of the knowledge base.

o _ 2.3 Modularization and Local Reasoning in the

2.2 Compilation and Local Reasoning Case Study

We now turn our attention to the issue of reasoning in modulaff we now consider the problem statement from the case
ontologies. For the sake of simplicity, we only consider thestudy, we have a local ontology with a concept hierarchy that
interaction between two modules in order to clarify the ba-is built up by the following explicitly stated subsumption re-
sic principles. Furthermore, we assume that only one of théations (see Figure 1 again):

two modules contains externally defined concepts in terms of

gueries to the other module.
Employee

FulltimeEmployee C
Implied Subsumption As mentioned in the introduction, DepartmentMember T Fu”m,meEmployee
we are interested in the possibility of performing local rea- ~ 1€adOfDepartment T FulltimeEmployee
soning. For the case of ontological reasoning, we focus on This ontology introduces 'Full time employee’ as a new
the task of deriving implied subsumption relations betweerconcept, not present in the case study ontology. Conse-
concepts within a single module. For the case of internallyquently, this concept is only defined in terms of its relation
defined concepts, this can be done using well established rets other concepts in the local ontology.
soning method$3]. Externally defined concepts, however, All other concepts are externally defined in terms of on-
cause problems: being defined in terms of a query to the oth@ology based queries over the case study ontology. The first
module, a local reasoning procedure will often fail to recog-external definition concerns the concept 'Employee’ that is
nize an implied subsumption relation between these conceptequivalent to the 'Employee’ concept in the case study ontol-
Consequently, subsumption between externally defined coregy. This can be defined by the following trivial view:
cepts requires reasoning in the external module as the follow-

. Empl =HR: Empl
ing theorem shows. mproyee mployee(x)

) ) Another concept that is externally defined is the 'Head of De-
Theorem 1 (Implied Subsumption) Let £y and E; be two  partment’ concept. We define it to be the set of all instances
concepts in modul@/; that are externally defined in module that are in the range of the 'department manager’ relation.
M; by queriesQ; and Q», thenEy T Ex if Q1 T Q2 1IN The definition of this view given below shows that our ap-

modulel;. proach is flexible enough to define concepts in terms of rela-
The result presented above implies the necessity to ddlons.
cide subsumption between conjunctive queries in order to HeadO f Department =

identify implied subsumption relations between externally
defined concepts. In order to decide subsumption between e
queries, we translate them into internally defined concepts iftn example for a more complex external concept definition
the module they refer to. A corresponding sound and comiS the concept ‘department member’ which is defined using a
plete translation is described @l. Using the resulting con- duery that consists of three conjuncts, claiming that a depart-

a Department.

' Npte that this may include data-type expressions as the typ?)epartmentMember = HR : 3y[Department(y) A
itself is can be considered to be a class, the actual value an instance

of that class and the comparison operator a special relation. has-member(y,z) A Employee(z)]

HR : Jy|department M anager(y, x)]
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Implied subsumption relations OWL-lite ontology. An actual description of a change be-

If we now consider logical reasoning about these external defween two versions of an ontology can be seen as an instan-
initions, we immediately see that the definition of Employeetiation of the ontology of change operations. The change on-
subsumes the definition of DepartmentMember, as the formédplogy is extendable to other knowledge models. We have
occurs as part of the definition of the latter. chosen the OWL-Lite model because of its simplicity and the
central role of OWL in the WonderWeb project. A snapshot
= DepartmentMember T Employee (1)  of the change ontology can be found onlfhe.
Apart from atomic change operations- like add range

. S useful to specify effects than the basic changes. For example,
lations. The reasoning is as follows. Because the range of the . operations likeconcept moved down, of range restricted,

departmenmanger is set to 'Department’ and the domain (0, e ¢4 specify the effect more accurately than for the atomic

Manager » the definition of HeadofDepartment is equ'Valentoperation$ubclass relation changed anddomain modified.

to: The case study ontology in our example is expressed in

Jy[Department(y) A department_manager(y,z) A OWL-Lite, which is based on RDF. Therefore, we can use
rule-based change detection mechanism. If we look at the

changes in the definition of ‘Departments’, we see that three

As we further know that Manager is a subclass of Employedhings happened:

and departmentanager is a sub-relation of hasember, we e the comment is reformulated,
can derive the following subsumption relation between the
externally defined concepts:

Manager(x)]

e the superclass is changed from ‘Social-Unit’ to
‘Administrative-Unit’, and

= HeadO f Department £ Employee ) o there is a property restriction added for ‘temporary-
E HeadOfDepartment T Department M ember3) component-of’ to the class ‘Organization’.

When the relations 1-3 are added to the local ontology, it posThis results in three change operations: djperclass
sible to do subsumption reasoning without having to accesghanged (from ‘Social Unit' to ‘Administrative-Unit’, 2)
the DOLCE+HR ontology anymore. comment changed, and 3)property restriction added.

3.2 Characterizing Changes

3 Change Detection and Analysis _ _

. ) ) Now we have detected the change operations that are required
The changes in the DOLCE+HR ontology could invalidatetq, transform the old version of the ontology into the new ver-
the local reasoning. In principle, testing the integrity of thegjon we look at the effect of the change operations on indi-
mappings might be very costly as it requires reasoning withiniqyal concepts. Assuming thatrepresents the concepts un-
the external ontology. In order to avoid this, we propose &jer consideration before ari@l the concept after the change

heuristic change detection procedure that analyzes changssre are four ways in which the old versiGhmay relate to
with respect to their impact on compiled subsumption relayne new version”:

tions, i.e. relations 1-3 from the previous section. This is ] )

a three-steps procedure: 1) find out what the differences arel- the meaning of concept is not changed:= C” (e.g.
between two distinct versions of the ontology, 2) characterize ~ Pecause the change was in another part of the ontology,
the effect of these changes on individual concepts, and 3) de-  OF because it was only syntactical);

termine the impact of changes of individual concepts on the 2. the meaning of a concept is changed in such a way that
compiled subsumption relations. The next sections describe  concept becomes more gener@lC C”

these steps. 3. the meaning of a concept is changed in such a way that

3.1 Finding Changes concept becomes more specifi¢: C C

To find changes in ontologies, we have developed a mecha-4- the meaning of a concept is changed in such a way that
nism and a tool to compare ontologies. This change detection ~there is no subsumption relationship betwéeandC”.
mechanism is described [B]. The algorithm that we devel-  we want to know what the effect of specific operations on
oped works for all ontology languages that can be representagle interpretation of a concept is (i.e. whether it becomes
in the RDF data mod¢®], including RDF Schema and OWL. more general or more specific). As our goal is to determine
For each changed definition, it produces a list of change opthe integrity of mappings without having to do classification,
erations that_are necessary to transform the old version int@e describe what theoretically could happen to a concept as
the new version. result of a modification in the ontology. To do so, we have
To standardize the description of changes, we have devel-
oped an ontology of all possible change operations for an 3http://ontoview.org/changes/1/3/
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determined the effect for all possible change operations that5. check whether there are concepts or relations in the first,
we distinguish in the ‘finding changes’ phase. “subsuming”, list that became more specific, or concepts

Table 1 contains some examples of operations and their ef-  or relations in the second, “subsumed”, list that became
fect on the classification of concepts. The table only shows  more general, or concepts or relations in any of the lists
a few examples, although our full ontology of change oper-  with an unknown effect; if not, the integrity of the map-
ations contains around 120 operations. This number is still ping is preserved.

growing as we define new complex changes. All the steps can be automated. The tool that we mentioned

in the previous section currently helps with steps 3 and 4. It

Operation Effecton detects the changes between two versions and produces a list
1 Attach a slot to clas€’ Specialized op change operations.
2 ggrsns%egghjgsgse lg'vsesrﬂﬁetgakﬁzr_)fSpec'al'zed We can now use this procedure to check whether the im-
archy plied subsumption relations in our case study are still valid.
3 Complex: Restrict the range of a Specialized For the sake of simplicity, we restrict us here to relation 3:
slot S (effect specified for all classes L
C that have a slot restriction with = HeadOfDepartment T DepartmentMember
S) i . For this compiled axiom, the list of 'subsuming’ concepts and
4 52215%\*/6 a superclass relation of| aGeneralized relations would contain ‘Department’, ‘hasember’, and
__ : ‘Employee’, while the list of subsumed concepts and relations
5 | Change the class definition d' | Generalized would be ‘Department’, ‘departmembanager’, and ‘Man-
from primitive to defined ,
6 Add a class definitiom Unknown ager. . .
Ve Complex:Add a (not further specii No effect We will now illustrate that the conclusions of the procedure
fied) subclasst of C are correct by studying the impact of changes mentioned in

the problem statement.

Table 1: Some ontology change operations and their effect on _
the classification of concepts in the hierarchy. Example 1: The Employee Concept The first change we
observed is the removal of properties from the Employee con-

If we apply this to our example, we can only give a use-Cept. Our rules tell that this change makes the new version
! more general compared to its old version:

ful characterization of the effect to some of the concepts.
For example_, the concept ‘Departn"_nents’, underwent several Employee T Employee’
changes during the whole process: its superclass has changed
to a subclass of the original superclass (change 2 in Table $ccording to our procedure, this shouldn’t be a problem be-
but there are also some property restrictions removed. Bothause Employee is in the 'subsuming list'.
changes have an opposite effect. As a result, we have to When we analyze this change, we see that it has an im-
characterize the effect of the change as “Unknown”. On thepact on the definition of the concept DepartmentMember as
contrary, the effect on the relation ‘departmemanager’, is it enlarges the set of objects allowed to take the first place
clear: the relation is renamed from ‘managgr— which  in the hasmember relation. This leads to a new definition
has no conceptual effect — and the range is changed froraf DepartmentMember’ with Department Member T
‘Employee’ to ‘Manager’. Because ‘Manager’ is a subclassDepartmentMember’. As DepartmentMember was al-
of ‘Employee’, this change makes it more specific (change 3eady more general than HeadOfDepartment and the Em-
in Table 1). ployee concept is not used in the definition of the latter the
implied subsumption relation indeed still holds.

3.3 Update Management

With the elements that we described in this section, we noviExample 2: The departmentmanager Relation The sec-

have a complete procedure to determine whether compile@nd example, we have to deal with a change affecting a re-
knowledge in other modules is still valid, and thus whetheration that is used in an external definition. The relation de-
the mappings are still usable. The complete procedure is d@rtmentmanager is specialized by restricting its range to a

follows: more specific concept making it a subrelation of its previous
version:
1. create a list of concepts and relations that are part of the .
“subsuming” query of any compiled axiom; department_manager J department_manager

2. create another list of concepts and relations that are pa#&gain, this is harmless according to our procedure, as depart-
of the “subsumed” query of any compiled axiom; mentmanager is in the ‘subsumed list'.
. N . The analysis shows that this change has an impact on the
3. %(;Ezvsnigleoglgdlflcatlons that are performed in the X Yefinition o_f the concept HeadOfD_epartment as it restricts the
' allowed objects to the more specific Class Manager. The new
4. use the modifications to determine the effect on the indefinition HeadO f Department’ is more specific that the
terpretation of the concepts and relations. old one: HeadO f Department’ C HeadO f Department.
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As the old version was already more specific than the def-
inition of DepartmentMember and the departmerdnager
relation is not used in the definition of the latter the implied [2]
subsumption is indeed still valid.

Example 3: The Department Concept The different
changes of the definition of the department concept left us
with no clear idea of the relation between the old and the new
version. In this specific case, however, we can still make as-
sertions about the impact on implied subsumption relation
The reason is that the concept occurs in both definitionz[.d']
Moreover, it plays the same role, namely restricting the do-
main of the relation that connects an organizational unit with
the set of objects that make up the externally defined concept.
As a consequence, the changes have the same impact on both
definitions thus not invalidating the implied subsumption re-[5]
lation. In summary, an implied subsumption relation is still
valid if the changed concept occurs in and plays the same role
in both definitions involved.

4 Discussion

In this paper we discussed the problem of ontology evquIG]
tion in situations where mappings between ontologies ex-
isted. We presented two main contributions towards a bettd7]
understanding and management of dependencies in the light
of changes to an ontology.

e We presented a formal model for describing dependent8]
cies between different ontologies. We proposed con-
junctive queries for defining concept using elements
from another ontology and presented a model-based se-
mantics in the spirit of distributed description logics
that provides us with a notion of logical consequence
across different ontologies. This clear semantic accourgg]
of dependence makes it possible to study the impact o
changes on a semantic level.

e We described a method for detecting changes in an on-
tology and for assessing their impact. The main featurgq
of this method is the derivation of conceptual changes
from purely syntactic criteria. These conceptual changes
in turn provide input for a semantical analysis of the ef-
fect on dependent ontologies, in particular on the valid-

ity of implied subsumption relations. [11]

The effect analysis procedure that we have proposed uses
quite coarse-grained heuristics. As a result, it often concludes
that a validity of a subsumption relation cannot be guaranteed,
while it is in fact still valid. In order to be able to provide
more precise answers we will have to develop a more formal
characterization of changes like it has been done in the area of
schema evolution for database systdd]s Based on such a
formal characterization, we have to investigate conditions un-
der which implied knowledge is still valid in a more generic
way.
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Abstract. Better understanding pathol ogies-genes
relationships requires semantic integration of
heterogeneous information distributed in multiple
‘medical’ and ‘biological’ sources. This paper
presents an ongoing project that aims at
developing an information integration system
providing a unified access to biomedical resources.
The basic idea isto use for semantic integration the
existing knowledge available in standard domain
terminologies e.g. GeneOntology™, UMLS® and
databanks eg. HUGO, GOA. A first tool,
BioMeKe, has been achieved in that perspective.
BioMeKe is an ontology-based search engine
designed to facilitate the extraction and connection
of biological and medical information, accessible
from multiple public resources and biologists local
repositories, for a system devoted to liver
transcriptome analysis. The paper presents existing
resources, describes BioMeke. Then, general
lessons learnt from this practical experience are
discussed.

1 Introduction

The Word-Wide Web has made available a
tremendous amount of biomedical information, but
it remains tedious and time-consuming for
biologists and physicians to access the information
relevant to their queries. Multiple public resources
are available in genomics including databanks such
as  SWISS-PROT!, OMIM?  LocusLink’,
GenBank?, as well as many others, and some
systems e.g. TAMBIS[[027] are being developed to
provide transparent access to bioinformatics
sources. But a step further is needed for better
understanding of the pathological processesthat are
involved in human diseases. To develop research,
suggest new hypotheses about molecular
mechanisms of human diseases and take advantage
of recent research for patient care (eg. [7]),
biologists and physicians need to access and to
relate numerous information from both genomics
and medicine,. Therefore, tools to acquire and
connect relevant data from existing resources are
required. The problem is that there is considerable
semantic heterogeneity between the sources, both

! http://us.expasy.org/sprot/

2 http://www.nchi .nlm.nih.gov/omim/

3 http://www.ncbi.nlm.nih.gov/L ocusLink/
4 http://www.nchi.nlm.nih.gov/Genbank/
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intra and inter-domain. Different resources use
different conceptualizations or different terms for
the same concept or the same individual, although
standard terminologies have been defined for each
domainsuch as GeneOntology™ (GO) for
molecular biology and genomics, and the Unified
Medical Language System® UMLS® for the
biomedical domain. The goa of the project is to
develop a semantic integration system that offers a
uniform  interface for  querying  multiple
heterogeneous sources both in genomics-molecular
biology and in medecine, together with services
for combining pieces of medica and molecular
biology information relevant to answer queries.
The basic ideais to use for semantic integration the
knowledge available in the existing standard
domain terminologies, namely GO and UMLS®
and in databanks. Section 2 presents the main
existing terminologies and databanks, section 3
describes BioMeKe (Biologicad and Medical
Knowledge Extraction) [121], an ontology-based
tool achieved to facilitate the access and
association of knowledge from Web or local
resources, for liver transcriptome analysis. Then,
general lessons learnt from this practical experience
are discussed.

2 Molecular biology and medicine
r esour ces

Information in the biomedical domain is scattered
through  multiple  public  databanks and
bibliographic systems. But for each domain,
« ontologies » have been defined to provide a
unified and controlled vocabulary.

2.1 Ontologies

»  GeneOntology™ (GO)® is an ontology for
molecular biology and genomics. GO is organized
with three top categories Molecular Function,
Biological Process, and Cellular Component. In
May 2003 GO contained 7172 processes, 5386
molecular  functions and 1265 component
concepts. GO itself is not populated with gene
products. It provides a controlled vocabulary for
annotating sequences and gene products. GO
concepts are broadly used as attributes in many
public databases e.g. SWISS-PROT, as well asin

® http://www.geneontol ogy.org




specific applications. In the context of microarray
experiments, biologists use GO for annotating the
genes they are studying (Table 3).

*  The UMLS"® is amedical ontology intended to

help health professionals and researchers use
biomedica information from different sources
[O019]. It has two maor components, the
Metathesaurus®, a large repository of concepts
(900,551 concepts in the 2003AA release), built
by merging more than 100 families of
vocabularies (including MeSH), and in grouping
synonymous terms under a same concept and the
Semantic Network, a limited network of 135
semantic types. The Metathesaurus concepts are
assigned to one or more semantic types. The
Metathesaurus is. In addition to the standard
MeSH, the US National Library of Medicine
created and maintains the MeSH-ST, ST standing
forSupplementary Terms, which contains records
that cover the fields of chemicals and nolecular
biology. (134,749 records in the 2003 release).
The MeSH-ST files are updated continuously.
MeSH-ST terms are integrated in the UMLS,
making most of the terms, but not all the
information provided by MeSH-ST accessible
through the UMLS.

2.2 Multiple heter ogeneous public
databanks

Multiple public databanks provide information on
genes, sequences and proteins, discovered upon a
published experiment e.g. SWISS-PROT (SW),
GenBank, LocusLink, HUGO, GO Annotation
@EBI :

= LocusLink® is a genes database to unify
kowledge about genes. It provides officia
nomenclature, aliases, sequence accessions, Cross-
references to other banks via identifiers (EC 1d,
MIM Id, etc.).

« HUGO’ (Human Gene Nomenclature
Database) provides official gene names eg.
ferritin, heavy polypeptide 1, their synonyms,
official symbol e.g. FTH1, and various links to
other databases LocusLink, SWISS-PROT,
OMIM, etc. via identifiers (e.g. ID: PO274 ,
LocusLink ID: 2495, OMIM ID: 134770).

= GO Annotation @EBI® (GOA) objective is to
assign GO terms to gene products. GOA provides
a file of human proteins assigned with GO terms,
and a specific file of SWISS-PROT-TrEMBL data
with their GO assignments. For each entry, GOA
gives links towards GO molecular function,
biological process, and cellular component (Table

6 http://www.ncbi.nlm.nih.gov/L ocusLink/
7 http://www.gene.ucl .ac.uk/nomencl ature/
8 http://www.geneontol ogy.org/#annotations
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1) and many cross-references towards public
databanks, GenBank, LocusLink, MedLine, IPI,
Ensembl, HUGO and RefSeqg via an accession
number, which is a means to get for a protein all
the information and bibliography stored other
databanks.

Molecular
Function

Binding activity, Ferric iron binding
activity, iron ion binding activity, iron
ion homeostasis

Biological Process| Intracellular iron ion storage, Ironion

transport, Cell proliferation

Cellular Ferritin complex

Component

Tablel : Assignments of GO termsto the protein
ferritin heavy chainin GOA

There are a'so many public databanks in medicine.
Among them OMIM® a database relating human
genes and genetic disorders, and MedLine®, which
contains 12,000,000 biomedical journal citations
accessed through the PubMed service of the
National Library of Medicine.

2.3 Exigting mappings and links

Many mappings and relations between standard
ontologies and databanks are stored in these online
resources.

2.3.1 Mappings and links databanks «
standard ontologies

= Databanks ® GO. For many biologica
databases, mappings to GO ontology concepts
are explicitely defined e.g. mappings of SW
keywords to GO terms (Table 2), mapping of
Enzyme Commission Numbers entries to GO
function ontology enzymes etc. Moreover, there
ae aso implicit mappings since many public
banks e.g. SWISS-PROT-TrEMB data are indexed
with GO concepts thanks to GOA (82.2)

ldate: 2003/07/14 21:07:05

I Evelyn Canmpbn, SW SS-PROT.

I Mappi ng of SW SS- PROT KEYWORDS to GO terns
SP_KW Met al -thiolate cluster > G netal ion
bi ndi ng ; GO 0046872

SP_KW Met al | oenzyme inhibitor > GO enzynme
i nhibitor activity ; GO 0004857 ...

Table 2 Mappings of SW keywordsto GO terms

= GO ® Databanks. Reversely, GO terms are
connected to various databanks (Prosite, InterPro,
SW etc.) :

‘External References’ (Figure 1) defines links

® http://www.nchi.nlm.nih.gov/omim/
12 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi

http://www.geneontol ogy.org/doc/GO.indices.html




from GO terms to entries or indexes of externa
databanks, e.g. iron ion homeostasis is mapped to
the SW keyword Iron storage.

“ Associ ated Genes’' associates GO termsto alist

of Gene Products e.g. iron ion homeostasis is
associated with PF14 0518, CERU_HUMAN etc.
Reversely, for a Gene Product eg.
CERU_HUMAN, thefield ‘Associ ated to Terns’
provides its GO annotations e.g. copper ion

homeostasis, extracellular space, ferroxidase
activity, iron ion homeostasis
T Aalsl
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Figure 1 Browsing by chaining links: from a
biological process, to agene, and itsfunction

= Databanks « UMLS® There are also links
from medical databases to the UMLS®, since the
UMLS® is built by integration of dozens of
existing terminologies that are used to code datain
medical databanks, e.g. MeSH, which is used for
indexing the biomedical literaturein MedLine.

2.3.2 Links between databanks

Most databanks provides cross-references to other
databases via accession numbers (§2.2). HUGO
and GOA provide links particular useful for gene
annotation systems:

HUGO relates gene to gene products, providing for
agiven gene the SWidentifier of its associated gene
products. For instance, the gene. ferritin, heavy
polypeptide (FTH1), is related to the SWID:
P02794 of its corresponding protein. Accessing it
then enables to get its stored information eg. its
name ferritin heavy chain (FRIH_HUMAN), and
synonym Ferritin H.

GOA relates gene products and GO terms. It
provides for SWentries their relations with GO
molecular function, biological process, and cellular
component term. From these associations, it is
possible to get for a protein, e.g. Ferritin heavy
chain its GO assignments eg. its molecular
function “iron ion binding activity”, biological
process “intracellular ironion storage”.
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2.4 Needs of information integration

It is really tedious for biologists and physicians
looking for pathologies-genes relationships to
browse the relevant information aong such
mappings and links (Figure 1). The problem is that
the knowledge about the sources, their content,
links to standard ontologies and between them, is
not exlicitely represented. An intelligent
information integration system is needed providing
them with a uniform access to sources both in
genomics and medicine. A first tool has been
achieved to meet urgent needs of researchers at
INSERM U522, which study molecular
mechanisms involved in human liver diseases (83).
The more long term objective is to build a more
flexible system providing a unified access and
services to combine information from various
resources accessible on the Web or from local
repositories, and to answer complex queries such as
find «all the metalloproteins involved in iron
homeostasis that have a copper ion binding activity
and possible relationships to liver diseases » or
« dl gene products involved in proccesses such as
cell proliferation and ferric iron binding with
possible relationships to diseases hemochromatosis
and cataract ».

3 BioMeKe

Biologists and physicians of INSERM U522 and
LIM a Rennes study molecular mechanisms
involved in human liver diseases, by means of
transcriptome analysis. The objective is to find out
the genes that are expressed in liver, to correlate
them with patient data, in order to better understand
pathological processes in liver. But for example,
more than 3,000 SWentries are isolated from the
tissue «Liver ». BioMeKe (Biological and Medical
Knowledge Extraction), has been achieved to help
them to extract and to associate medical and
biological information accessible from multiple
public sources, GenBank, Swissprot, LocusLink,
MedLine, etc, and to correlate it to the biologists
datalaying intheir local repository (Gedaw [10]).

3.1 Components and functionalities

BioMeKe, is an ontology-based tool composed of
two parts: a core ontology and a query processor :

- BioMeKe Core Ontology (BCO) includes the
main standard of the biomedical domain: for the
medical domain, the UMLS® plus MeSH-ST, for
genomics, GO plus GOA which has been added.
since GO itself is nhot populated with gene products
nor genes. Different synonyms may be used for a
single gene in different databases and all
synonymous are not necessarly found in a given
database. Therefore, HUGO which adresses such
issues is integrated into BCO. All terminologies are
separatly stored in a MySQL relational database.



Links between items are dynamically created
during the search for a given term or an annotation
request.

- BioMeKe Query Processor uses BCO
knowledge

to search User'sterm o file
information Query and answer
in the BCO

externa 2
sources. It
has three GO + GOA module module
components. I\

The

heterogeneit

y manager -

(HM) uses . -

HUGO and Fiaure 2 BioMeke

the UMLS for semantic unification of the different
names and cross-references, HM returns for a gene
its official name and symbol, and SWidentifiers.
The biological search module (BS) isin charge of
searching for biological information in GO, and to
provide access to information of several public
databanks. For a given term, BS searches for it in
GO, GOA. If it is not directly found, it calls HM. If
the term is matched and some synonyms provided,
the search is done again for those new terms. If itis
still - unsuccessful, the SWor LocusLink 1D
provided by HM is then used to access GOA. Since
GOA provides cross-references to other databanks,
they can then be browsed to pick up relevant
information. This unified access to the external
banks is possible in the interactive mode, but not in
the automatic mode (see 21 for details). The
medical search module (MS) is in charge of
searching for medical information in UMLS. For a
given term, MS searches for it in the UMLS. If the
term is found its context is displayed, including co-
occurrences in MedLine, thus MedLine abstracts
can be accessed through MeSH.

Implementation of the BioMeKe system relies on a
MySQL relational database and JAVA A set of
JAVA  functions (wrappers) have been
implemented to access to the content of several
public databases, the BCO databases content is
accessed thanks SQL queries.

BioMeKe prototype can be used either in an
interactive or automatic mode. The automatic mode
adlows biologica and medical annotation for a
gene. The interactive mode offers a unified
interface that enables, for a term entered by the
user, to get biomedical information from the UMLS
and GO and to browse across several public
databanks the information related to a gene
product.

Example. A user may search for biological and
medical annotations for the gene ferritin, heavy
polypeptide 1. BS searches for it in GO, GOA but
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does not find it, so it calls HM who returns the
SWand LocusLink IDs of the corresponding
protein Ferritin heavy chain (found in HUGO),
from which the wanted biological information is
obtained thanks GOA (Table 1). These accession
numbers can also serve for browsing relevant
information in other public databases. The user can
search for the item in the UMLS but, the query
Ferritin heavy chain is unsuccessful in UMLS.
Indeed the term that is broadly used in nmedecine
for this gene is Ferritin H. Reformulaing the query
for the synonym Ferritin H providesits context, i.e.
here the table MRCOC, from which concepts that
co-occur in MedLine (e.g. liver, hemochromatosis,
cataract) can be extracted and abstracts accessed
(Table 1).

3.2 Application
Gene Name Ceruloplasmin Ferritin
(ferroxidase)
Molecular Oxidoreductase activity, [ Binding activity,
Function Copper ion binding, Ferriciron binding
Multicopper ferroxidase | activity
iron transport mediator
activity
Biological Iron ion homeostasis, | Ironion transport,
Process Copper ion homeostasis| Intracelluar iron
ion storage, Cell
proliferation, Iron
ion homeostasis
Cellular Extracellular space Ferritin complex
Component
C o-occurences| Nervous system diseases, | Hemochromatosis,
Disease or Iron overload'?, setc. | Cataract, etc.
Syndrom

Table 3: BioMeK e automatic annotation (extracts)

BioMeKe is being evaluated for the automatic
annotation of genes for transcriptome analysis in
the domain of liver diseases [10]. The process has
three main steps:

Stepl: Synonyms management. In order to
reconciliate all the identifiers stored in the
datawarehouse, and to solve gene synonymy
problems, Locuslink identifiers are extracted from
the GenBank file, then the HQ module provides the
official names and symbols, and SW identifiers.

Step2: GO annotation. From SW identifiers, the

BS module returns GO hiological information via
GOA

Step 3: UMLS annotation. The MS module uses
the names and symbols provided at step 1 asinputs
to search information in the UMLS. The UMLS
annotations are filtered by semantic types to keep
the 25 most relevant types to relate genotypes to

12 the generated report contains 80 associated
diseases




phenotypes (e.g ‘ Disease or Syndrom’) (Table 3).
3.3 Limitations

BioMeKe main innovation is to be an ontology-
based tool. However, the ontologies are non formal.
Second, it is a procedura tool, and it provides
semantic integration, but it is still limited.

= Limitsof non formal ontologies.

GO and UMLS are not structured according formal
principles, and exhibit many inconsistencies. For
example (Fig. 3) in GO Multicopper ferroxidase
iron transport mediator activity is child of metal
ion transporter activity, which is sibling of cation
transporter activity, whilein another subtree, metal
ion homeostasis is defined as child of cation
homeostasis. Hierarchies for the copper ion
binding, copper ion transporter functions, the
copper ion transport process, al have a different
pattern (resp. iron) etc. !

WA
f i
XM T

- Figure 3 GO tree (graph from
S QuickGO)
PR
Since GO ‘is-a hierarchy is not rigorous, it entails
that gene annotation, may exhibit inconsistencies,
redundancies, lacking, or heterogeneity., e.g.
BioMeKe relates Ceruloplasmin to Multicopper
ferroxidase iron transport mediator activity and to
one arbitrary subsumer Oxidoreductase activity, but
not to the others, e.g. ion transporter activity.
Informal ontologies are clearly not appropriate in a
context of integration.

= Limitsof thequery engine

BioMeKe is mainly grounded on various
“mappings’ and relations between the standard
ontologies and databanks, or between databanks
(by cross-references). However, since this
knowledge remains implicit, many tasks are still
grounded on user’s skill and own responsibility:
reformulation, selection of databanks to browse etc.
Even assisted by BioMeKe, it remains difficult for
researchers looking for  pathologies-genes
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relationships, to navigate along such mappings and
links across databanks to get the relevant
information, and useful relations may easily be
missed. BioMeKe is a procedural system, based on
afixed process. As the number of online databanks
always increases, more automatization and more
flexibility are required, providing extensibility and
dynamic sources selection possibilities

= Limitsin semanticintegration.

BioMeKe management of heterogeneity is limited.
First, it is mainly based on the synonyms found
either in HUGO or the UMLS, but it does not
exploit other information available in externa
databanks e.g. the synonymy of ferritin heavy
chain and Ferritin H is asserted in SWISS-PROT.
Second, GO, UMLS, HUGO must be frequently
updated. Third, BCO has to be customized for
specific use, eg. a lexical database associating
official gene names with complementary simplified
names has to be added for liver transcriptome
analysis. Moreover, heterogeneity concerns not
only the data, but also at a more generic level,
ontology concepts and relations. Although GO and
UMLS have been recently merged on a lexica
basis [25], generalizing mappings between
ontologies is difficult. even with recent interactive
tools such as PROMPT.

4 Lessonslearnt

Some improvements are possible in BioMeKe.
But, addressing all above problems clearly requires
a declarative (knowledge-based or database)
approach, allowing an explicit representation of the
knowledge (ontology, mappings, queries) and an
inference (query) engine with powerful services in
particular for ontology automatic classification,
consistency checking, and dynamic chaining of
mappings. There is clear needs of formal ontology
web languages, and of more flexible integration.

4.1 Needs of formal ontologies

Most people now agree about the limits of non
formal ontologies and benefits of aformal language
ontologies, for the Web in general [26] and in the
biomedical domain [23] [27] [8]. First, “multiple
viewpoints’ is an old problem in biomedicine. For
example, in GO functions, processes hierarchies are
organized from a bhiochemical viewpoint derived
from the EC Enzyme Commission classification, or
from the chimical substances they act onmetal ion,
cation, transition metal ion, iron, copper. Multiple
viewpoints are source of inconsistencies, when the
ontology structuration is not automatized (8 3.3).
Moreover biologists and physicians are interested
in clustering diseases, genes according to different
dimensions, e.g. genes according to their functions
or related pathologies, also in identifying all the
gene products that share a same feature.
Description Logics (DL) provide powerful services



for that, and the next W3C standard Ontology Web
Language OWL*® comes with useful tools e.g. the
FaCT automatic classifier , the OilEd editor [2].
Example. The following example shows how
constructing a global formal ontology for genomics
in OWL will prevent from many inconsistencies.
GO concepts below (in DL syntax) are based on
MeSH definitions expressing that a cation is a
postively charged atom, a cation divalent has
valence of plus 2, an ion metal is a cation and a
metal etc.

Cation:= lon U( 3 charged PositiveCharge)
CationDivalent:=Cation U( £ 2 charged PositiveCharge)
lonMetal: = Cation UMetal

TransitionMetallon:= CationDivalent U(" belongsto
PeriodicGroup 3-12)

The “root” concepts Transport, Binding are using
explicit roles “transported” “bound” relating them
to the Chemical ontology concepts.

Transport:= Activity U(" transported Chimical )
TransitionMetallonTransportActivity:= Transport

U(" transported TransitionMetallon)

Binding:= Activity U(" bound Chimical)
TransitionMetallonBinding:= Binding U (" bound
TransitionMetallon)

Then all the sub-ontologies stemming from these
concepts are globally consistent (and more
generally so built ontologies, provided the related
ontologies consistence e.g. Chemical). Such a
formal ontology, also enables defining rigourous
rules for gene annotation, for example “annotation
must be done with the most specific function (resp.
process, etc.)” since the others can be infered.

4.2 Needs of a moreflexibleinformation
integration

Extensibility and real-time data are crucia
requirements. Bioinformatics is a very fast-moving
field. Web sources are multiple, with huge and
constantly evolving contents. New online
ontologies and specialized databanks often appear.
Datawarehouses are not well appropriate and more
flexible integration, such as mediator-based
centralized systems, or new approaches proposing
distributed integration are quite attractive [4].
Local as view (LAV) mediators defining the
content of sourcesin terms of views over the global
ontology, might be preferred to global as view
(GAV), defining the global ontology in terms of
views over the sources e.g. Tambis [27]. But
although mediators are a significant progress, they
may be not even flexible enough for scaling up the
Web, and distributed systems are perhaps more
appropriate. As described, databanks are not only
data “sources’ but also include precious links and

13 http:/Awww.w3.0rg/ TR/owl -ref/
14 http://www.cs.man.ac.uk/~horrocks/FaCT/
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mappings, through their cross-references to
ontologies and other databanks. Such local
relations between sources should be explicitly
represented and directly exploited to infer new
information. Peer-based integration where “every
participant should be able to contribute new data
and relate it to existing concepts and schemas,
define new schemas that others can use as frames
or reference for their queries or define new
relationships between existing schema or data
providers’ is therefore a challenging approach to
meet the extensibility and distribution encountered
in  biomedical information integration. But,
whatever mediator or peer-based integration
systems, rich forma languages are required for
representing ontologies, queries, and mappings,. [9]

5 Discussion

Other systems have been achieved for gene
annotations e.g. Source p], or MatchMiner [14].
BioMeKe and Source annotation results have been
compared on a sample of 364 genes : among the
250 gnes annotated by both systems, Source
provide a more complete annotation for 15%, while
BioMeKe for 38%. BioMeKe is based on GO and
the UMLS, but several other ontologies exist like
GALEN [23], TaO [i] for molecular biology and
bioinformatics OMB (Ontology for Molecular
Biology). The next perspective isto developp either
a LAV mediator, opposed to TAMBIS GAV
approach [27] or a distributed system. A LAV
mediator requires a global ontology for genomics
and medicine. Building such a formal ontology
joins recent projects aiming a migrating GO to DL
[30] or a merging the UMLS and GO [24].
Another perspective is to build an hybrid tool
combining a search based on the formal ontology
together with a classical search based on GO and
UMLS.

6 Concluson

BioMeKe is a first ontology-based tool facilitating
the access and search of biological and medical
information related to gene or gene products. An
automatic mode allows annotation of gene files.
However, selecting the sources to be explored and
the information to extract is still too much
grounded on the wuser's own skills and
responsability. The current challengeisto provide a
more automatized and flexible integration. A
formal Web ontology language like OWL, and
mediators or Peer-based distributed integration
seem to be promising techniques. Main challenges
ae now to combine them, and to provide a
language for mappings. Another bottleneck is to
represent huge ontologies like GO and the UMLS
in OWL and source mappings definitions for so
multiple sources. Partia automatization seems the
only reasonabl e solution.
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SCL: A LOGIC STANDARD FOR SEMANTIC To add to the confusion, KIF has lacked a rigorous model
INTEGRATION theory for its distinctive constructs.

Nevertheless, the idea of standardization is still a good
one — widespread conformance to such a standard would
go a long way toward enabling semantic integration be-
tween diverse knowledge bases. Moreover, something on
the order of KIF's full first-order expressive power, at the
The Knowledge Interchange Format (KIF) [2] is an ASClleast, is still needed, especially for the metalinguistic con-
based framework for use in exchanging of declarati¥gycts that are inevitably needed to enable semantic in-
knowledge among disparate computer systems. KIF hagration. Finally, though superfluous in some context,

been widely used in the fields of knowledge enginegtiF's additional constructs prove useful and convenient
ing and artificial intelligence. Due to its growing imporin others.

tance, there arose a renewed push to make KIF an offi-The solution sketched in this brief technical paper —
cial international standard. A central motivation behinge Simplified Common Logic (SCL) framewdrk— ad-

KIF standardization is the wide variation in quality, Stlejresses the uniformity pr0b|em by deﬁning a pure|y ab-
and content — of logic-based frameworks being used f@act syntax that specifies only the underlying structure
knowledge representation. Variations of all three types, @t a conformant language must exhibit, leaving the con-
course, hinder the possibility of semantic integration. éete specifics of any given manifestation to the discretion
well-crafted logic standard for the representation of declgfthe user. SCL addresses the excess baggage problem
ative knowledge would impose some greatly needed syjy-defining the grammatical framework flexibly enough to
tactic and semantic uniformity on the current somewhafiow users to pick and choose from a variety of syntactic
chaotic situation, uniformity that would in turn greatly enconstructs depending on their representational needs and
hance the capacity for semantic integration. preferences. Finally, a rigorous general model theory is

For all its potential advantages, however, the idea opgovided that yields definitions of denotation and truth for
logic standard is problematic for at least two reasons: any given SCL languagfe.

CHRISTOPHER MENZEL AND PATRICK HAYES

e Standardization of a single syntax forces comformant
users to write their logic in a form that is likely to be, at 1. LEXICONS

the least, unfamiliar, and, at worst, may in fact not by sc| janguage is based upon an initial stock of primi-
optimal for their representational needs. Call this thge syntactic entities. Specifically, an SGixicon\ will

uniformity problem consist of the following sets:

e The standard might involve constructs that are neltrler A countable sePConcalled thepredicate constantsf

needed nor desired for one’s representational purposes, "L "ot will include a distinguished predicate

cal Fh|s theexcess baggagmoblems. o (Predicate constants will also be referred to simply as
KIF in fact seems particularly vulnerable to objections predicates)

along these lines. Its LISP-like syntax is not universally A countable selCon called theindividual constantsf
held in high esteem. Moreover, it includes a variety of )

constructs that researchers find quirky and unnecessary, countable seEnSymcalled thefunction symbolf
notably: A

¢ \Variable polyadicity — predicate constants and fune- A denumerable seGVar called thegeneral variables
tion symbols have not fixed arity, but can take any num- of A;

ber of arguments; e A setSVarcalled thesequence variablesf \. SVar
¢ Pseudo-higher-order constructs — bound variables carwill be either empty or denumerable.
occur in predicate position in atomic formulas. If SVaris empty, then\ is known as dirst-orderlexicon.

e Type-freedom — predicates can occur as arguments to
other predicates; semantically speaking, properties and'scL is part of the Common Logic Standard effort; see [1]. The
relations are “first-class” objects that can be referredfsent paper is a distillation of some of the current SCL working docu-
and quantified over like any other individuals. megt (4] _

e Non-first-order expressiveness — KIF includes "sequelr11c‘é(e have recently been made aware of the language HiLog [3],

iables” the presence of which raises its ex reSSw ich purportedly is syntactically and semantically quite similar to SCL

varia ! p - p . Mﬁhout sequence variables) . We have not had the time yet to study the
power beyond first-order to that of a weak infinitartamework full, so we will have to report on the similarities and differ-
|Og|C. ences in a further paper.
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2 CHRISTOPHER MENZEL AND PATRICK HAYES

Con = PCon U ICon is known as the set afon- framework in which this common knowledge representa-
stantsof A. Var = GVar U SVar is known as the set of tion construction is fully sanctioned.
variablesof \. GVar andSVarshall be disjoint, and/ar To illustrate SCL's flexibility, we explicitly pick out

shall be disjoint fromCon U FnSym. Let PrimTrm = several important limiting cases of SCL languages that
ICon U GVar. PrimTrmis known as the set gfrimitive are determined by minimally or maximally tweaking arity
termsof \. and the degree of overlap among constants and function

Lexicons\ also come with a functioarity that maps symbols. Thus, say that an SCL lexicatis fully typedif
each predicate constant and function symbol into the $§&Con U FnSym) N ICon = @ (i.e., if there is no over-
N U w, whereN is the set of natural numbers ands any lap between the predicates constants, function symbols,
object not inN. For predicatesr, arity will indicate the and individual constants of); arity-fixedif, for all pred-
number of arguments will take. (This will of course be icate constants and function symbals arity(x) = n,
expressed explicitly in the grammar below.ktity(7) = for somen € N (i.e., if every predicate constant and
n € N, thenr is said to be am-place predicate; otherwisefunction symbol has a fixed arity); artcaditional first-
7 is variably polyadic Variably polyadic predicates will order (TFO) if X is both fully-typed and arity-fixed. By
be able to take any number of arguments. WeHébn,, contrast, say thak is arity-freeif, for all predicate con-
be the set of-place predicates, anBCon,, the set of stants and function symbols arity (k) = w; type-freef
variably polyadic predicates. Because we will interprétCon U FnSym C ICon; andunconstrainedf X is both
function symbols as functional relations, we will let tharity-free and type-free. In between the extremes of TFO
arity of a function symbol correspond to the arity of thand unconstrained lexicons, of course, lie any number of
relation it denotes rather than to the number of argumeitteresting intermediate possibilities.
it takes. This will also enable the predicates of an SCL
lexicon to do double duty as function symbols — note that
there is no requirement thBConandFnSymbe disjoint.

Accordingly, for function symbols, if arity(a) = n+1, 2.1. Terms. Given an SCL lexicon\, we define the no-

we say thatr is ann-place function symbol; otherwise tjon of a term class based on Intuitively, a term is either

is variably polyadic. We stipulate thatity(a) # 0, for  a primitive term (constant or variable) or the result of “ap-

any function symbob.. We let F'nSym,, be the set oh- plying” a function symbol to some nonempty sequence of

place function symbols, antinSym,, the set of variably terms. Because we are defining an abstract syntax, we do

polyadic function symbols. not want to specify the exact form that the application of a
Over and above presence of sequence variables, SGhction symbol to its arguments should take. Hence, we

lexicons differ from traditional first-order lexicons in thregimply specify the general constraints than any syntax of

important ways. First, SCL generalizes the notion of agipplication must satisfy; we do this in terms of a certain

ity by allowing (though not requiring) variably polyadicype of syntactic function.

predicates and function symbols, i.e., predicate constantsas groundwork for this definition, for any sét/, let

and function symbols that can take arbitrarily many an7« pe the set of finite sequences of elementdfi.e.,

guments. Variably polyadicity is especially useful angif~ — [ Jn € NM™, whereM™ is the set of all-tuples

appropriate in SCL languages containing sequence Vafielements of\/. Given this, say thal is aterm class

ables. for X if 7' contains all of the primitive terms ofand is the
Second, it is not required thRCon ICon, andFNSym  smallest class closed under a one-to-one operafpn—

be pairwise disjoint. This reflects SCL's goal of generatalled aterm generatofor A — such that

ity. Many knowledge representation languages are “type-

free” to one extent or another; that is, they treat propdPP : U,en{FnSym,, x T™ U (FnSym,, x (T U (T* x

ties, propositions, classes, functions, and other so-calfefer)))}t — T.

“higher-order” entities as “first-class citizens” in their owry, .+ is, forry, ..., 7, € T, if a is ann-place function sym-

right, capable of being referred to and quantified OVBh). thenApp(a, 1, ..., 7,) € T, and ifa is a variably

along with individuals. Natural language itself reflectsq, . yic functional, then in addition for any sequence vari-
this “dual role” that properties and their ilk can play in thg o - APP(Q, T, ooy T, 0) € T

gerundive construction, whereby verb phrases expressingwe say thafApp generateshe corresponding term class
properties and relations — e.gs,a linguist— are trans- For any term generatokpp for \, let FnTrm —
formed into noun phrases -being a linguist By allowing Range(App). FnTrm is the set offunction termsof
predicate constants and function sybols simuItaneously(ltgl‘,jmve toApp)

serve as individual constants, and by allowing variablesto So, for example, i andb were among the constants
serve as predicable terms, SCL provides a formal COMR-5 |exicon )\ andf andg among its function symbols,

late to these constructions and thereby provides a rigorcl)Hén any of the following might among the function terms

2. GRAMMARS
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SCL: A LOGIC STANDARD FOR SEMANTIC INTEGRATION 3

produced by different generatoiéa,g(b),s) ,(f a functions might take very different forms. The only con-
(g b) s) ,s[bglaf (somewhat perversely) and evestraint is that distinct inputs always yield distinct outputs.
the XML'ish Given a term generator, the range of a predication opera-
<term> tion Holds for ) is said to be the class atomic formulas
<fnsym>f</fnsym> for A generated bydolds.
<indcon>a</indcon> Let At be the class of atomic formulas farbased on
<term> a predication operatarolds. Say thatF is aformula
<fnsym>g</fnsym> . e
<indcon>b</indcon> classfor A, relative toHolds, if it is the smallest class that
</term> includesAt and is closed under a s&jp — known as a
<seqvar>s</seqvar> formula generatoffor A based orHolds — of operations
</term> Id, Neg Conj, Disj, Cond, Bicond, EQ, UQ that satisfy

2.2. Type-Freedom and Predicability. As hinted at the following CC')ndI.tIOI’IS.
above, and as will be spelled out in more detail in tfe EaCh operation is one-to-one; S
model theory below, one of the important features of SGL The ranges of the operations are pairwise disjoint, and
is that it allows for a “type-free” semantics in which prop- disiointfromTrm
erties and relations are treated as first-class individuflls!d : Trm x Trm — F
Languages with such a semantics will there be alloweo’toNegf F—F
refer to and quantify over such “reified” entities directly, €N : F7* — F
In particular, it is important to allow such languages o Disl : 7" — F
quantify over them in their predicative roles. Syntacl- €ond: ' X F' — F
cally speaking, this means that we must allow variabesBl : F' X ' — F
to occur in predicate position in atomic formulas, e.g., ™ 5Q : (GVarU(GVarx (PConyUPCony,)))* x F —
::‘Z.” (x 2y ) e UQ: (GVarU(GVarx(PConiUPCon,)))*xF —
(impl (Symmetric ?F) F

(impl (?F ?x ?y) (?F ?y ?x)))) Let Fla be range of the operations @p. We say thaFla
However, because it is important that SCL encompasshe formula clasgenerated by Op
more traditional first-order languages as well, type-free- As with terms, depending on one’s choice of term gen-
dom should be optional. Accordingly, whether or not vargrator, predication operation, and generator set, SCL lan-
ables (and other expressions, more generally) can occugirages can come in many different concrete forms. So,
predicative position along with predicate constants will fer example, the standard, first-order “logical form” of
specified in the grammar for a language, rather than Plevery boy kissed a girl’ in terms of our abstract syntax is
ing predetermined by the ch_osen Iexicon. Consequen%(yhCond(Holds(m’UIL EQ(vs, Conj(Holds(r,
the setPred,, of n-place predicables in an SCL gramm%)’ Holds(rs, v1, v2))))),
is allowed to be either simply the sétCon,, U Pred,,
(since variably polyadic predicates be predicated of amnerer;, w2, andms, are “slots” for the predicates con-
finite number of arguments — hence, in particulamdf stants of the appropriate arity chosen from any particular
or the setPCon,, U Pred,, U GVar. A similar general- lexicon to represent boyhood, girlhood, and kissing, and
ization that allows variables to occur in function position; andv, represent some choice of variables. In one SCL
in complex terms adds a certain elegance and convenielacguage, this form might be realized by its familiar intro-
at the cost of a great deal of semantic complexity, but tHactory text-book form:

gains are minimal for the purposes envisioned for SCL. (Va)(Boy(z) — (3y)(Girl(y) A Kissed(z,y)))

2.3. Formulas. In light of the above, we now do for for- A conceptual graph interchange form (CGIF) implemen-
mulas what we did for terms. Let be an SCL lexicon, tation has a rather different appearance:

and letTrmbe the term class fox generated by some term

generatoApp. First, we need a class of basic formulas. [@every*x][If:(Boy ?x)[Then:[*y](Girl ?y)(Kissed ?x ?y)]].

Let Holds be a one-to-one function dn,, .y { Pred,, x
T™ U (Pred, x (T* U (T x SVar)))}. That is, given
ann-place predicable and terms, or a variably polyadic

As does a KIF-like implementation:
(forall (?x ?y)
(impl (Boy ?x))

predicable,n terms and a sequence variabléglds re- (exists (?y)
turns a unique formula. Any such functiétolds is said (and (Girl ?y)
to be apredication operation for\ based onApp. As (Kissed ?x ?y))))

with term generators, the outputs of different predicatigmt to mention the following XML'ish monstrosity:
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4 CHRISTOPHER MENZEL AND PATRICK HAYES

<formula> thenL andL’ are said to besquivalent If X is a first-
<forall> order lexicon, then a language faris said to be dirst-
<var>x</var> order SCL language. In particular, on ths definition, every
<formula> familiar first-order language turns out to be an instance of
<implies> an SCL language whose underlying lexicon is traditional
<f°<rth|aZ first-order (i.e., “TFO” — see the end of Section 1 above).
a:£n>Boy</con> We therefore call any such languag&RO language.
</a<t;;r>>x</var> 3. INTERPRETATIONS
</formula> Let A\ be an SCL lexicon. ArSCL interpretationl for
<formula> \is a 4-tuple(I, R, ext, V) satisfying the following con-
<exists> ditions. First,/ and R are nonempty sets. Intuitively,
:}’;rr:ﬁ:\;ap represents the set afdividuals of |, and will serve as
<and> the range of the quantifiers and its members will serve as
<formula> the denotations of terms? is the set of relatiorisvhose
<atom> members serve as possible denotations of predicate con-
<con>Girl</con> stants. To allow for type-freedom, there is no requirement
<var>x</var> that I and R be disjoint; indeed any degree of overlap,
</atom> from partial to complete, is allowed. Those relations that
</formula> are also members df are said to beeified Intuitively,
<formula> reified relations are relations that can also be thought of
<atom> as individuals. Accordingly, they can also be the values of
<con>Kissed</con> individual constants and individual variables.
<var>x<jvar> R is itself the union of countable sef®,, R;, R,
svarry<iar> Rs, ... All are possibl ty with th tion &
<Jatom> 3y oo ‘e possibly empty wi e exception &,
<fformula> which contains a distinguished elemddt, intended to
</and> serve as the identity relation. Intuitivelys,, is the set
</formula> of variably polyadic relations, and ead?), the set ofn-
</exists> place relations. Accordinglgxtis a corresponding ex-
</formula> tension function fronR into Pow (I*) subject to the con-
</implies> straint that, for any natural number> 0, if » € R,,, then
</forall> ext(r) C I™; in particular,ezt(Id) = {(a,a) : a € I}.
</formula>

It is important to observe that, because the operatio?as

Intuitively, of courseezt(r) represents the extension of
For elements of R, if ext(r) is a total (extensional)
nction on/¥, then we say thatis afunctionon 7¢. For

in a generator set for a formula clasis for A are all one-

to-one and disjoint in their ranges, every elemenElaf " ™ th | thatis a functi
will have exactly one “decomposition” under the inversé nction onf=, then we aiso say IS afunction on
or ann-place function

of those operations, and that all such decompositions reFinaIIy V is a “denotation” function that assigns ap

finite. Letp € Fla. An objecte in the decomposition . .
of & is anatomof ¢ just in caser is an element of the propriate values to the constants and function symbols of
i 4 L. Specifically,

lexicon A. ¢ is asubformulaof ¢ if ¢ € Fla andy is in _ e
If xis an individual constant, the¥i(x) € I;

the decomposition ap. ! _
If 7 is a predicate constant, théf(7) € Rty (x)-
If o is a function symbol, the(«) is a function on
Iarity(a)_
2.4. Languages. Let App be a term generator for, where Note
Trmis the set generated B®pp, and letHolds be based be di,s

uponApp. LetOp be a formula generator for based on freedom permitted (though not required) in SCL languages.

\TV(;I%Séf::]r;dalﬁ;[ll‘sscehtzztfgrggIZnCSI%SLS lgﬁgﬁ;ztggr?& Specifically, an SCL language can allow a primitive
. . : — term x to do double duty as both a predicate constant
SCL lexicon), and we say that underliesL. Trmis said " Y P

tO. be the set ofermsof L. If A and\’ are S_CL lexicons Sitis possible to model of the members Bfextensionally as sets,
with the same sets of constants and function Sym_b0|51 @igh this will in general require non-well-founded set theory, since a
L andL’ are SCL languages fok and )\’, respectively, relation, qua individual, can be in its own extension.

n + 1-place relations, if ezt(r) is a total (extensional)

importantly, that it is not required thatand R
joint. This is the semantic correlate of the type-
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and an individual constant. Consequently, the denotatsonv’(v) = v(v), if v is distinct from all the variables in
functionV in any interpretatio of L must by definition  the sequencgy, ..., x» and all of the variables occur-
mapx, qua predicate constant, to an elemenRpit must ring in variable/constant pairs in the sequence.

also mapr, qua individual constant, qua individual congg |etL e an SCL language for a lexicon whereApp
stant, to an element df. Consequently, to satisfy thesgjenerates the sefrm of terms of L, and letl =
constraints, V(«) will have to be in both/ and R, i.., (7 R ezt, V) be an interpretation fot. Given!| and a

it will have to be both a relation and an individual. Andariable assignment, letV, beV Uv. Givenl and a vari-
this is just what the semantics allows. In a similar fashy|e assignment, the denotations of the function terms
ion, predicate constants can do double duty as functign in | are completely determined BY,. This can be

symbols. _ . _ ~ expressed in terms of a unique extensigh of V such
A question might arise about interpretation ifnat for any termr € Trm:

Whlch iny some members dt are memt_)ers of., !n e If 7is anindividual constant, thér (1) = V(7).
fact, it is likely that in the most common intended inter- . : # )

. o ; If 7 is a variable, theW, 7 (1) = v(7).
pretations overlap will either be nonexistent or Complefe. . . v )
. : o " If 7 is a function termApp(«, 71, ..., 7,), then:
However, there is a reasonably natural idea correspond- . .
. . ) .. — If 7, is a sequence variable an(fr,,) =
ing to partial overlap, namely, that some predicates indi- ( ), thenV# (r) —
cate real properties of things and others are just convenient €1, -y ez ' v #T o

o L e V(@ (V1) oo Vi (Tucr) €1, oo ).
ways of categorizing things. For example, in an biological . .
" .~ — If 7, is not a sequence variable, théfy* () =

ontology, “is an arm” may not be thought of as a genuine # # " ]

| : VH#(0)(VF# (1), oo Vi (7))
property of anything, but only a convenient way of clas- } ' .
sifying things that play a certain functional role in a bio- GivenV, we define satisfaction for the formulas lof
logical organism. By contrast "is a cell" might be thougtty a variable assignmentfor our interpretatiori as fol-
of as indicating a genuine biological property of a thingws. Lety € L:
that one might wish to include the genuine inventory ef If ¢ = Holds(x, 1, ..., 7,), then:
one’s ontology. Partial overlap provides a natural way of — If 7, is a sequence variable an(fr,,) =

preserving this distinction. (1, ..., em), thenv satisfiesp iff V(k) € Rarity(x)
and(V# (11), ..., VF (Tn—1), €1, -, €m) €
ext(V(k)).
— If 7, is not a sequence variable, theratisfiesp iff
4. DENOTATIONS AND TRUTH V (k) is arelation andV# (r1), ..., V. (75))

€ ext(V(k)).
Given the notion of an interpretation for a lexicanwe | If o :chd((f(/:’))) thenw satisfiesy iff V#(7) = V#(r).
can now define whatit is for a formula of an SCL language ¢ o= Neg@) ,thenv satisfiesp iff 1/)vis not trug inl.

L based om tq_betruein an interp_retation. . .o If o = Disj(¢y,...1b,), thenv satisfiesp iff v satisfies
Some additional apparatus will be useful in defining ; for somei, 1 < i < n.

truth for quantified formulas (i.e., formulas in the range If o = Conj(¢1, ...t ), then satisfies, iff v satisfies
of EQ andUQ). First, given an interpretatioh define a +; for eachi, 1 ’< i <.
variable assignmenfor | to be a function that maps in | o = Cond(w_w’)_, then satisfies iff v does not
dividual variables intd and sequence variables infg. satisfys or v sa’tisfiesz//.

To define the semantics of quantification, what we negd; o = Bi(y,4'), theny v satisfiesy iff iff v either
is the notion of a variable assignmeritthat is exactly (o ticfias botl%/; and«’ or satisfies neither.

like a given assignment except that it might not agree, ¢ © = EQ(x1, ., Xn, ¥), theno satisfies; iff some
with v on what to assign to some finite set of individual 1[X1, -, Xn]-variant ofv satisfies).

variables. The idea is straightforward, but the presence of; © = UQ(X1, ..., Xn, &), thenv satisfiesy iff every
restricted quantifiers forces us to proceed with some carey, " }-varian’t onLz’; sa'tisfiesz/;
s X :

Letl = (I, R, ext, V) be an interpretation fdc, and let _. . o .

v be a variable assignment forIn our syntax, a quanti- Fmglly, then, a formglao is true in | iff every variable

fier can bind an entire sequence consisting of (individuéﬁs'gnment for Sat!SerSip. , . .

variables and variable/predicate pairs. Sadgt.., x, be Note that, on this semantics, free individual variables

such a sequence, and say that a variable assignrﬁﬁ:m are implicitly universally quantified; that is, i is a for-
mula containing a free individual variable theny is true

Hisaxi, ., xnl-variantof v if in 1 iff UQ(v, ) is true inl. We do not have a similar

e if x; is a variable / predicate-constant péir ) and metatheorem for formulas with free sequence variables
V (k) is a relation, then/(v) is in the extension of because sequence variables are not explicitly quantified.
V(k); and It should be clear, however, that the above definition of

72



6 CHRISTOPHER MENZEL AND PATRICK HAYES

truth treats free sequence variables as if they were uthiat can arise in a less constrained SCL language, there is
versally quantified as well: a formulacontaining a free a simple translation function that maps such a language to
sequence variable will be true in an interpretatioh iff a theory in TFO language that has exactly the same ex-
every variable assignmentsatisfiesp, and hence iff ev- pressive powet.

ery [o]-variant of every variable assignment satisfies SCL is thus in a very precise sense a “conservative”
extension of traditional first-order logic; it encompasses
5. SCLAND TRADITIONAL FOL traditional first-order logic in all its many guises, but al-

We conclude with an important observation about the WS as well for the definition of much more powerful and
lation between SCL and first order logic. Consider, gexible comformant languages. SCL thereby provides el-

following sentence from an unconstrained SCL langua§g@ant solutions to both the uniformity problem and the
L excess baggage problem.

(Vz)(Pz < =Qz) A (Vay)r =y REFERENCES
Becausel is unconstrained, ther(_a is no distinction bem The Common Logic Working Group,
tween predicate constants and individual constants. Hence,urL = hitp://cl.tamu.edu
all such terms denote individuals in the domain. Such lari2] KIF  Working  Group,  “Knowledge Interchange For-
guages are useful, recall, in contexts where properties and mat: Draft  proposed ~ American  National  Stan-
relations are themselves considered “first-class citizens” 9@~ (dPANS),”  NCITS.T2/98-004, URL =

. . L http://logic.stanford.edu/kif/dpans.html .
and hence are included the domain of individuals. By th@] Cth v?/. M. Kifer. and D. SPWarren “HiLog: A Foundation for

“Common Logic Standard,”

first conjunct in the above sentence, the individysaésd higher-order logic programmingJournal of Logic Programming
g that ‘P’ and ‘Q)’ denote individuals must be distinct, as  15(3), February 1993, pp. 187-230.
they must differ in their extensions. By the second cori#l The ~ Common  Logic ~ Working  Group,  "Ab-

stract Syntax and Semantics for SCL,” URL =

junct, however, there is exactly one individual, and hence http/cl.tamu.edu/docs/scliscllatest html

p andq cannot be distinct. Therefore, the sentence is false

in all interpretations of..* DEPARTMENT OFPHILOSOPHY, TEXAS A&M U NIVERSITY, COL-
This might lead one to charge that SCL's model the€EGE STATION, TX 77843-4237

ory does violence to the logical properties of traditional E-mail addresscmenzel@tamu.edu

first-order logic. But it does not. The logical proper- [HMC, UNIVERSITY OF WESTFLORIDA, PENSACOLA, FL 32501

ties of the sentence above change only with respect toE-mail addressphayes@ihmc.us

SCL languages that incorporate features that extend tra-

ditional first-order languages. Considered as a sentence

of a TFO language (and many others midway between

TFO and unconstrained), the the sentence is satisfiable

relative to SCL's model theory no less than it is in tra-

ditional “Tarskian” model theory. More generally, then:

The logical properties of TFO languages — those SCL

language with no sequence variables, no variably polyadic

predicates, no type-freedom, and no variables in predicate

position — aradenticalregardless of whether they are in-

terpreted according to the usual Tarskian semantics or ac-

cording to SCL semantics; a formula of such a language

will be true in all SCL interpretation iff it is true in all

Tarskian interpretations. (The proof of this is quite sim-

ple, as it is easy to transform one type of interpretation

into the other in a way that preserves truth.) Moreover, if

one is unhappy with the differences in logical properties

“We thank lan Horrocks for the example, who came up with it to
illustrate his dissatisfaction with an earlier incarnation of SCL. In that
incarnation, there was no distinction between predicate and individual
constants in any SCL language, and hence the sentence above turned out
to be logically false. This pointed out an admittedly disturbing discoR————
nect between the logical properties of SCL sentences relative to SCL's SBriefIy, one introduces new predicaté®lds., for all n and maps
model theory and their logical properties relative to traditional Tarski@very atomic sentence”(t¢1,...,tn)" of the non-TFO language in
model theory. Revisions since then have added flexibility to SCL thahich ‘P’ is serves as both an individual and predicate constant into
undermines this objection. the sentencef{olds(P, t1,...,tn)".
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Abstract. In this paper we present the basic ideas un-
derlying a solution for software application interoperabil-
ity in abusiness context. Key elements of our solution are
a Reference Ontology, aimed at modelling the key aspects
of a business domain, and a Semantic Annotation Lan-
guage, SMAIL, used to associate semantic expressions,
defined in terms of the reference ontology, to business
elements.

Keywords. Semantic annotation, formal languages,
ontology, business, interoperability.

1 Introduction

The considerable impact of the Internet on com-
puter interconnection raised a high expectation in
the area of application software interoperability.
However, the experience shows that, despite the
advances of current technology, two different leg-
acy systems hardly can cooperate to carry out a
common business task, even if data and procedures
deal with the same business entities.

Our work is based on the idea that, to achieve in-
teroperability among different systems, it is neces-
sary to expose the actual semantics of data and
programs, often deeply concealed by superficial
differences, such as naming, syntactic and structural
discrepancies.

To provide an effective solution to this problem
it is necessary to shift towards a semantic level of
interaction, i.e.,, semantic interoperability; to this
end we need to make explicit the semantics hidden
in, eg., an application interface. A promising ap-
proach to achieve semantic interoperability requires
the use of a Reference Ontology (RO) and a Seman-
tic Annotation Language, based on the former.

Semantic Annotation (SA) has been proposed in
literature mostly to annotate documents and web
pages [SeWeb]. Only few proposals are aimed at
the creation of additional structures that represent
(in a formal, controlled way) the semantic content

of a web resource (e.g., a document, a business

process or an eService).

Among typical applications of semantic annotation,

we can find:

- Document Management, for semantic search;

- Knowledge Management, for organization and
retrieval of enterprise knowledge;

- Web Services publishing and discovery, with se-
mantic matchmaking of requested and offered ser-
vices,

- Semantic Interoperability, by annotating local
resources (information and processes) to support
business cooperation among enterprise software
applications.

In the literature, the first two applications have

attracted most of the attention. They are addressed

by solutions referred to as “human-oriented”
annotations. This kind of annotation solutions are
provided by systems such as Annotea [KPSO1],

Annotation System for Semantic Web [VR02],

Trellis [GV02]. Such systems are interactive

environments that allow users to add, in a

descriptive way (plain text), an annotation

representing the content of the documents.

A second important class is represented by the
solutions referred to as “machine-oriented” annota-
tions. This kind of SA is provided by systems such
as MnM [VM*02], SMORE [KP*02], SHOE
Knowledge Annotator [LS*97], COHSE [BGO01].
These solutions aim at representing, in a formal
way, the conceptual content of a given web re-
source. The user annotates segments of text, typi-
cally in a web page, using tags based on the con-
cepts defined in an Ontology. This activity is known
as “ontology driven mark-up”.

Our work evolves along the second line, since we
propose a solution for ontology-driven semantic
annotation, aimed at the interoperability of software
applications in an e-business context. The main
difference, with respect to the previously mentioned

1 Thiswork was partially supported by IST European Project Harmonise



tools, is that they mainly aim at enriching a web
page, embedding the SA in the document itself. Our
method allows formal, ontology-based, structures to
be created externaly (but tightly connected) to the
web resource, on the line of the OntoMat Annotizer
[HS02, HS03] approach. We refer to this formal
structure as the “semantic image” of the resource. In
this way, the annotation, being not embedded, can
be associated to any kind of resource, such as a
video, a sound, or aweb service. Furthermore, start-
ing from a collection of web resources, it is possible
to gather their semantic images to build a semantic
index for a Semantic Web architecture. Semantic
search and matchmaking can be implemented for
fast retrieval of web resources, based on the actua
knowledge they carry.

Another important characteristic of our approach
is that the proposed annotation language is tightly
controlled, based on a reference ontology that, in its
terminological content, is part of the language.

2 Semantic Annotation for Enterprise In-
ter oper ability

The goal of interoperability is to alow different
software applications to exchange data and services,
despite the fact that the two software systems were
not originally conceived for cooperation. It is well
known that, even if data and procedures deal with
the same business entities, existing software appli-
cations exhibit deep differences in their interna
organization, database schemas, software architec-
tures, and other important technical characteristics,
that hinder a smooth cooperation.

To solve such a problem, it is necessary to iden-
tify the business entities addressed, i.e., the seman-
tics of the information elements and operations that
are involved in the cooperation, beyond the syntac-
tic and structural differences.

The problem that we address bears some similar-
ity with the area of heterogeneous information
sources integration, addressed in the database field.
In this area, two basic approaches have been pro-
posed: global-asview (GAV) [MP*97, TRV98,
GB*99] and local-as-view (LAV) [Hal01, Lenz02].
The LAV approach (for information interoperabil-
ity) implies that each application system interacts
with any other system asif its own data organisation
was the only existing solution, i.e., asif all the other
software applications were organised in the same
way. The LAV approach [KLS95, AD98, CD*01]
does not require a global schema to be built, but the
existence of a common view of the business sce-
nario where the cooperation takes place. This com-
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mon view, in our approach, is represented by a
shared Reference Ontology (RO). The RO, built by
a team of domain experts, provides precise and
formal (therefore, computer processable) definitions
of relevant (for the business context) domain enti-
ties. The terminological component is used to anno-
tate the resources managed by the cooperating sys-
tems.

In this paper we restrict the focus to information
interoperability; the set of information elements of a
given software application, participating in the
interoperability process, will be referred to as PLCS
(Public Loca Conceptua Schema).

2.1 The Annotation Process

The semantic annotation process is a critical one; it
represents a first phase in which a given legacy
system is confronted with its inherent inclination to
interoperate within a given business community. In
fact, the reference ontology RO is assumed to be a
proper representation of the business domain, and in
particular of the part that will be involved in the
networked business activities. It is fair to assume
that a given information or service that is not de-
fined in the RO is not of interest of the community.
Therefore, in the semantic annotation process, a
PLCS element that cannot be annotated is assumed
to be (at that moment) of scarce interest for the
networked business. But, since the reality continu-
ously evolves, we assume that suitable mechanisms
will be implemented to update the RO whenever a
sufficient consensus is reached in order to modify it.

Besides the cases where some PLCS elements
fall outside the (ontological) scope of the business
domain, there are other cases where an annotation
that precisely captures the intended meaning of a
PLCS element is not possible. We refer to these
cases as “annotation mismatches’. In fact we can
have:

L ossless annotation: when the annotation fully cap-
tures the intended meaning,

L ossy annotation: when the annotation fails to fully
representing the intended meaning.

In the first case, a PLCS element exactly corre-
sponds to a concept in the RO or its meaning can be
precisely expressed by a suitable composition of
concepts. In the second case, the meaning of a
PLCS element does not have a matching concept in
the ontology, nor the possibility of compositionally
express it, since either:

- the intended meaning is outside the scope of
the RO;



- the PLCS element is not sufficiently refined
(i.e., it does not match the accuracy level of
the ontology) (under specification)

- the PLCS element present a level of refine-
ment not deemed useful, that does not match
the level of refinement of the RO (overspecifi-
cation).

Annotation mismatches may derive from different

organizations of information in the PLCS and RO,

but also from different views of the world. How-
ever, having in mind a specific concept (or a set of
concepts), represented in two different models,
there are a limited number of possible divergences.

We have a first list of differences that the knowl-

edge engineer must consider in annotating a PLCS.

We present them divided in the two broad catego-

ries previously introduced: lossless and lossy (see

an excerpt in Table 1).

L osdess mismatches

different labels for the same content
(the attribute names Name and Denomi-
nation to indicate a hotel name)
different formats of data or units of
measure (a Price expressed in dollars
and in euro)
different structures for the same content
(an Address represented as a string or a
composition of the Street name, and
Sreet_number fields)

L ossy mismatches
different content denoted by the same
concept - typically expressed by enu-
meration (the hotel services concept
described by different enumeration
items)

Path-Naming

Encoding

Sructuring

Content

Coverage presence/absence of information (the
mobile phone in the PLCS, but not in

the RO)

Precision the accurecy of information (the dis-
tance expressed by an integer value or

by strings such as near, far)

Abstraction | level of specialisation refinement of the
information (the distinction bw indoor
and outdoor swimming pool versus a

generic swimming pool concept)

Granularity |level of decomposition refinement of
the information (the restaurant repre-

sented as a whole or as an aggregation

of aterrace and an indoor_rooms)

Table 1. Sorts of mismatches

Semantic annotation is a critical process that re-
quires deep knowledge on the domain, the RO and
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the legacy system. Given a software application,
and in particular its Public Loca Conceptual
Schema, its semantic annotation is accomplished by
performing the following steps:

- Identification of the PLCS elements. The first step
consists in the identification of the elements, es-
sentialy information (provided or reguested),
necessary for the system to participate in the co-
operation with other systems.

I dentification of the intended meaning. Then, each
PLCS element is clearly assigned with an “intui-
tive" semantics, by associating the business ele-
ments represented (informal annotation).
Identification of the related concepts in the RO.
The most appropriate concepts that express the
intended meanings are then chosen.

Definition of the semantic expressions. By using
the selected RO concepts, an expression that
specifies the intended meaning is constructed. For
each PLCS element, the best fitting annotation
expression is built (formal semantic annotation
expressions).

- Semantic  coverage assessment. The intended
meaning of the PLCS element is contrasted with
the semantic annotation expression, to see if there
isany loss of semantics.

Association of the semantic annotation expres-
sions to the PLCS elements. Finaly, each seman-
tic annotation expression can be associated to the
correspondent PLCS element, using the correct
connective (for lossless or lossy cases). In the fol-
lowing section, this process is further elaborated.

3 SMAIL: a Controlled Semantic Annota-
tion Language

To create the semantic annotation expressions, we
propose to use SMAIL (Semantic Mediation and
Application Interoperability Language).

It is important to note that SMAIL is character-
ized by a closed vocabulary. This means that, unlike
the other annotation languages, the user cannot
define higher own terms nor named concepts. The
sentences of SMAIL can be constructed only using
the terms (i.e., concepts) defined in the Reference
Ontology. A naming policy, inventing labels for
variables, subroutines, relation names, etc., is one of
the most critical aspects of the development of an
information system. For this reason, one of the main
characteristics of SMAIL isthe fact that, in building
a semantic expression, the user needs to look at the
ontology and can only select terms denoting defined
concepts. Therefore the terminological elements of



the ontology become part of the language; the gen-
eration of the annotation expressions is performed
by a composition and/or transformation of ontology
elements.

More in detail, an annotation expression is com-
posed of a left-hand-side and a right-hand-side. On
the left-hand-side only a name (or path) of an in-
formation element in the PLCS can appear; it identi-
fies the PLCS element to be annotated. On the right-
hand-side only ontology elements, and SMAIL
constructors, can appear. As anticipated we have
lossless and lossy annotations and we introduce
specific connectives to express these kinds of anno-
tation.

Lossless annotations can be expressed with a Se-
mantic Equivalence connective

PLCS_elem =: SA_expression

Lossy annotations can be expressed with
Over/Underspecification connectives

PLCS_elem >: SA_expression (Local Overspecification)
PLCS_elem <: SA_expression (Local Underspecification)
3.1 TheSMAIL Grammar

In the following we give a formal specification of
the SMAIL language by defining the grammar that
generatesit.
Ggyar = (N,T,P,Z)

where

- Nisthe set of non-terminal symbols,

- T isthe set of terminal symbols, where labels

are terms in the ontology

- Pistheset of production rules,

- X isthe start symbol.
In Fig.2,3 the element of the 4-tuple are presented
in detail. Terminal symbols are in italic, while non-
terminal symbols are in UPPER CASE.

~ N = {SE,OE,OE_SEQ,COND, EXP}

- T=V,wOCAuDU{Le}
~ V= set of the ONTOLOGY TERMS

-0={,;,80d,0r,(,)}

- A={> >= <<= 5 ++%/%}

~ p={0.9}

Figure 2: Nonterminal and Terminal setsfor G,
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SE:=1
| EXP
EXP ::= OE COND
| OE_SEQ COND

| ARITM_EXP COND
| BOOL_EXP
OE ::= oelemn
OE_ SEQ ::= OF
| OE, OE_SEQ

ARITM_EXP ::= grammar for the arithmetic expressions, where the operands
are either ontology elements (oelem) or real numbers

BOOL_EXP ::= (EXP)
| (EXP) and BOOL_EXP
| (EXP) or BOOL_EXP

COND ::= g | ;..grammar for the boolean expressions, where the operands
are either ontology elements {oelem) or real numbers

.. oeleme V

Figure 3: Production rulesfor G,
Please, note that SMAIL is not intended for direct
use by a knowledge engineer. It is at the basis of the
annotation tool associated to SymOntoX [MTO02],
the Ontology Management System developed at
LEKS, IASI-CNR. Therefore, in actual applica
tions, the complexity of the annotation language is
shielded from the user by a friendly graphical user
interface. Furthermore, we are currently working on
aversion of OWL [GHO3] referred to as SMOWL,
to cast the annotation approach of SMAIL into an
XML-based ontology language.

4 A few examples

Some examples of semantic mismatches introduced
in Table 1 and the SMAIL expressions aimed at
solving them are shown in Tables 2-3. In the Ad-
dress case, a simple string is annotated with a con-
catenation of two strings. Please note that syntacti-
cal details, such as separators in the PLCS Address,
are not dealt with here since we focus on the seman-
tic aspect of annotation. Such implementation de-
tails will be addressed in later phases, when seman-
tic annotation will be used to build semantic adap-
tors for interoperability [MTO3]. Please note that the
nihil symbol (assumed to be defined in the RO) is
used to denote the undefinedness. Furthermore, the
Swimming Pool example, a concept Swvimming_Pool
is supposed to exist in the RO, defined as a gener-
alization of the Indoor_ Sw Pool and Out-
door_Sw_Pool concepts.



PLCS RO Mismatch
Hotel Hotel
Name: literal Denomination: literal Naming
Address: literal Address| Structuring
Street_name: literal
Street_number: literal]
Services: enum (‘security box’, ‘hamam’, | Services: enum (‘safe’, ‘sauna’, ‘ironing | Content
‘parking’) center’)
Telephone: literal Contact_Info [ Coverage,
Mobile-phone: literal Phone: literal Structuring,
Fax: literal Fax: literal Naming
Email: literal]
Location: enum (‘near city’, “far city’, | Location [ Precision
‘near airport’, “far airport’) Distance: literal
from: enum (“city’, “airport’)]
SwimmPool: enum (‘yes’, ‘no’) Facilities: [ Abstraction,
Indoor_Sw_Pool: enum (‘yes’, ‘no’) Structuring,
Outdoor_Sw_Pool: enum (‘yes’, ‘no”)] Naming
Restaurant: enum (‘yes’, ‘no’) Restaurant: [ Granularity
Terrace: enum (‘yes’, ‘no’)
Indoor Room: enum (‘yes’, ‘no’)]
Table 2: Mismatches examples
Semantic Annotation Mismatch
PLCS.Hotel.Name=: RO.Hotel.Denomination Naming

PLCS.Hotel.Address.Location =:

RO.Hotel. Address.Street_name, RO.Hotel. Address.Street_number

Structuring

PLCS.Hotel.Location(“ near airport”) =:

PLCS.Hotel.Services(“ security box”) =: RO.Hotel.Services(* safe”) Content
PLCS.Hotel.Services(* hamam”) =: RO.Hotel.Services(* sauna”)

PLCS.Hotel.Services(“parking”) <: O

PLCS.Hotel.Mobile-phone <: [ Coverage
PLCS.Hotel.Location(" near city”) =: (RO.Hotel.Location.From(* City”)) and Precision

(RO.Hotel.Location.Distance(); RO.Hotel.Location.Distance<=2 )
(RO.Hotel.Location.From(“ Airport”)) and
(RO.Hotel.Location.Distance(); RO.Hotel.Location.Distance<=2)

PLCS.Hotel.SwimmPool =: RO.Hotel.Facilities.Swimming_Pool

Abstraction

The ontology is richer than the PLCS

Granularity

Table 3: Semantic annotation examples

5 Conclusions

In this paper we briefly presented the main issues of
SMAIL, an ontology-based semantic annotation
language conceived for semantic interoperability
among software applications. The proposed lan-
guage is used to assign meaning to elements of
legacy systems that are exchanging information
with each other. Semantic annotation is the first,
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preliminary phase, to allow semantic interoperabil-
ity.

The proposed language is based on a Reference
Ontology that determines the expressions that can
be built. In this way any possible expression has a
precise, unambiguous semantics. SMAIL is, there-
fore, a controlled language with a closed, ontology-
based, vocabulary.



Along this line, a first solution for semantic in-
teroperahility has been developed within the Euro-
pean Project Harmonise [Harmo],[Miss*03], that
originated the presented work.
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Abstract. We discuss current approaches that, for the sake ofThe ISO/IEC 2382 Information Technology Vocabu-
automation, provide formal treatments to the problem of semaary defines interoperability as “the capability to commu-
tic interoperability and integration, and we reflect upon the sujticate, execute programs, or transfer data among vari-
ability of the Barwise-Seligman theory of information flow as g5 functional units in a manner that requires the user to
candidate for a theoretical framework that favours the analygjgye little or no knowledge of the unique characteristics
and implementation of semantic interoperability scenarios. of those units.” In a debate on the mailing list of the IEEE
Standard Upper Ontology working group, a more formal
! approach to semantic interoperability was advocated: Use
1 Introduction logic in order to guarantee that after data were transmitted
from a sender system to a receiver, all implications made
In a large-scale, distributed, and often deregulated enlgy one system had to hold and be provable by the other,
ronment such as the World Wide Web, systems integenid there should be a logical equivalence between those
tion is seen as the viable solution in order to cross orgamplications!
isational and market boundaries and hence enable appliwith respect to integration, Uschold and i®mger
cations deployment in a wide variety of domains, ranginggue that “two agents are semantically integrated if
from e-commerce to e-Science Grid projects. Althoughey can successfully communicate with each other” and
systems integration has been studied and applied for yag “successful exchange of information means that the
in closed and controlled environments within organisggents understand each other and there is guaranteed ac-
tional boundaries and vertical market segments, the sitdgracy” [25]. According to Sowa, to integrate two ontolo-
tion is quite different in the emergent Semantic Web [17ies means to derive a new ontology that facilitates inter-
One of the ambitious goals of the Semantic Web is feperability between systems based on the original ontolo-
systems to be able to exchange information and servigfss, and he distinguishes three levels of integration [22]:
with one another in semantically rich and sound wayslignment—a mapping of concepts and relations to indi-
[4]. The semantics, being a key aspect of the Semandiste equivalence—partial compatibility—an alignment
Web, should therefore be exposed, interpreted, and ugest supports equivalent inferences and computations on
to enable services and to support distributed applicatiogguivalent concepts and relations—, amuification—a
This means that semantics should be understood, vefe-to-one alignment of all concepts and relations that al-
fied against an agreed standard, and used to endorsel@nd any inference or computation expressed in one on-
validate reliable information exchange. These high-|e\/[@|ogy to be mapped to an equivalent inference or compu-
goals were similar to those pursued within the context gftion in the other ontology.
database schema and information integration, where the,jyhq,,9h these definitions of semantic interoperability
problem of semantic heterogeneity among different dafgq integration are by no means exhaustive, and despite
sources had to be tackled [21, 9]' If these goals W, piyrred distinction between these two concepts, they
achieved, two systems could be interoperable, moreovgs jngicative of two trends: on one hand, we have delib-
semantically interoperable. erately abstract and rather ambiguous definitions of what
semantic interoperability and integration could potentially

; . . achieve, but not how to achieve it; and on the other hand,
Semantic Interoperability and Integration we have formal and mathematically rigorous approaches,

Semantic interoperability and semantic integration afg1ich allow for the automatisation of the process of es-
much contested and fuzzy concepts which have been u&Rlishing semantic interoperability and integration.

over the past decade in a variety of contexts and works.

As _re_ported in[17],in agjdltlon, both terms are of_ten used ipessage thread on the SUO mailing list initiated at
indistinctly, and some view these as the same thing.  http:/suc.ieee.orglemail/msg07542.html
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2 Formal Approaches to ment s classified to a concept symbol if it contains a refer-
i il ence that is relevant to the concégtor FCA-Merge, two
Semantic Interoperablllty concepts are considered equivalent if, and only if, they

" . _classify exactly the same set of documents.
The above definitions also reveal a common denominator, fy y

that of communication For two systems to interoperate Menzel makes similar objections to the use of first-
there must be an established form of communication apigler equivalence and proposes an axiomatic approach
the right means to achieve this efficiently and effectiveli?stead, inspired on property theory [24], where entail-
To provide the means for the former, practitioners hafent and equivalence are not model-theoretically defined,
been studying and applying consensual formal represeridt axiomatised in a logical language for ontology theory
tions of domains, like ontologies; these act as the proto¢&p]-

to which systems have to agree upon in order to estabSecond, since model-theory does not provide proof
lish interoperability. However, there is an ongoing debajgechanisms for checking model equivalence, this has to
with regard to the later means. The argument goes lisg done indirectly via the theories that specify the mod-
that: Having established a protocol to which communicais. This assumes that the logical theories captured in the
tion will be based, i.e., ontologies, what is the best way #itologies are complete descriptions of the intended mod-
effectively make those semantically interoperable anddp (Uschold and Gminger call theseerified ontologies
integrate them? [25]), which will seldom be the case in practice.

A practical angle of viewing this problem is when we Furthermore, Co#&a da Silva at al. have shown situ-

focus on the notion of equivalence. That is, we WouQions in which even a common verified ontology is not

lt'rlfe to testabhsh dson;)e sort q[]IC ct(;]rrgspotn(;lence 28“’\’ ugh, for example when a knowledge base whose in-
€ systems, and subsequently théir ontologies, o m nce engine is based on linear logic poses a query to a

them interoperable and that could be done by reaspowledge base with the same ontology, but whose infer-
ing about eql_uvalent constructs of the two Ontomg'gﬁnce engine is based on relevance logic [6]. The former
However, equivalence is not a formally and consensu Hould not accept answers as valid if the inference carried

agreed term, r_1e|ther do we haye mechanisms for d0'<5\9t in order to answer the query was using the contraction
that. Hence, if we are to provide a formal, Ianguagﬁq-fe

. . . o, rence rule, which is not allowed in linear logic. Here,
!ndepen_dent mechanism of semantic mtero_perablllty af\%jo concepts will be equivalent if, and only if, we can in-
integration, we need to use some formal notion of eqUINg; o o o1l the same set of consequences on their distinct
lence. And for a precise approximation to equivalence t erence enai

. : ; gines.
obvious place to look at is Logic. . _

In this sense first-order logic seems the natural choice:-ast, but certainly not least, first-order model theory
Among all logics it has a special status due to its expré¥@s originally devised for mathematics in order to pre-
sive power, its natural deductive systems, and its intuitigés€ly describe the mathematical conceptsrath and
model theory based on sets. In first-order logic, equiRto0f This semantics proved ill-suited for tackling prob-
alence is approximated via the precise model-theord@s which lay outside the scope of the mathematical
concept offirst-order equivalence This is the usual ap- "€@lm, such as common-sense reasoning, natural language
proach to formal semantic interoperability and integrf0cessing, or planning. Since the early days of Al, the
tion; see e.g., [3, 5, 16, 25]. In Ciocoiu and Naugommunl_ty_has been exploring several extensions of first-
treatment of the translation problem between knowledggler logic in order to overcome these shortcomings [8].
sources that have been written in different knowledge rep-But in spite of despising a model-theoretic approach to
resentation languages, semantics is specified by meansepfiantic interoperability, we want to step back and re-
a common ontology that is expressive enough to interpfigict on the necessity of settling upon a particular under-
the concepts in all agents’ ontologies [5]. In that scenaritanding of semantics for the sake of formalising and au-
two concepts are equivalent if, and only if, they share edcomating semantic interoperability. A careful look at the
actly the same subclass of first-order models of the coseveral formal approaches to semantic integration men-
mon ontology. tioned above reveals many different understandings of se-

But this approach has its drawbacks. First, such fanantics depending on the interoperability scenario under
mal notion of equivalence requires the entire machineryansideration. Hence, what we need in order to success-
first-order model theory, which includes set theory, firstully tackle the problem of semantic interoperability is
order structures, interpretation, and satisfaction. This amt so much a framework that establishes a particular se-
pears to be heavyweight for certain interoperability scevantic perspective (model-theoretic, property-theoretic,
narios. Madhavan et al. define the semantics in termsimgtance-based, etc.), but instead we need a framework
instances in the domain [14]. This is also the case, filmat successfully captures semantic interoperability de-
example, in Stumme and Maedche’s ontology mergispite the different treatments of semantics.
method, FCA-Merge [23], where the semantics of a con-
cept symbol is captured through the instances classified to
that symbol. These instances are documents, and a docWThis is done by means of a linguistic pre-analysis.
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An Information-Centred Approach The flow of information between components in a dis-

] ) tributed system is modelled in channel theory by the way
In this paper we observe that, in order for two systemsge various IF classifications that represent the vocabu-
be semantically interoperable (or semantically integratggl)y and context of each component are connected with
we need to align and map their respective ontologies su@th other througlinfomorphisms An infomorphism
thatthe information can flow Consequently, we believer — (f~ ) . A = B from IF classificationsA to B is
that a satisfactory formalisation of semantic interoperabi-contravariant pair of functionf : typ(A) — typ(B)
ity can be built upon a mathematical theory capable ghd s~ : tok(B) — tok(A) satisfying the following fun-
describing under which circumstances information flowamental property, for each typee typ(A) and token
OocCcurs. be tOk(B)

Although there is no such theory yet, the most promis- R

ing effort was initiated by Barwise and Perry with situa- o % (a)
tion semantics [1], which was further developed by Devlin l

[
into a theory of information [7]. Barwise and Seligman’s Fa e
channel theory is currently the latest stage of this endeav- f(0) <f—* b
our [2], in which they propose a mathematical model that
aims at establishing the laws that govern the flow of infor- F) Eaa iff bEp f(a)

mation. It is a general model that attempts to describe the . )
information flow in any kind of distributed system, rangA distributed IF systemA consists then of an indexed
ing form actual physical systems like a flashlight connedamily cla(A) = {A;};c; of IF classifications together
ing a bulb to a switch and a battery, to abstract systeMi#h a setinf(A) of infomorphisms all having both do-
such as a mathematical proof connecting premises and f@in and codomain inla(A). _
pothesis with inference steps and conclusions. Barwisé® basic construct of channel theory is that of an
and Seligman’s theory is therefore a good place to strtchannet—two IF classificationsA and B connected
establishing a foundation for formalising semantic intetrough a core IF classificatiod via two infomorphisms
operability. fandg:
In channel theory, each component of a distributed ~ typ(C) )
systems is represented by @R classification A = f g
L — \ S~
(tok(A),typ(A),=a), consisting of a set otokens typ(A) | o typ(B)
tok(A), a set otypestyp(A) and aclassification relation | | |
=aC tok(A) x typ(A) that classifies tokens to typés. Eal tok(C) (=
It is a very simple mathematical structure that effectively I L{ T~ |
captures the local syntax and semantics of a community tok(A) 7 typ(B)

for the purpose of semantic |n_te.roperab|llty.” This basic construct captures the information flow be-
For the problem of semantic interoperability that coRy een component and B. Crucial in Barwise and
cerns us here the components of the distributed systegagigman's model is that it is the particular tokens that

are the ontologies of the communities that desire to Colyy information and that information flow crucially in-
municate. We model them as IF classification, such thf?)tives both types and tokens.

the syntactic expressions that a community uses to compy, fact, as we shall see next, our approach uses this

municate constitute the types of the IF classification, agg,qe| to approximate the intuitive notion of equivalence
the meaning that these expressions take within the conlgxtessary for achieving semantic interoperability with the
of the community are represented by the way tokens aj@ qise notion of a type equivalence that is supported by
classified to types. Hencthe semantics is characteriseqna connection of tokens from with tokens fromB

by what we choose to be the tokens of the IF classifi¢gzq,gh the tokens of the core IF classificatién This

tion, and depending on the particular semantic interopge,ides us with the general framework of semantic in-
ability scenario we want to model, types, tokens, and {i§,nerapbility we are after, one that accommodates differ-
classification relation will vary. For example, in FCAx ¢ understandings of semantics—depending on the par-
Merge [23], types are concept symbols and tokens pggyjarities of the interoperability scenario—whilst retain-
ticular documents, while in Ciocoiu and Nau's scenar|y the core aspect that will allow communication among

[S]types are expressions of knowledge representation lg@mmynities: a connection through their semantic tokens.
guages and tokens are first-order structures. The crucial

point is thatthe semantics of the interoperability scenario
crucially depends on our choice of types, tokens and th8r Semantic |nteroperabi|ity via

classification relation for each community Information Channels

3We are using the prefix ‘IF’ (information flow) in front of some . .
channel-theoretic constructions to distinguish them from their usueN€ K€y channel-theoretic construct we are going to ex-

meaning. ploit in order to outline our formal framework for seman-
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tic interoperability is that of alistributed IF logic This The IF theory we are after in order to capture the se-
is the logic that represents the information flow occurringantic interoperability between communitids and A,
in a distributed system. In particular we will be interested an IF theory on the union of typegp(A1) U typ(As)
in a restriction of this logic to the language of those conthat respects the local IF classification systems of each
munities we are attempting to integrate. As we proceemymmunity—the meaning each community attaches to its
we will hint at the intuitions lying behind the channelexpressions—but also interrelates types whenever there is
theoretical notions we are going to use; for a more ia-similar semantic pattern, i.e., a similar way communi-
depth understanding of channel theory we point the intéies classify related tokens. That is the type language we
ested reader to [2]. speak in a semantic interoperability scenario, because we
want to know when type: of one component corresponds
to a types of another component. In such an IF theory a
sequent likex - 3, with « € typ(A1) andg € typ(As),
Suppose two communitied; and A, need to interoper- would represent an implication of types among commu-
ate, but are using different ontologies in different ontolaities that is in accordance to how the tokens of different
gies. To have them semantically interoperating will me@mommunities are connected between each other. Hence,
to know the semantic relationship in which they stand &oconstrainte - 3 will represent that every is a g, to-
each other. In terms of the channel-theoretic context, thisther with a constrairit - « we obtain type equivalence.
means to know atF theory that describes how the dif- Putting the idea of an IF classification with that
ferent types fromA; and A, are logically related to eachof an IF theory together we get alr logic £ =
other. (tok(L),typ(L), =e,Fg, Ng). It consists of an IF classi-
Channel theory has been developed based on the fizationcla(£) = (tok(L), typ(L), =¢), aregular IF the-
derstanding that information flow results from regularitiezry th(£) = (typ(£),F¢) and a subset aVg C tok(L)
in a distributed system, and that it is by virtue of regwf normal tokens which satisfy all the constraints of
larities among the connections that information of son&(£); a tokena € tok(L) satisfies a constraift - A
components of a system carries information of other cowf-th(£) if, whena is of all types inl, a is of some type
ponents. These regularities are implicit in the represent@-A. An IF logic £ is soundif Ng = tok(£).
tion of the systems’ components and its connections as IF
class_ifications gnd infomorphisms, but, in order to deri\ﬁistributed IF Logic
a notion of equivalence on the type-level of the system we
need to capture this regularity in a logical fashion. This&he sought after IF theory is the IF theory of the dis-
achieved with IF theories and IF logics in channel theonyibuted IF logic of an IF channel
An IF theoryT = (typ(T"),F) consists of a setyp(T')

IF Theory and Logic

of types, and a binary relatioh between subsets of n >C 5
typ(T). Pairs(l', A) of subsets ofyp(T") are calledse- TN
quents If T+ A, for I, A C typ(T), then the sequent A, A

I' = Ais called aconstraint 7T is regular if for all . .
a € typ(T) and all setd, T', A, A’, ¥/, %0, ¥, of types: that represents the information flow betwekn and A..
. This channel can either be stated directly, or indirectly by

1. Identity: a - o some sort of partial alignment @, andA..

2. Weakeningif T' - A, thenl', TV = A, A’ The logic we are after is the one we get fromovinga

3. Global Cut: If I, F A,Y¥, for each partition 0gic on the coreC of the channel to the sum of compo-
(S0, %) of ¥/, thenl - A4 nentsA; + A,: The IF theory will be induced at the core

i . . . of the channel; this is crucial. The distributed IF logic is

Regularity arises from the observation that, given afyeinverse imagef the IF logic at the core.
classification of tokens to types, the set of all sequentsgjyen an infomorphisny : A = B and an IF logic
that are satisfiedby all tokens always fulfil these threep on B, theinverse imagef—![£] of £ underf is the IF
properties. In addition, given a regular IF thedfywe |ogic on A, whose theory is such th@t - A is a con-
can generate a classificatiofia(T) that captures the reg-syraint ofth(f~1[g]) iff £[T] F f7A] is a constraint of
ularity specified in its constraints. Its tokens are partitiopg(¢), and whose normal tokens aré; 1o = {a €
(', A) of typ(T) that arenot constraints of", and types yok(A) | a = f*(b) for someb € N¢}. If fis surjective
are the types df’, such thatl', A) [=cia(r) @iff @ € T'° on tokens and: is sound, therf ~[£] is sound.

4A partition of 3 is & pair (S, $1) of subsets ob/, such that . Thg type and tokens system_at the core and the IF c.Ias-
SoUS; = X andSo N2; = 0; Yo andX; may themselves be Sification of tokens to types will determine the IF logic
empty (hence it is actually a quasi-partition). at this core. We usually take theatural IF logic as the

°Defined further below. IF logic of the core, which is the IF logifog(C) gener-

°These tokens may not seem obvious, but these sequents code,iay from an IF classificatiof, and has as classification
content of the classification table: The left-hand sides of the these !

quents indicate which to which types they are classified, while the rigﬁi as regu"”“’_ theory the theory whose constraints are the
hand sides indicate to which they are not. sequents satisfied by all tokens, and whose tokens are all
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normal. This seems natural, and is also what happens . We distribute the IF logic to the sum of commu-
the various interoperability scenarios we have been inves- nity IF classifications to obtain the IF theory that de-
tigating. scribes the desired semantic interoperability.

Given an IF channel = {f12 : A;2 = C} and
an IF logic £ on its coreC, the distributed IF logic = These steps illustrate a theoretical framework and need
DLogc(£) is the inverse image of under the sum in- not to correspond to actual engineering steps; but, since
fomorphismsf; + fo : A; + Ay, = C. This sum is any effort to automatise semantic interoperability will
defined as followsA ; + A, has as set of tokens the Carteneed to be based to some extend on a formal theory of
sian product ofok(A ;) andtok(A5) and as set of typessemantic interoperability, we claim that a sensible imple-
the disjoint union ofyp(A ;) andtyp(A,), such that for mentation of semantic interoperability can be achieved
a € typ(Aq) and 3 € typ(Asz), (a,b) F=a,+a, « following this framework. In the next section we describe
iff a Fa, «, and{a,b) FEa,+a, B iff b Ea, B. how this information-centred approach has been applied
Given two infomorphismsf; » : A2 = C, the sum to various realistic interoperability scenarios.
f1 + fg : A+ Ay, 2 Cis defined by(f1 + fQ)A(Oz) =
fi(a) if(%)e A;and(fi + f2)"(¢) = (f1(c), f2(c)), for
c € tok . ; ; ;

It is interesting to note that since the distributed Ié Exploratlons and Appllcatlons

logic is an inverse image, soundness is not guaranteedréZ]
r

which means that the semantic interoperability is not rg- Significant effort to develop an information-centred

liable in general. Even it 4~ 3 in the IF logic, there amework around the issues of organising and relating

might be tokens (instances, situations, models, possiPiHomg'es is Kent's Information Flow Framework (IFF)
worlds) of the respective components for which this (41 13]- IFF uses channel theory in that it exploits the
not the case. Reliable information flow is only achieveggntral distinction between types and tokens, in order to
for tokens that are connected through the core. The ally describe the _stablhty and dynamism O.f concep-
in which infomorphisms from components to the corgfal knowledge organisation. Kent also describes a the-
are defined in an interoperability scenario is crucial. frétical two-step process that determineseaee ontol-
these infomorphisms are surjective on tokens, then of community connectioeapturing the organisation
distributed IF logic will preserve the soundness of tHd conceptual knowledge across communities. The pro-
IF logic of the core. Proving the token-surjectiveness §§SS Starts from the assumption that ¢benmon generic

hence a necessary task in order to guarantee reliableoggp_k?gyi.S specified asan IF the_ory and that the several
mantic interoperability. participating community ontologiesxtend thecommon

In this sense. in Stumme and Maedche’'s FcAleneric ontologyaccording to theory interpretations, and

Merge scenario [23] reliable semantic interoperability fonsists of the following steps: Kiting stepfrom IF the-
achieved, because tokens are shared among comm@ffS to IF logics that incorporates instances into the pic-

ties, and hence all infomorphisms have the identity as {{¥€ (Proper instances for the community ontologies, and
o calledformal instancegor the generic ontology); fu-

token-level function, which is obviously surjective. Bup' ; . :
this is not the case in Ciocoiu and Nau's treatment Bfon Stepvhere the IF logics of community ontologies are

knowledge source translation [5], where reliable semafiiked through aore ontology of community connections

tic interoperability is only achieved when sticking to first¥Nich depends on how instances are linked through the

order models of the common ontology, which play the roffNcepts of the common generic ontology. IFF is cur-

of tokens of the core of an IF channel, that connect tfNtY further developed by the IEEE Standard Upper On-

models of the various knowledge sources. tology working group as a meta-level foundation for the
development of upper ontologies [12].

. - Very close in spirit and in the mathematical founda-
Four Steps Towards Semantic Interoperabilitysjons of IFF, Schorlemmer studied the intrinsic duality of

To summarise, in order to achieve the semantic inter(ﬁﬂannel-theoretlc constructions, and gave a precise for-

erability we desire, for each scenario we will need to galisation to the notions dénowledge sharing scenario
through the following four steps: and knowledge sharing systefh9]. He used the cate-

] ) _gorical constructions of Chu spaces [18] in order to pre-
1. We define the various contexts of each community ¥sely pin down some of the reasons why ontologies turn
means of a distributed IF system of IF classificationgut to be insufficient in certain scenarios where a com-
2. We define an IF channel—its core and infomofpong’e”n.ed ontololgy IS not enpu%h f(])(r knO\I/vIedg?e .Sha:[
phisms—connecting the IF classifications of the vafid [6]. His central argument is that formal analysis o
ious communities nowledge sharing and ontology mapping has to take a
' duality between syntactic types (concept names, logical
3. We define an IF logic on the core IF classification afentences, logical sequents) and particular situations (in-
the IF channel that represents the information flogtances, models, semantics of inference rules) into ac-
between communities. count.
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Abstract

This paper describes a methodology for asso-
ciating, organizing, and merging large numbers
of independently developed information sources.
The hypothesis is that a multiplicity of ontol-
ogy fragments, representing the semantics of
the independent sources, can be related to each
other automatically without the use of a global
ontology. The methodology has been tested
by merging small, independently developed on-
tologies for the domains of Humans, Buildings,
and Sports. The methodology, which reinforces
common parts of the component ontologies and
deemphasizes unique parts, produces a consen-
sus ontology.

1 Introduction

A search for information will typically uncover
a large number of independently developed in-
formation sources—some relevant and some ir-
relevant. A common theme for refining searches
is the creation, use, and manipulation of ontolo-
gies for describing both requirements and sources
[2, 4, 6, 7, 9, 13, 16]. Unfortunately, ontolo-
gies are not a panacea unless everyone adheres
to the same one, and no one has yet constructed
an ontology that is comprehensive enough—even
given ongoing attempts to create one such as
[1, 10] and the Cyc Project [11], underway since
1984. Moreover, even if one did exist, it proba-
bly would not be adhered to, considering the dy-
namic and eclectic nature of the Web and other
information sources.

This paper describes a methodology for merg-
ing and, therefore, relating small, independently
developed ontologies automatically without the
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Figure 1: A typical small ontology used to char-
acterize an information source about people (all
links denote subclasses)

use of a global ontology. It is assumed that
the sites have been annotated with ontologoli-
cal information [14]—a representation consis-
tent with several visions for the Semantic Web
[3, 8]. The domains of the sites must be similar—
else there would be no interesting relationships
among them—but they will undoubtedly have
dissimilar ontologies, because they will have been
annotated independently.

2 Experimental Methodology

To assess the methodology, we asked each stu-
dent in a group of 54 computer science graduate
students to construct a small ontology for the
domain of Humans-People-Persons. A second
group of 28 students constructed small ontolo-
gies for the Buildings domain, and a third group
of 25 students developed ontologies for the Sports
domain. The ontologies were written in OWL [5]
and contained at least 8 classes organized with
at least 4 levels of subclasses; a sample ontology
is shown in Figure 1. In this and all other figures
the directed link is from superclass to subclass.
We merge the files in each of the three do-
mains using the syntactic and semantic informa-
tion available in the component ontologies. The
syntactic information is derived from the names
of the nodes, for which we employ various string-
matching techniques including detection of plu-
ral endings. The semantic information includes
the meaning of the subclass link in the ontolo-
gies, prefixes that indicate antonyms, and evolv-
ing sets of synonyms for matching nodes. The
synsets, which are used to track the progress of



merging and to monitor correctness, are seeded
from WordNet [12]. The details of the node-
merging algorithm are given in the Appendix.

Our system merges the component files one-at-
a-time into a resultant merged file. For each node
in the resultant file, we maintain a reinforcement
value, which indicates how many times the node
is matched as ontologies are merged. We also
maintain reinforcement values for class-subclass
links. The original work reported in [15] was
dependent on the ontology sequencing; the work
reported herein uses an algorithm that is commu-
tative with respect to the ordering of component
ontologies.

The enhanced algorithm also identifies and re-
moves circularities in the merged ontologies, en-
forces disjoint-class definitions that are specified
in the component ontologies, and identifies noun
“classifiers,” such as Apartment in Apartment-
Building to determine subclass relationships. For
noun-classifier identification, we use the heuristic
of matching the shorter node name (Building—
the candidate superclass) with the ending of
the longer string (ApartmentBuilding—the can-
didate subclass).

The identification of noun-noun pairs is not
straightforward if there is no space, hyphen,
or case change between the nouns. The string
“OfficeBuilding” is not recognized by WordNet,
which correctly identifies both “office building”
and “office-building.” Ontology builders need
a set of conventions for entering noun-classifier
knowledge. We prefer the use of “camel-case,”
which allows words to be easily extracted. With-
out such conventions, extraction becomes diffi-

cult. From “warmbloodedanimal,” one might
extract “war,” “warm,” “arm,” “blood,” “loo,”
“ode,” “animal,” “ma,” and “mal” to name a
few.

3 Results

In the Humans-People-Persons domain, the
component ontologies described 864 classes,
while the merged ontology shown in Figure 2
contained 389 classes in a single graph with a
root node of the OWL concept owl:Thing. All of
the concepts were related, i.e., there was some re-
lationship (path) between any pair of the merged
concepts.
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Figure 2: A portion of the ontology formed by
merging 54 independently constructed ontologies
for the domain Humans/People/Persons. The
entire ontology has 389 concepts related by 696
subclass links.

Next, we constructed a consensus ontology by
eliminating weakly reinforced nodes and links.
In filtering the merged file, we sorted the links
by their reinforcement values and found that, for
the most part, the strongly reinforced nodes were
associated with strongly reinforced links. This
finding, while not surprising, makes constructing
a consensus ontology more efficient.

The consensus ontology for the domain of Hu-
mans consists of 20 classes related by 25 subclass
links (see Figure 3). The class Humans and its
matching classes appeared 53 times (one of the
54 students used the term Sapiens(Man), which
failed to match the other nodes). The subclass
link from Mammals (and its matches) to Hu-
mans (and its matches) appeared 10 times. In
this figure, all nodes are reinforced at least 5
times and all links, except as noted, reinforced
at least 3 times. The weakly reinforced link
Female—Women could be omitted but illustrates
the transitive closure considerations, which are
discussed next.

We considered removing from our merged on-
tologies all transitive closure class-subclass links,
and reinforcing the remaining links. For exam-
ple, if A has subclass B, and B has subclass C,
then it appears needless to assert explicitly that
A has subclass C. However, this approach can
introduce results that clearly violate a consen-
sus view. In Figure 3, Humans has subclass Fe-
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Figure 3: The consensus ontology for the Hu-
mans domain formed by merging concepts with
common subclasses and superclasses from 54
component ontologies. The resultant ontology
contains 20 concepts related by 25 subclass links.

male with reinforcement 13, Female has subclass
Women with reinforcement 2, and the direct sub-
class link from Humans to Women has reinforce-
ment 6. Removing the direct link and reinforcing
the remaining links (as in Figure 4) would give
the Female—Women link a reinforcement value of
8—much stronger than the consensus view indi-
cates. Our conclusion was to abandon this pro-
cedure and leave link reinforcement values un-
changed.

Figures 5 and 6 show the results for the do-
mains of Buildings and Sports, which are based
on 28 and 25 component ontologies, respectively.
For these two domains, the reinforcement thresh-
old for concepts and links is 3.

4 Discussion, Limitations, and
Conclusions

A consensus ontology is perhaps the most use-
ful organization for information retrieval by hu-
mans, because it represents the way most people
view the world and its information. For example,
if most people wrongly believe that crocodiles are
a kind of mammal, then most people would find
it easier to locate information about crocodiles
if it were placed in a mammals grouping, rather
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Figure 4: The consensus is that the concept
Women is more strongly linked to Humans than
Female. Removing the direct link from Humans
to Women and reinforcing remaining links vio-
lates that consensus. Node and link reinforce-
ments are shown in parentheses.

than where it factually belonged.

Our results could be useful in the following sce-
nario: suppose a user, interested in a comparison
of the conductivity of aluminum versus copper
wire, initiates a simple search on the term con-
ductor. A recent Google”™ search for conductor
returned a ranked list of 1,980,000 Web pages,
some of which concern orchestra and railroad
conductors. Our methodology could be used to
construct a merged ontology from the small on-
tologies associated with each of the first 100 or
so pages. The merged ontology, centered on the
term conductor and revealing the three mostly
disjoint sub-ontologies for its three word senses,
would be presented to the user, as shown in Fig-
ure 7. Based on this, the user could select a node
to retrieve a page, or iterate by selecting a node
from which to initiate a refined search.

Our experiments and analysis are preliminary
and ongoing. However, the results so far sup-
port the hypothesis that a multiplicity of ontol-
ogy fragments can be related automatically with-
out the use of a global ontology. We used the
following simplifications in our work:

e We did not make use of the properties of the
classes, as would be the case for a complete
implementation of subsumption.

e Our string-matching algorithm did not use a
thorough morphological analysis to separate
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ingThing) appear in different branches of the on-
tology. The merged ontology is derived from 28
component ontologies.

the root word from its prefixes and suffixes.
We do, however, handle singular and plural
noun forms in most cases, and discriminate
between obvious antonym pairs.

e Noun classifiers were detected by a string-
matching heuristic. Breaks in compound
nouns need to be identified in a more prin-
cipled way, such has a blank space, hyphen,
or case change. Unfortunately our data sets
did not adhere to a uniform convention for
compound noun representation.

e We used only subclass-superclass informa-
tion, and have not yet made use of other
important relationships, notably partOf.

The technology developed by our research
would yield an organization of the received in-
formation, with the semantics of each document
reconciled. This is a key enabling technology
for knowledge-management systems. The tech-
nique could be applied off-line by search engines,
thereby providing ontologies that do not exist to-
day for refining queries.

Our premise is that it is easier to develop small
ontologies, whether or not a global one is avail-
able, and that these can be automatically and
ex post facto related. We are determining the
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efficacy of local annotation for Web sources, as
well as the ability to perform reconciliation qual-
ified by measures of semantic distance. The re-
sults of our effort will be (1) software components
for semantic reconciliation, and (2) a scientific
understanding of automated semantic reconcili-
ation among disparate information sources.

Conductor

Railroad
conductor

Electrical
conductor

Semiconductor

Aluminum

Copper

Figure 7: A merged ontology refines the do-
main concepts needed by users to satisfy their
requests.
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Node-Name Match-

ing Algorithm

Our principle technique for merging two ontolo-
gies relies on simple string and substring match-

ing.

The name of a node from one ontology is

systematically compared to each of the nodes
from another ontology using the following pri-
oritized rules:

If an exact match is found, then the com-
parisons cease and a value of 1.0 is assigned
as a match.

If the node names are antonyms of each
other, then the merging attempt is aborted.
We detect antonyms formed by prefixes such



as anti, dis, im, in, non, and un. In gen-
eral, antonym checking prevents some merg-
ers and produces a correspondingly larger
number of total classes compared to unin-
formed string matching. Antonyms are a
convenient way to subdivide concepts or do-
mains into subconcepts and opposites, and
were widely used in the student-produced
ontologies. For example, it is typical that
People might be divided into Students and
NonStudents, or Citizens and NonCitizens.

If the names are not identical, then we
check for plural pairs that follow the tradi-
tional rules of grammar such as building—
buildings, calf—calves, knife-knives, and
thesis—theses. The match value is set to 1.0
as if the node names were identical.

If the shorter string is wholly contained
at the end of the longer string, then the
nodes are not merged but the node with
the shorter string name is asserted to be a
super class of the node having the longer
name. For example, the string “Animal”
matches the end of the string “WildAni-
mal,” so “Animal” is assumed to a super-
class of “WildAnimal.”

Otherwise, the match value is based on the
extent to which the leading substring of the
shorter name matches the leading substring
of the longer name. For example, the first
five characters of “Animal” and “Animate”
are identical, and a match value of 5/7 =
0.71 is assigned.
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Introduction

Ontologies have often been proposed as a
solution to the semantic integration problem,
relying on the premise that a clear, high-quality
ontology can act as an interlingua in which
mappings between systems can unambiguously
be expressed [Smith and Welty, 2001]. While
this approach has not been realized in practice,
one recent development in ontology research has
been the specification of a formal methodology
for ontological analysis, OntoClean [Guarino and
Welty, 2002], that addresses the problem of
defining just what "high quality" is for
ontologies. Following this definition and
approach, a high quality foundational ontology,

Dolce, is being developed [Gangemi, et al, 2002].

While OntoClean appears to be a widely
accepted analysis tool in the scientific
community, there is still only a little evidence
that it can have impact on semantic integration”.
In fact, there appears to be a significant obstacle
in understanding the methodology, and even
without this "learning curve", significant manual
effort must be expended to employ the
methodology to develop actual "clean"
ontologies. Finally, there has been no clear
argument that such an expenditure will pay for
itself in the long run. Indeed, "Why does it
matter?" has been the most frequent criticism of
the OntoClean approach.

We report here some preliminary results from a
series of experiments using a knowledge-based
search system to test the impact of improving the
quality of ontologies on system performance.
The use of search as a test system provides a
well understood framework for empirical
evaluation, and gives an excellent opportunity to
address the, "Why does it matter?" question.

* OntologyWorks, a small company providing
database integration services, has a proprietary
analysis tool based on OntoClean
(www.ontogyworks.com).

Background

The field of ontology has been sorely lacking in
formal empirical analysis in general, however
there have been numerous evaluations of the
impact of structured knowledge (loosely
construed as ontologies) on IR and search
systems in general.

Most closely related to this work is the work of
Clark, et al, at Boeing [2000], in which a search
system was enhanced by employing an ontology-
like artifact (a thesaurus of terms with more
meaningful structure than a flat list of keywords).
This work showed that precision and recall
performance of a retrieval system can be
significantly increased by adding this kind of
information. It is important to note that while
Clarke, et al, did discuss a process for improving
the quality of the ontology; they did not formally
evaluate the impact of the improvement.
Furthermore, the AskJeeves corporation
Enterprise solutions (www.jeevessolutions.com)
has based their business on providing domain-
specific knowledge-enhanced search, and have
been turning a profit since 1Q 2002 [Ulicny,
2003].

Similar evaluations of the impact of ontologies
on search-based systems have been done in the
question-answering community. Moldovan and
Mihalcea [2000] use a significantly enhanced
version of WordNet to drastically improve
question answering performance, and other
groups including Woods, et al [2000], Hovy et al
[2001], and Prager, et al [2001], have reported
similar results. Again, as with the Boeing work,
these groups report positively on the impact of
adding an ontology to a search system, but make
no attempt to determine whether good quality
ontology would improve performance more. In
fact, within the IR and QA communities,
WordNet is the most common ontology-like
artifact to employ, and previous work has shown
that WordNet viewed as an ontology is not
particularly of high quality [Oltramari, et al,
2002].
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System Overview

The RISQUE system is an evolution of the
system reported in [Chu-Carroll, et al, 2002].
This system provides a natural-language front
end to a conventional search engine, but uses
clues in the natural language question, a
knowledge-base of industry terms, and
knowledge of the web site structure (see below)
to construct an advanced search query using the
full expressiveness of the search engine. This
search is limited to a corporate web site, in this
case our knowledge is of the ibm.com buy and
support pages for the ThinkPad™ and
NetVista™ product lines.

The main components of Risque are a parser, the
terminology, rules for question types, a hub page
finder, a query relaxer, and the search engine.

The parser is a slot-grammar parser [McCord,
1980] that must be seeded with multi-word
industry specific terms, so that e.g. "disk drive"
will be parsed as a compound noun, rather than a
head noun with a pre-modifier. These terms
come from the knowledge-base. From the
grammatical structure of the question, we extract
the primary verb phrase and the noun phrases.
The verb phrase information is the main
evidence used to fire rules for recognizing
question types, which themselves depend on the
web site structure. The ibm.com web site, like
many enterprise sites, is divided into a section
for support and a section for sales. This gives
Risque its two most basic question types, "buy"
and "support".

The hub-page finder is a system of declarative
rules that takes the noun phrases from the
question and determines whether they
correspond to products listed in the terminology,
and if so finds the most appropriate "hub page"
or "comparison page" for that product. For
example, many questions about IBM Thinkpads
can be answered with information on the
"ThinkPad home page" on the IBM site.
Directing users to these key pages is often the
quickest path to an answer. Hub and comparison
pages are described in the next section. The
rules are broken into two parts, one set is derived
directly from the knowledge base and includes
morelmportantThan  relationships and  the
taxonomy; the second includes rules expressing
the relationships between linguistically-derived
information and the hub pages. For example, if
the question contains a superlative, as in "What
is the fastest Thinkpad?", the rules indicate that
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the Thinkpad comparison page should be

returned.

The system generates complex queries using
knowledge of web site structure. The query may
include URL restrictions, such as "only consider
pages with 'support' in the URL for support
questions”, or  "exclude  pages  with
research.ibm.com in the URL for buy questions".
The query will also make use of boolean
connectives, disjunction to support synonym
expansion, and conjunction of noun phrase terms.
If this query does not return enough hits, the
query relaxer will relax the query according to a
number of heuristics, such as dropping the least
important noun phrase. Knowledge of which
terms are more important than others, based on
manual analysis of the web site, is included in
the knowledge-base.

The Risque system was tested and trained with a
set of questions made up by team members.
Later, it was evaluated with a set of questions
made up by a domain expert from outside the
group. The latter can be considered a fairly
important element for evaluation, as it led us to
the notion of an expansion, discussed below.

Role of Ontology

The central terminology of Risque is an
ontology-like knowledge base of industry terms
arranged in taxonomy according to specificity.
In addition to the taxonomy, the knowledge base
includes important information used by the
system:

Hub page: Most terms at the top level have a
corresponding "hub page" — a page that gives a
general description of the things in that category.
For example, there is a hub page for IBM
Thinkpads, and also a hub page for IBM T-
Series Thinkpads. The ibm.com website, along
with most e-commerce websites, are designed to
pack a lot of information in these particular
pages, with links to as much information as the
designers can imagine might be relevant to
someone seeking support or seeking to purchase.
The taxonomy is used to associate terms with the
most specific hub page that is relevant. For
example, if we know that a "ThinkPad A21" is a
"ThinkPad A-Series Model", and the former has
no hub page, then we infer it to be the latter's hub
page.  Furthermore, the hub page for all
Thinkpads, would not be.

Comparison Page: Many e-commerce web sites
including IBM's provide the ability to compare
two or more similar products. Our knowledge-
base stores information on how to find or



generate comparison pages for products. These
pages will be displayed for questions like, "What
is the fastest A-Series ThinkPad?" Similar to
hub pages, the taxonomy is used to associate
terms with the most specific common comparison
page.

Synonyms: Synonyms account for simple
variations on spelling, acronyms, abbreviations,
etc., as well as traditional synonyms. This
information is used to find the term being
referenced in a question, as well as in query
expansion. The use of synonyms in query
expansion made the notion of an expansion (see
below) more important.

MorelmportantThan:  e-Commerce  websites
have an organization that is important to capture
in interpreting questions. For example, IBM's
web site is organized such that add-on accessory
pages list which models they are compatible with,
but computer pages do not list which accessories
are compatible with them. This knowledge is
explicit and intentional for the website
maintainers, but is not necessarily obvious to a
customer browsing the site for the first time.
Thus, when an accessory and a computer are
mentioned in the same question, such as, "What
CD drive goes with my ThinkPad T23?" we
consider the CD drive to be the more important
term in the question. The more important term in
the question will have its hub page returned in a
higher position, and the less important term may,
in some circumstances, not have its hub page
appear at all. In addition, the less important term
will be dropped first during query relaxation.
The MorelmportantThan relation is considered
to be transitive, and is also inherited down the
taxonomy. Thus we only represent in the
knowledge-base that accessories are
morelmportantThan computers, and from this we
infer that CD drive is morelmportantThan
ThinkPad T23.

Expansions: An interesting situation that we had
to account for in dealing with questions
generated by a domain expert was that often
people are confused about what industry terms
mean. For example, many people think "SCSI"
is a kind of disk drive, when in fact is it a type of
communications bus. These types of errors do
not appear in the web pages, thus making SCSI a
simple synonym of "disk drive" would not be
productive — synonyms are used in query
expansion and therefore searches for disk drives
would turn up communication bus technology
pages. To solve this, the expansion relation
between terms is treated as an asymmetric
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synonym. When "SCSI" appears in a query, it
will be considered a synonym of disk-drive,
however when disk-drive appears in a query, it
will not be considered a synonym of "SCSI".

Clean-up Process

The original Risque system terminology, Quilt,
was developed by domain experts with no
experience with or knowledge of ontology
engineering methods, and contained on the order
of 3K synsets and 4.6K terms. We improved this
terminology in a number of ways:

1) Developed a "backbone taxonomy" of terms

2) Analyzed terms and their position in the
hierarchy.

3) Organized terms more logically

4) Ensured every term was grounded in the top
level

5) Ensured terminology was logically
consistent

We used three tools in performing this cleanup:
The OntoClean methodology was used in
analysis, and helped with #1-3; an ontology
editor was used to view the taxonomy, this was
critical in #2-4; a reasoner was used to ensure
consistency and coverage of the
MorelmportantThan relation.

The analysis and cleanup took on the order of
one person-week, and resulted 3K synsets and
10.8K terms. This was largely due to the
discovery  of inconsistent,  meaningless,
redundant and disconnected terms in the original
ontology, and a more consistent expansion of
regular synonym patterns (such as T2I,
ThinkPad 21).

Experimental Setup

Although the main goal of the Risque system
was to show an improvement over traditional
web search, the particular experiment described
in this paper was to isolate the process of
improving the quality of the terminology using
ontology-based analysis tools. = The Risque
system architecture treats the terminology as a
pluggable module, which allowed us to isolate
this particular change while holding all other
aspects of the system constant. We then
concentrated on how to compare a poorly
structured terminology with a cleaned one.

After the cleanup was complete, we performed
four evaluations as follows:

baseline: basic search over the IBM web
pages using a traditional search
engine



quilt: The full Risque system with the
original Quilt terminology

clean: The full Risque system with the
cleaned terminology

google: basic search using Google restricted
to the ibm.com web pages

The evaluation was performed on 127 natural

language questions about IBM products
collected from a web site expert and hand-
generated variations for broader domain
coverage to meet a particular internal

commitment. The experiments were run against
the live ibm.com website, over which we had no
control. As a result, we ran the experiments in
parallel, with each question running through all
four systems at the same time, in order to prevent
changes in the web site from impacting
performance of one system in isolation.

The google and baseline queries were formulated
manually from a conjunction of all the words in
the noun phrases from the natural language
question. The answer to a question was
considered correct if one of the pages in the top
ten returned by the search contained an answer to
the question — i.e. the answer is a single click
(and some reading) away. For comparison
questions, e.g. "What is the fastest desktop?", or
"What is the lightest ThinkPad?” the answers
were considered correct if the comparison page
selected by Risque contained the relevant data
for each type of computer, e.g. the processor
speed of each desktop model, or the weight of
each ThinkPad model.

Results and Analysis

Our results are shown in Table 1. These results
are still preliminary, and we intend to also
perform a recall measurement. Each experiment
lists the number correct (of 127) and the percent.

# % improvement
correct % correct
Base 46 36%
Quilt 77 61% 67%
over baseline: 100%
Clean 92 2% over Quilt: 19%
Google 43 33% -6%

First of all, our results confirm the overwhelming
evidence to date that ontologies can significantly
improve search results. In this case we see a
relative improvement of 67% over the baseline
search even with a poorly constructed ontology.
This result appears to come from the correct
identification of industry terms for the parser
(which is not dependant on ontology structure),
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and the association of more common industry
terms with the proper hub pages. Again, as
discussed above, hub pages on the ibm.com web
site are designed to contain a lot of information.

Most notably, our results show a clear
improvement of the search results when using
the higher quality "cleaned" terminology, which
doubles the performance of the baseline search
and shows a 19% relative improvement over the
original terminology. While the improved
terminology contained more actual words, this
expansion did not in itself account for the
increase in precision. Prima facie most correct
answers come from hub and comparison pages,
so the fact that terms are more consistently
connected through the taxonomy with these
pages in the cleaned terminology was the major
reason the cleanup improved precision. Another
important factor was the proper derivation of the
morelmportantThan relation between terms,
which was incorrect in a number of cases in the
original search because of missing links in the
taxonomy.

The heavy reliance of our system on "hub pages"
for correct answers would seem to indicate that
link analysis, or a similar technique that ranks
highly connected pages over less connected ones,
would improve search considerably given the
large number of incoming and outgoing links on
these pages. If effective, such a technique would
clearly be preferable over a knowledge-base,
since it requires significantly less manual effort
to maintain. This led us to perform an
experiment using the Google™ search engine
restricted to the ibm.com website. We were very
surprised to find that this experiment was the
worst performer of all, although the difference
from baseline was not significant. Again, these
results are preliminary, but we believe one
important difference between the knowledge-
based search and one based on link analysis is
knowledge of the structure of the website, as
reflected e.g. in the morelmportantThan relation.
As discussed above, one of the things captured in
the relation is the fact that information about
compatibility is located on accessory pages, not
the computer pages. Thus the highly-connected
ThinkPad hub pages receive high scores from
Google™ for questions like, "What modem goes
with my ThinkPad t30?", but they do not contain
an answer to the question - knowledge trumps
statistics.

The main flaw in the evaluation was that the
questions, though generated externally from the



Risque group, came from a domain expert and
not from actual users.

Conclusion

We described a system for Knowledge-Based
Natural Language Search called Risque, and
focused on the knowledge-based components
and their role in the system. We performed a
controlled experiment to compare the precision
of the search system with an unprincipled
ontology to the same system with a principled
ontology. Our results showed an 19% relative
improvement in precision (from 61% to 72%)
with no other changes in the system other than
applying the OntoClean methodology to
analyzing the ontology and cleaning it.

Though these results are still preliminary and
undergoing more thorough analysis, we have
shown evidence that improving the quality of an
ontology does improve the performance of an
ontology-based search. It stands to reason that
any system that has a significant ontology
component would benefit from improving the
ontology portion.
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Abstract

Automating schema matching is chalenging. Previous
approaches (e.g. [DDHO1, RB01]) to automating schema
matching focus on computing direct matches between two
schemas. Schemas, however, rarely match directly. Thus,
to complete the task of schema matching, we must also
compute indirect matches. In this paper, we focus on rec-
ognizing expected val ues as a technique to discover many
direct and indirect matches between a source schema and
atarget schema. Thistechnique relies on domain ontolo-
gies, which must be handcrafted. The benefits appear to
justify the cost as demonstrated in the experiments we
have conducted over areal-world application. The experi-
ments show that this technique increases the results by an
increase about 20 percentage points, yielding an overall
result above 90% precision and recall for both direct and
indirect matches.

1 Introduction

In this paper, we focus on the long-standing and chal-
lenging problem of automating schemamatching [RBO1].
Schema matching is a key operation for many applica-
tionsincluding dataintegration, schema integration, mes-
sage mapping in E-commerce, and semantic query pro-
cessing [RB0O1]. Schema matching takes two schemas as
input and produces a semantic correspondence between
the schema elements in the two input schemas [RBO1].
In this paper, we assume that we wish to map schema el-
ements from a source schema into a target schema. In
its simplest form, the semantic correspondence is a set
of direct matches each of which binds a source schema
element to a target schema element if the two schema
elements are semantically equivalent. To date, most re-
search [DDHO1, RB01] has focused on computing direct
matches. Such simplicity, however, is rarely sufficient,

*Thismaterial isbased upon work supported by the National Science
Foundation under grant 11S-0083127.
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and researchers have thus proposed the use of queries
over source schemas to form virtual schema elements
to bind with target schema elements [BEO3, MHHOQ].
In this more complicated form, the semantic correspon-
dence is a set of indirect matches each of which binds
a virtual source schema element to a target schema ele-
ment through appropriate manipulation operations over a
source schema.

We assume that all source and target schemas are de-
scribed using conceptual-model graphs (a conceptual gen-
eralization of XML). We augment schemas with sam-
ple data and regular-expression recognizers. For each
application, we construct a domain ontology [ECJ+99],
which declares the regular-expression recognizers for a
set of concepts and relationships among the concepts. We
use the regular-expression recognizers and relationships
among the concepts to discover both direct and indirect
matches between two arbitrary schemas. In this paper,
we offer the following contributions: (1) a way to dis-
cover many direct and indirect semantic correspondences
between a source schema S and atarget schema” and (2)
experimental results of our implementation to show that
our approach to schema matching performs as well (in-
deed better) than other approachesfor direct matches and
also performs exceptional well for the indirect matches
with which we work. The cost for this increased per-
formance is the development of a domain ontology for
a particular application. The benefits, as demonstrated in
the experimental results, appear to justify the cost to de-
velop the domain ontology. We present the details of our
contribution as follows. Section 2 explains the interna
representation of the input and output for schema match-
ing. Section 3 describes the schema-matching technique
by applying adomain ontology to discover both direct and
indirect matches. Section 4 give an experimental result
for a data set used in [DDHO1] to demonstrate the contri-
bution of applying domain ontologies to schema match-
ing. In Section 5 we summarize, consider future work,
and draw conclusions.



' beds |

_——— [—= ===
|

category:

R N i [

[, A
I

I
hone_da
LProne_day

(a) Schemal

[ -

_____

)
| State :

R

LCity ]

| Street

(b) Schema 2

Figure 1: Conceptual-model graphs for Schema 1 and Schema 2

2 Internal Representation

We use conceptua graphs to represent both the tar-
get schema and the source schemas as conceptua-
model specifications. Each conceptual schema has an
object/relationship-model instance that describes sets of
objects, sets of relationships among objects, and con-
straints over object and relationship sets. An object set
contains either data values or object identifiers, which we
respectively call alexical object set or a nonlexical object
set. A relationship set contains tuples of objects repre-
senting relationships connecting object sets. Figure 1, for
example, shows two schema graphs. In a schema graph
we denote lexical object sets as dashed boxes, nonlexical
object sets as solid boxes, functional relationship sets as
lines with an arrow from domain object set to range ob-
ject set, and nonfunctional relationship sets as lines with-
out arrowheads. For either a target or a source schema,
we use an object/relationship-model instance to repre-
sent schema-level informationin our approach for schema
mapping. An optional component of a conceptual schema
isaset of data frames, each of which describesthe data of
alexical object set. A dataframeislike atype which de-
scribes data instances, but can be much more expressive.
A data-frame description can be as simple as a list of po-
tential values for an object set and can be as complex as a
regul ar-expression specification that represents values for
the object set. For target and source schemasin this paper,
dataframes are lists of actual or sample values.

In addition to the schema- and instance-level informa-
tion available from the input source and target schemas,
for a particular application domain, we can specify a do-
main ontology [ECJ™99], which includes a set of con-
cepts and relationships among the concepts, and asso-
ciates with each concept a set of regular expressions that

98

matches values and keywords expected to appear for the
concept. Then using techniques described in [ECJ+99],
we can extract values from sets of data for source and
target elements and categorize their data-value patterns
based on the expected values and keywords declared for
application concepts. The derived data-value patterns and
the declared relationship sets among concepts in the do-
main ontology can help discover both direct and indi-
rect matches for schema elements. Figure 2 shows three
components in a real-estate domain ontology, which we
used to automate matching of the two schemas in Fig-
ure 1 and aso for matching real-world schemas in the
real-estate domain in general. The three components
include an address component specifying Address as
potentially consisting of State, City, and Street;® a
phone component specifying Phone as a possible super-
set of Day Phone, Evening Phone, Home Phone,
Of fice Phone, and Cell Phone;? and a lot-feature
component specifying Lot Feature as a possible super-
set of View and Lot Size values and individual values
Water Front, Golf Course, etc.® Behind a dashed
box (or individual value), a regular-expression recognizer
[ECJIT99] describes the expected values and keywords
for a potential application concept. The ontology ex-
plicitly declares that (1) the expected values in Address
match with a concatenation of the expected values for
Street, City and State; (2) the set of values associated
with Phone is a superset of the values in Day Phone,
Evening Phone, Home Phone, Of fice Phone, and
Cell Phone; and (3) the set of values associated with

IFilled-in (black) triangles denote aggregation (“part-of” relation-
ships).

20pen (white) triangles denote generalization/specialization (“1SA”
supersets and subsets).

SLarge black dots denote individual objects or values.
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Lot Feature is a superset of the values associated with
the set of View values, the set of Lot Size values, the
singleton-sets including Water Front, Golf Course,
Wooded, Fenced Y ard, Cul — de — sac, €tc.

For any schema H, which is either a source schema
or a target schema, we let > 5 denote the union of ob-
ject sets and relationship sets in H. Our solution alows
a variety of source derived data, including missing gen-
eralizations and speciaizations, merged and split values,
and transformation of attributes with Boolean indicators
into values and vice versa. Therefore, our solution “ex-
tends’ the source schemaelementsin X g to include view
schema elements, each of which we call a virtual object
or relationship set. Welet Vi denote the extension of X i
with derived, virtual object and relationship sets. We con-
sider a source-to-target mapping between a source schema
S and a target schema T' as a function fsr. The do-
main of fgr is Vg, and the range of fsr is ¥7. Thus
we can denote a source-to-target mapping as a function
fsr(Vs) — Zr. Intuitively, a source-to-target map-
ping represents an one-to-one mapping between a view-
augmented source schema and a target schema.
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3 Matching Technique

Provided with the domain ontology described in Figure 2
and a set of data values for elementsin Schema 1 in Fig-
ure 1(a) and Schema 2 in Figure 1(b), we can discover
indirect matches as follows. (We first introduce the idea
with examples and then more formally explain how this
worksin general.)

1. Merged/Split Values. Based on the Address de-
claredinthe ontology in Figure 2, the recognition-of -
expected-val uestechnique [ECJ*99] can help detect
that (1) the values of address in Schema 1 of Fig-
ure 1(a) match with the ontology concept Address,
and (2) the values of Street, City, and State in
Schema 2 of Figure 1(b) match with the ontol-
ogy concepts Street, Clity, and State respectively.
Thus, if Schema 1 is the source and Schema 2 isthe
target, we can use manipulation Decomposition op-
erators to split the values for address in the source
as the values for three virtual object sets such that
thethreevirtual object sets match with Street, City,
and State respectively inthetarget. If welet Schema
2 be the source and Schema 1 be the target, based
on the same information, we can identify an indirect
match that declares avirtual object set derived by ap-
plying amanipulation Composition operator over the
sourceto mergevaluesin Street, City, and State to
directly match with address in the target.

2. Superset/Subset Values. Based on the specification
of the regular expression for Phone, the schemaele-
ments phone_day and phone_cvening in Schema 1
of Figure 1(a) match with the concepts Day Phone
and Evening Phone respectively, and Phone in
Schema 2 of Figure 1(b) also matches with the
concept Phone. Phone in the ontology explic-
itly declares that its set of expected values is a su-
perset of the expected values of Day Phone and
Evening Phone. Thus we are able to identify the
indirect matching schema elements between Phone
in Schema 2 and phone _day and phone_evening in
Schemal. If Schema listhe sourceand SchemaZ2is
the target, we can apply a manipulation Union oper-
ator over Schema 1 to deriveavirtual Phone’ whose
values are a superset of values in phone_day and
phone_evening. Thus Phone’ can directly match
with Phone in Schema 2. If Schema2 is the source
and Schema 1 is the target, we may be able to rec-
ognize keywords such as day-time, day, work phone,
evening, and home associated with each listed phone

4When applying the manipulation operations over sources in data-
integration applications, the data-integration system requires routines to
merge/split values so that correctly retrieving data from sources.



in the source. If so, we can use a manipulation Se-
lection operator to sort out which phones belong in
which specialization (if not, a human expert may not
be able to sort these out either).

. Object-Set Name as Value. In Schema 2
of Figure 1(b) the features Water_front and
Gol f course are object-set names rather than val-
ues. The Boolean values “Yes’ and “No” asso-
ciated with them are not the vaues but indicate
whether the values W ater_front and Gol f _course
should be included as description values for
location_description of house in Schemal of Fig-
ure 1(a). Because regular-expression recognizers
can recognize schema element names as well as
values, the recognizer for Lot Feature recognizes
names such as Water_front and Gol f _course in
Schema 2 as values. Moreover, the recognizer for
Lot Feature can aso recognize data values asso-
ciated with location_description in Schema 1 such
as “Mountain View”, “City Overlook”, and “Water-
Front Property”. Thus, when Schema 1 is the
source and Schema 2 is the target, whenever we
match a target-schema-element name with a source
location_description value, we can declare “Yes’
as the value for the matching target concept by ap-
plying a manipulation Boolean operator over the
location_description value. If, on the other hand,
Schema 2 is the source and Schema 1 is the target,
we can declare that the schema element name should
be avalue for location_description for each “Yes'
associated with the matching source element by ap-
plying a manipulation DeBoolean operator.

We now more formally describe these three types of in-
direct matches. Let ¢; be an application concept, such as
Street, and consider a concatenation of concepts such as
Address components. Supposethe regular expression for
concept ¢; matchesthe first part of avalue v for a schema
element and the regular expression for concept ¢ ; matches
the last part of v, then we say that the concatenation c; o ¢;
matches v. In general, we may have a set of concatenated
concepts C; match a source element s and a set of con-
catenated concepts C'; match atarget element ¢. For each
conceptin C; or in Cy, we have an associated hit ratio. Hit
ratios give the percentage of s or ¢ values that match (or
areincluded in at least some match) with the values of the
conceptsin C or C, respectively. We also have a hit ratio
r associated with C'; that givesthe percentage of s values
that match the concatenation of conceptsin C's, and a hit
ratio r, associated with C; that gives the percentage of ¢
values that match the concatenation of conceptsin C;. To
obtain hit ratios for Boolean fiel ds recognized as schema-
element names, we distribute the schema-element names
over all the Boolean fields that have “Yes’ values.
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We decide if s matches with ¢ directly or indirectly by
comparing Cs and C; when the hit ratios r; and r; are
above an accepted threshold. If C; equals C;, we declare
adirect match (s, t). Otherwise, if s D C; (Cs C CY),
we derive an indirect match (s, t) through a Decomposi-
tion (Composition) operation. If both C; and C; contain
one individual concept ¢, and ¢; respectively, and if the
values of concept ¢, (c;) are declared as a subset of the
values of concept ¢; (c;), we derive an indirect match (s,
t) through a Union (Selection) operation. When we have
schema-el ement names as val ues, distribution of the name
over the Boolean value fields converts these schema ele-
ments into standard schema elements with conventional
value-populated fields. Thus no additional comparisons
are needed to detect direct and indirect matches when
schema-element names are values. We must, however, re-
member the Boolean conversion for both source and target
schemas to correctly derive indirect matches.

We compute the confidence value for a mapping (s, t),
which we denoted as con f (s, t), asfollows. If we can de-
clare a direct match or derive an indirect match through
manipulating Union, Selection, Composition, Decompo-
sition, Boolean, and DeBoolean operators for (s, t), we
output the highest confidence value 1.0 for conf(s,t).
Otherwise, we construct two vectors v, and v; whose
coefficients are hit ratios associated with conceptsin C
and C;. To take the partial similarity between v, and vy
into account, we calculateaVSM [BY RN99] cosine mea-
sure cos(vs, v ) between v, and vy, and let conf(s,t) be
(cos(vs,ve) X (rs +11)/2).

Figure 3 shows the matrix containing confidence values
computed based on expected values declared in the do-
main ontology of Figure 2 using Schema 1 in Figure 1(a)
asasource schemaand Schema2in Figure 1(b) asatarget
schema.® The schema elements along the top are source
schema elements taken from Schema 1. The schema el-
ements on the left are target schema elements taken from
Schema 2. Observe that the technique correctly identi-
fies the indirect matches between location description
in the source and Gol f course and Water_front in the
target, between phone_day and phone_evening in the
sourceand Phone inthetarget, and between address and
location inthe source and Street, City, and State in the
target. Note that in Figure 3 there are several nonlexical
object setswhose values are object identifiersin Schemal
and Schema 2. An NA inthe matrix denotesthat the object
identifiers associated with either the source object setin a
column or the target object set in a row are not applica-
ble for value analysis. Furthermore, for this example, we
did not include the specifications for expected values or
keywords of “bedrooms” and “bathrooms’ in our domain
ontology. The values for Bedrooms and Bathrooms in

5In order to make the matrix fit the page, we use several abbreviations
of object-set names in the source schema.



the target and the values for beds and baths in the source
do not match any concept in the domain ontology. If one
set of data values correspondsto the expected val ues spec-
ified for a concept and another set of data values does not
correspond to any concept in the ontol ogy, the confidence
is0.0. For example, the confidence con f (baths, Phone)
is 0.0 because the values for Phone in the target corre-
spond to the concept Phone in the ontology, but the val-
ues for baths in the source do not. If neither values of
apair correspondsto any concept specification in the on-
tology,® the entry is NA. For example, the NA for the pair
(baths, Bathrooms) denotesthat the data valuesfor nei-
ther baths in the source nor Bathrooms in the target
match any concept in the real-estate domain ontology. 1f
the domain ontology is not complete with respect to an ap-
plication, our approach needs other matching techniques
to discover matches that are not discovered through com-
paring expected values in the domain ontology.

4 Experimental Results

We evaluate the performance of our approach based
on three measures. precision, recal and the F-
measure, a standard measure for recall and precision to-
gether [BYRN99]. We considered a real-world appli-
cation, Real Estate, to evaluate our matching technique.
We used a data set downloaded from the LSD homepage
[DDHO01] for the applications, and we faithfully translated
the schemas from DTDsto conceptual-model graphs. The
Real Estate application has five schemas. We decided to
let any one of the schema graphs be the target and let
any other schema graph be the source. We decided not
to test any single schema as both a target and a source.
In summary, we tested 20 pairs of schemas for the Real
Estate application. In order to evauate the contribution
of the domain ontology-based matching technique, we
tested two runs when comparing a source schema and a
target schema. Inthefirst run, we considered only match-
ing techniques that compare object-set names and exploit
structure properties [ XEQ3]. In the second run, we added
our matching techniques based on domain ontologies.

In the 20 pairs of application schemas, the problems
of Merged/Split Values appear four times, the problems
of SQuperset/Subset Values appear 48 times, and the prob-
lems of Object-Set Name as Value appear 10 times. With
all other indirect and direct matches, there are a total of
876 object-set and relationship-set matches. In the first
run, the performance reached 73% recall, 67% precision,
and an F-measure of 70%. In the second run, which
used a red -estate domain ontology, the performance im-
proved dramatically and reached 94% recall, 90% preci-

6We are not able to compare the expected values without the help of
the domain ontology.
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sion, and an F-measure of 92%. By applying the domain
ontology, the algorithm successfully found all the indi-
rect matches related to the four problems of Merged/Split
Values and all the indirect matches related to the 10 prob-
lems of Object-Set Name as Value. For the problem of
Superset/Subset Values, the algorithm correctly found all
the indirect matches related to 44 of 48 problemsand in-
correctly declared four extra Super set/Subset Val ues prob-
lems. Of these eight, six of them were ambiguous, mak-
ing it nearly impossible for a human to decide, let alone
amachine. In four of the six ambiguous cases there were
various kinds of phones for firms, agents, contacts, and
phoneswith and without message features, and in another
two cases there were various kinds of descriptions and
comments about a house written in free-form text. The
two clearly incorrect cases happened when the algorithm
unioned (selected) office and cell phones and mapped
them to phones for a firm instead of just mapping office
phones to firm phones and discarding cell phones, which
had no match at all in the other schema.

One obvious limitation to our approach is the need to
manually construct an application-specific domain ontol-
ogy. Our experiencein teaching others to use our system
suggeststhat adomain ontology of the kind we use can be
created in a few dozen person-hours. Thisis not inordi-
nately long; indeed, it is comparableto thetimeit takesto
make a training corpus for machine learning. Moreover,
since we predefine a domain ontology for a particular ap-
plication, we can compare any two schemas for the appli-
cation using the same domain ontology, so that the work
of creating a domain ontology is amortized over repeated
usage. Further, the domain ontology does not necessar-
ily need to cover al concepts and relationships in the ap-
plication schemas, even though it can be revised to help
discover more direct and indirect matches.

5 Conclusions and Future Work

Based mainly on expected values declared in domain on-
tologies, we presented a matching technique for automat-
ically discovering many direct and indirect matches be-
tween sets of source and target schema elements. We de-
tected indirect matches related to problems such as Super-
set/Subset values, Merged/Split values, as well as Object-
Set Names as Value. Without this technique, the precision
and recall results of the experiments we conducted were
only in the neighborhood of 70%, whereas with this tech-
nique the results increased to over 90%.

Since domain ontologies appear to play an impor-
tant role in indirect matching, finding ways to semi-
automatically generate them is a goal worthy of some ad-
ditional work. It is possible to use learning techniques to
collect a set of informative and representative keywords
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Figure 3: Expected-data-val ues confidence-value matrix

for application concepts in domain ontologies. Thus,
without human interaction except for some labeling, we
can make use of many keywords taken from the data
of the application itself and thus specify some regular-
expression recognizers for the application concepts in a
semi-automatic way. Furthermore, many values, such as
dates, times, and currency amounts are common across
many application domains and can easily be shared.
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ABSTRACT

Query is an important way of information retrieval. One
type of queries is those to search engines, which are lists
of keywords without structures. Another type of queries is
those to databases or knowledge bases, which must conform
to the structure and terminology of the data source (e.g.,
SQL query to a database). In this paper, we deal with an-
other type of queries: naive user queries—queries in users’
own terms and structures. We envision that this type of
queries would be a common phenomenon on the future Se-
mantic Web. We propose an approach that, given a naive
user query, translates it into a list of queries conforming to
different data source schemas. The approach is based on
partial alignment between some data sources. An early pro-
totype showed that the result is promising.

1. INTRODUCTION

When people want to retrieve information, they usually
issue a query. The most used form is queries to search en-
gines, which is a combination of keywords. However, people
cannot specify semantic structure between these keywords.
This is more due to that search engines mostly deal with
natural language texts that are hard to extract semantic
structures from. On the other hand, databases and knowl-
edge bases have semantic structures, but they require queries
(e.g., a SQL query to a DB, or an ASK function to a KB)
to conform to their terminology and structures. On the fu-
ture Semantic Web[6], neither form of queries is sufficient.
Search-engine-style queries don’t impose restrictions on the
terms used, but don’t have semantic structure either, which
put them in a disadvantaged situation in a web of semantic
structures. Queries in DB or KB style have to conform to
the schema used by individual data sources. On the Seman-
tic Web, there’ll be numerous data sources with different
schemas. Requiring people to write different queries for in-
dividual data sources is a daunting task.

Thus we propose that it is necessary to deal with another
type of user queries: naive user queries—queries in users’ own
terms and semantic structures. Instead of letting informa-
tion seekers understand the schema used by an information
provider, we could shift the load to the information provider
to understand naive user queries.

Without losing generality, we represent a naive user query
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as a list of triple patterns (s,p,o)l. Table 1 lists some exam-
ples. We represent data source schemas as RDFS schemas
[1](or ontologies). Equivalent queries can be written with
different terms, as can be seen from first two queries in the
table. Semantic structures between terms are binary rela-
tions: p is the kind of relationship between s and o. The
triple patterns roughly conform to RDF [3] data model ex-
cept that the terms here are users’ descriptions, not URI’s
(Universal Resource Identifiers). The triple patterns allow
people to specify semantic structures, and we think it keeps
simple enough so that ordinary users can write it. It is also
not hard to come up with a GUI to automatically add syntax
sugar with little user effort.

Such type of user queries might not conform to the schemas
of available data sources. In the rest of the paper, we discuss
an approach to translate such queries into equivalent ones
conforming to actual data source schemas.

2. PROBLEM FORMULATION

Translating naive user queries is difficult. This is because
people could use all kinds of terms and structures to rep-
resent the same thing. However, we have two observations
that would greatly ease the problem.

The first observation is that the variation of terms and
structures used for a concept is much less than the varia-
tion of data schemas and queries. The huge variations of
schemas or queries are mainly due to the combinatorial ex-
plosion of variations of terms and structures. For example,
“moviename” and “movietitle” are two terms to represent a
movie name; ‘“rating” and “movierating” are two terms to
represent rating of a movie. Their combination could lead
to four data schemas. If we take into account that RDFS
schemas qualify each term with URI’s (so there might exist
“http://coml#moviename”, “http://com2#moviename”),
then the number of schemas is infinite.

In a class at the University of Southern California, stu-
dents are required to create a RDFS schema at their choices
as a Semantic Web assignment. Seven of them happened to
choose movie-related schemas. Table 2 shows parts of these
seven schemas, in which many term duplicates can be seen.

The second observation is that among the terms used to
represent the same concept, a few number of terms are used
more often than others. The 20-80 law seems to apply here,
which implies that a small number of terms will account for
most usages.

! Although syntax doesn’t affect our discussion, we use
RDQL-alike [2] syntax for convenience.



|

[ Naive User Query

[ Meanings

Find the director of the movie “The Ring”

select 72 where (71, title, “The Ring”)(?1, directorname, 72)

Find the director of the movie “The Ring”

#
1 | select 72 where (71, moviename, “The Ring”)(?1, director, 72)
2
3

select 72 where (71, type, ThrillerMovie) (71, name, 72)

Find all the thriller movies in the data source

Table 1: Some Naive User Query Examples

The above two observations led us to believe that, if we
could accumulate a number of variations of terms and struc-
tures, we might be able to translate a great deal of naive user
queries by matching their combinations against the given
query. This belief is further strengthened by the fact that
naive user queries tend to be short and simple.

Although it is possible that terms accumulated in one do-
main might help translating naive queries in other domains,
we’ll focus on only one domain in this paper. We are trying
to solve the following kind of problems.

Problem Formulation:

Data A list of data schemas in the same domain, and some
alignments between some properties and classes in some
schemas (i.e., partial alignments).

For the examples in this paper, we use the seven movie
schemas. Among the properties and classes specified in Ta-
ble 2, we aligned the properties and classes in Schema 1
with those in Schema 6, and those in Schema 4 with those
in Schema 5. This is all the alignment information we use
throughout the paper.

Input Any given naive user query.
In the examples described in this paper, the given naive
query is (71, name, ”The Ring”) (71, moviedirector, 73) (71,
type, ThrillerMovie).

Output Translations of the given user query into each indi-
vidual schema.

Goal The goal is to find as much correct translations as pos-
sible. We can use concepts of precision and recall from infor-
mation retrieval as metrics. Precision measures the percent-
age of correct translations among all the generated transla-
tions. Recall measures how many correct translations are
generated by the algorithm out of all possible correct trans-
lations.

We’ll talk about how we handle this problem in the next
section.

3. APPROACH

We start with two not-so-satisfactory approaches we’ve
tried and then introduce our adopted approach. For il-
lustration purpose, let’s assume we are given a user query

(?1,name,” TheRing")(?1, moviedirector, 72) and try to trans-

late it into the movie schemas we have.

The first approach is to build a global schema. Just think
of each column in the Table 2 as defining a concept in the
global schema, with all the cells in the column as possible
labels of the concept. Translation with this global schema is
easy. However, constructing and maintaining such a global
schema is difficult. Also, it is hard to represent complex
alignments (e.g., one’s parent whose gender is female is one’s
mother) in the global schema.
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Another approach we tried without constructing a global
schema is to map the problem into a path searching prob-
lem. The idea is to construct a graph G(V, E) with V' being
the node set representing all the classes and properties from
all schemas, and F = Ei|J E2 where E1 = {(v1,v2)|v1 =
va}, B2 = {(v1,v2)|v1 and vz belong to the same schema}.
v1 & v2 means that there exist some kind of alignment be-
tween node v1 and ve. Given such a graph, we could look up
the node (or a set of nodes) v; with label “name” and the
node vo with label “moviedirector”, and then we compute
the paths [18] between v and v2. The intuition here is that
if there’s no path between v; and vs then there’s no schema
that would contain a translation of the query. After some
post-processing on the resulted paths we could infer possi-
ble translations of the original query into different schemas.
The problem with this approach is still the difficulty of rep-
resenting complex alignments.

The approach we finally used is based on query rewriting.
The intuition is to rewrite the original query based on avail-
able alignments. Then we check resulted translations to pick
out those making sense. The algorithm works as following:

Decomposition Step: Decompose the original query into
individual triple patterns t1, t2....

Query Rewriting Step: For each triple pattern ¢ = (s, p, 0),
find all possible rewritings of it according to the following
rules. Repeat this step until no more new rewritings are
produced.

EXAcT NAME MATCHING: if p is a local name?, find all
properties whose local names match. If p is already a prop-
erty name, find all properties with the same local name.
For each matched property name p;, produce a rewriting
t; = (s,pi,0). If pis a type predicate name, it indicates that
o is a class name. Do the same thing to find out all classes
with the same local name. For each matched class name Cj,
produce a rewriting t; = (s,p, Cj).

APPROXIMATE NAME MATCHING: if p is a local name, we
also find all properties whose local name will match p af-
ter some manipulations. The manipulations are on local
names of a property and its domain classes (i.e., the classes
it adheres to). For example, if a property’s local name is
“movieName” and its domain class’ local name is “Movie”,
then it matches the p of "name”. If its local name is “name”,
then it matches “movieName”, ”hasName”, and “hasMovieN-
ame”. If p is a property name, we produce several variations
of its local name and look for other properties with the same
local name as those variations. We are not afraid of produc-
ing meaningless local names, because there won’t be prop-
erties matching the meaningless names anyway. Note that
some other approximate name matching techniques could

2In RDFS, a property is normally represented as a URI such
as http://movie.org#movieName. The part after # is so-
called local name.



also be used, such as the one based on edit distance [11]. As
previous, we’ll produce some new rewritings.

DESCRIPTION MATCHING: if p is a long string, it would
be desirable to compare p with property descriptions. We
haven’t implemented this yet.

ALIGNMENT: We represent alignments as query rewriting
rules. For example, the alignment between “movieName” in
Schema 1 and “title” in Schema 3 is represented as (71, S1 :
movieName, 72) < (71,53 : title, 72). The “ThrillerMovie”
class in S1 is aligned to the “Movie” class in Schema 5 with
a “movieGenre” property of value “Thriller”: (71, type, S1 :

Thriller Movie) < (71, type, S5 : Movie)(?1, S5 : movieGenre,

"Thriller’). Triple patterns matching either side of an
alignment rule would result in a rewriting based on the other
side of the rule.

INFERENCE: For a query on a class, its subclasses also matchthe

query, i.e., for each C1 that is a subclass of C2 we have
(?1,type, C2) — (71,type,C1). Here — is not logical in-
ference; it represents translation direction. For example, a
“ThrillerMovie” matches a query looking for a “Movie”. We
expect that other kinds of inference rules could also be used.

As an example, Table 3 shows a sample series of rewritings
starting with triple pattern
(?1,name,” TheRings").

Pruning Step 1: As a result of the last step, we’ll have a
list of rewritings for each individual triple pattern in the
original query. Note that because of the use of alignment
and inference rules, a rewriting for an original triple pat-
tern might contain more than one triple pattern. Thus a
rewriting might contain properties and classes from differ-
ent schemas. Such rewriting doesn’t make sense in the final
answer, thus is removed. We'll illustrate this with examples
in Table 4 later.

Pruning Step 2: For each schema used in the rewritings,
we check whether all the original triple patterns have rewrit-
ings in that schema. If the answer is no and partial transla-
tion is not allowed, we could prune all the rewritings in that
schema. We’ll illustrate this with examples in Table 5 later.

Checking Step: Now for each schema left, for each original
triple pattern we pick a rewriting of it in the schema. The
picked rewritings form a possible translation of the original
user query in the schema. We check the semantic structure
of translation against that of the schema; the translation is
removed if semantic structures don’t match. We’ll illustrate
this with examples in Table 5 later.

The checking step is crucial. In the query rewriting step
we try to come up with as many translations as possible,
and the checking step ensures that wrong translations are
actually removed and final answers make sense.

Let’s illustrate our approach with one experiment. The
data we used and the query we faced are those mentioned
in the “Problem Formulation” of Section 2.

Table 4 shows that the rewriting (71, .54 : movieDirector, ?3)

(73,55 personName, 773) for input query pattern
(71, moviedirector, 73) is pruned in this step, which is be-
cause the rewriting contains information from both Schema
4 and Schema 5. Thus the rewriting doesn’t make sense as
a part of the final translation.

Table 5 shows the result of Pruning Step 2 and Check-
ing Step. The first translation in the table is pruned be-
cause it doesn’t have a rewriting for the input triple pattern
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(?1, type, Thriller Movie). The third translation is pruned
because its rewriting (71, S6 : Director, 73)(73, .56 : Title, 773)
doesn’t match the semantic structure of Schema 6. In Schema
6 “S6:Title” is a property of the “S6:Movie” class and the
value of the “S6:Director” property is a string which cannot
have properties. Similarly, the fourth translation is pruned
because an “S5:Movie” cannot have an “Sh:personName”
property.

The experiment turned out to be successful. It didn’t
contain erroneous translations, and found all correct trans-
lations. However, we have yet to prove that our approach
will work in real life. This is more due to that we lack real
data and real users to experiment with. Nevertheless, the
preliminary results with our current (very limited) data are
encouraging.

Another desirable feature of our approach is that the whole
architecture is extensible. Different kinds of knowledge,
from exact name matching to inference rules, can be uti-
lized in the query rewriting step. The ability to incorporate
inference rules is especially important for the Semantic Web.

4. EVALUATION

The ideal evaluation of our approach would be to test it
with a number of real user queries, and to measure the per-
formance with metrics like precision and recall as described
in Section 2. It would also be helpful to adjust the num-
ber of alignments in the knowledge base and to see how the
precision and recall change accordingly. However, collecting
a large number of real user queries is difficult. Instead, for
evaluation purpose, we searched for other movie schemas on
the web, and use them construct naive user queries.

To search for movie schemas on the web, we picked a
few keywords from current movie schemas and submitted
them to Google. The HTML pages returned by Google of-
ten contain structured information that is like a schema.
For example, below is a segment from the web page at
http://www.moviepublicity.com/ppvvod/.

Director:Jim Isaac
Starring:Kane Hodder, Lexa Doig
Rating:R

Genre:Action/Horror

Run Time:91 minutes 30 seconds
Box Office: \$12,610,731

We gathered 17 movie schemas from the web in this way.
For each schema we constructed a big query that involved
all concepts in the schema. Note that some concepts like
“Box Office” are not present in the 7 schemas. Thus we
define “recall” on subqueries rather than on the whole big
query. We define “recall” as the percentage of found trans-
lations out of all possible translations of subqueries. We
define “precision” as the percentage of correct translations
out of all translations of subqueries. The experiment showed
a recall of 64% for all subquries. For the subquries seman-
tically on the properties we have aligned (those in Table 2),
it showed a recall of 72%. This result is already promis-
ing given that we’ve only aligned two pairs of schemas out
of only 7 schemas. The experiment showed a precision of
100%. We attributed the high precision to the small knowl-
edge base and the semantic correctness of the alignments.
Given such a knowledge base, the algorithm either translates
a subquery correctly or rejects it. We envision that with the
size of knowledge base grows, the precision will decline and



SOME CLASSES IN DIFFERENT SCHEMAS

S1 | [Movie [ThrillerMovie](subclass of [Movie]) [ComedyMovie|(subclass of [Movie])
S2 | [Movie
S3 | [VideoLibraryltem]
S4 | [Movie ThrillerMovie] (subclass of [Movie]) ComedyMovie|(subclass of [Movie])
S5 | [Movie Movie|—movieGenre="Thriller” Movie]—movieGenre=" Comedy”
S6 | [Movie Movie| —movieGenre—|[Genre] Movie| —movieGenre—|[Genre]
—GenreName=""Thriller” —GenreName="Comedy”
S7 | [Movielnfo]
SOME PROPERTIES IN DIFFERENT SCHEMAS
S1 | movieName directorName actor
S2 | Name hasCrew—[Director]—PersonName
S3 | Title Director Actor
S4 | movieName movieDirector leadingActor—[Artist] —artistName
S5 | movieName movieDirector—[Person]—personName | movieActor— [Person]—personName
S6 | Title Director MainActor
S7 | movieName movieDirector
S1 | actress rating— [Rating] —ratingType
S2 genre
S3 Rating
S4 | leadingActress—[Artist| —artistName | movieRating
S5 movieMPAARating movieGenre
S6 | MainActress MPAA movieGenre—|[Genre]—GenreName
S7

Table 2: Seven Movie Schemas

Step# | Rewriting Result Rewriting Operation Description

0 (?1,name,” The Ring”)

Original Triple Pattern

(?1,S1:movieName,” The Ring”) | localname matches URI | (?1,name,?2)—(71,S1:movieName,?2)

W No| =

(?1,S6:Title,” The Ring”) Property Alignment (?1,S1:movieName,?2)—(71,56:Title,?2)

Table 3: A Sample Series of Query Rewriting Steps

|

[ Pruning Step 1

(?1,name,” The Ring”) | (71,56:Title,” The Ring”)

(?1,S5:personName,” The Ring”)
(?1,S5:movieName,” The Ring”)

(?1,moviedirector,?3)

(?1,S3:Di J73)(73,52: e
(?71,86:Director,?3)(73,56:Title,??3)
(71,S6:Director,?3)

(?1,type,ThrillerMovie) | ¢

(?1,type,S6:Movie)(?1,S6:movieGenre,?2
(?1,type,S5:Movie)(?1,S5:movieGenre,” Thriller”)
(?1,type,S4:ThrillerMovie)

)(72,S6:GenreName,” Thriller”)

H l_erw)

Table 4: Pruning Step 1: Remove Rewritings Containing Different Schemas
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l | Pruning Step 2 & Checking Step

?1,name,” The Ring”)
?1,moviedirector,?3) (?1,S3:Director,?3)
?1,type, ThrillerMovie) |-(—

(?71,S3:Title,” The Ring”)

?1,name,” The Ring”)

?1,moviedirector,?3) ?71,S6:Director,?3)

71,56:Title,” The Ring”)

?1,type,S6:Movie)(?1,56:movieGenre,?2)(72,56:GenreName,” Thriller”)

?1,name,” The Ring”)

?1,type, ThrillerMovie)

?1,86:Title,” The Ring”)

1 type S6: Mov1e) (71 SG mov1eGenre ,72)(72,56:GenreName,” Thriller”)

?1,name,” The Ring”)
?1,moviedirector,?3)

(
(
(
(
(
(?1,type, ThrillerMovie)
(
(
(
(
(
(?1,type, ThrillerMovie)

(
(
(
(
?1,moviedirector,?3) (715
(?
(
(?
(

71 type S5:Movie)(?1,55:movieGenre,” Thriller”)

7’)

Table 5: Pruning Step 2 and Checking Step: Pick Out Good Translations

the recall will increase. Note that our system does not guar-
antee 100% precision because we use a lot of guessing and
aligning. The alignment between two terms seldom means
these two terms are 100% equivalent.

5. APPLICATIONS AND FUTURE WORK

In this section, we discuss a couple of potential applica-
tions and extensions of our technique.

Information Search on the Semantic Web: The most nat-
ural application of our naive query translation technique will
be to help information search on the Semantic Web. On the
Semantic Web, we envision that numerous small schemas,
rather than a few big schemas everyone must follow, will be
created by people for their information management tasks.
It is almost impossible to align all the schemas. It is also
impossible for an information seeker to write all the different
queries for different schemas. Thus it is important that, with
a few alignments between a few schemas in the same domain,
a naive user query can be translated into these schemas as
well as others in the domain. The technique proposed in
this paper represents our effort toward this great challenge.

In another project called “WebScripter” [19], we are de-
veloping a collaborative semantic annotation(CSA) tool for
ordinary users to create metadata, and an easy-to-use re-
port authoring tool for users to publish metadata as a user-
friendly report as well as to align metadata from different
schemas. With the grass-roots ontologies created by ordi-
nary users using CSA and grass-roots alignment obtained
from WebScripter, we hope that the technique we described
in this paper would facilitate information sharing among
WebScripter users.

Building Naive User Query Interface to an Existing Data
Source: If we regard a naive user query as a mini-schema
defined on-the-fly, it might be possible that, after accumu-
lating and aligning a number of user queries, a system could
interpret future naive user queries. Over time the system
learns more rewriting rules and more synonyms, so it can
produce increasingly robust and comprehensive response to
new queries. A such-enhanced data source would provide a
friendlier interface to information agents on the web.

Alignment-Carrying Information Agent: Other than en-
hancing a data source with a knowledge base of possible
naive queries, if we arm an information agent with some
alignment between some schemas of the domain of interest,
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will the agent be able to recognize future schemas it sees in
the same domain, or at least, rewrite its task(a query) into
those of the schemas? This kind of knowledgeable agent, or
alignment-carrying agent, is likely to be more autonomous
in information retrieval.

In a summary, there are interesting applications of the
techniques we have developed. Exploring these applications,
meanwhile testing the technique and discovering its deficien-
cies are our plan for the future work.

6. RELATED WORK

The research most related to our work is schema matching
[17]. If we regard a naive user query as a mini-schema de-
fined on-the-fly, translating naive user queries can be viewed
as a special schema matching problem. However, there’re
significant differences between our work and schema match-
ing, in the problem to be solved and in the techniques used.

Data schemas tend to be larger, more complex and rather
static. Schema matching tries to make use of any help-
ful information such as name similarity, structure proxim-
ity [15], learning from data instances [9]. To further im-
prove mapping accuracy, integration of all kinds of tech-
niques into a single system is also used [8] [14]. Conse-
quently, schema matching techniques are usually complex
and time-consuming, and the matching process is generally
assumed to happen offline. In contrast, naive user queries
are normally short and dynamic. Timely response is also
required.

Our translation approach makes use of a knowledge base
of previous alignments. This distinguishes our work from
many schema matching algorithms [15][9] [14] that only con-
sider the two schemas at hand. The idea of reusing previous
alignments is stated in [17] and further developed in [§].
However, [8] is not as flexible as our approach. In order to
match S1 and S2 it requires the existence of S that has been
already matched with S1 and S2, which makes it unusable
for schemas unseen before. Alon Halevy [10] recently pro-
posed to use a corpus of schemas to help schema matching.
He also talked about the possibility of using such corpus to
enable queries in users’ own terminology. Our work goes one
step further to also consider queries in users’ own semantic
structures. Furthermore, our idea of reusing previous align-
ments of user queries to translate future queries has not
been seen in other’s work.



There has been recent work [12] [4] [7] on enabling keyword-
based search over relational databases. These systems try
to compute a join of different table tuples which contains
all the input keywords. Contrary to naive user queries, the
relations between keywords are unclear, and it is difficult to
specify what information users are looking for. As a result,
users need to check that the relations between keywords in
the returned tuples match user intents (For a set of key-
words, there can be different join chains). Another human
check is then required to extract the information users want
from the tuples. Thus keyword-based search is more appro-
priate as a human activity rather than part of an automated
computer program.

Natural language interface to databases provides another
kind of query interface. Despite recent progress [16] [20],
these systems remain difficult to implement. Natural lan-
guage queries and SQL queries are two extremes and naive
user queries are in the middle. We believe it is worthwhile to
investigate whether a naive user query interface is easier to
develop and performs better in terms of precision and recall.

Our query rewriting approach resembles a lot to those
used in information integration systems [13] [5]. An infor-
mation integration system translates a query between its
global schema and local schemas. It assumes the existence
of alignments between global schema and all local schemas.
The query must be in one of the known schemas. In contrast,
our work is on translating naive user queries that might not
conform to any known schema. Our work is complementary
to information integration in this sense.

7. CONCLUSION

The contributions of this paper are two-fold. First, we
identified translating naive user queries as an important re-
search problem. Translating naive queries is the process of
translating queries in users’ own terms and structures into
those interpretable by data sources. Second, we proposed an
approach to this problem. The approach utilizes schemas of
different data sources and partial alignments between them
to rewrite naive user queries into data-source-interpretable
form. The approach is efficient and preliminary results were
encouraging. We then showed how our technique could
be an important component on the future Semantic Web.
We also discussed possible applications of our technique,
such as constructing naive-user-query translating interface
to data sources and building Alignment-Carrying Informa-
tion Agents on the current Web.
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Abstract

The objective of this study is to evaluate the rsont
bution to semantic integration of the semantic
relations extracted from concept names, represent-
ing augmented knowledge. Three augmentation
methods — based on linguistic phenomena — are
investigated (reification, nominal modification,dan
prepositional attachment). The number of concepts
aligned in two ontologies of anatomy before and
after augmentation serves as the evaluation crite-
rion. Among the 2353 concepts exhibiting lexical
resemblance across systems, the number of con-
cepts supported by structural evidence (i.e., sthare
hierarchical relations) increased from 71% before
augmentation to 87% after augmentation. The
relative contribution of each augmentation method
to the alignment is presented. The limitations of
this study and the generalization of augmentation
methods are discussed.

Introduction

Ontologies are often organized into concepts (e.g.,
Heart, Mitral valve) and semantic relations (e.qg.,
<Mitral valve, PARFOF, Heart>). As a first ap-
proximation, concepts represent categories, while
semantic relations represent assertions about the
concepts. Both concepts and relations are useful fo
the semantic integration of ontological resources.
Lexical resemblance among concept names may
indicate similarity in meaning. Likewise, from a
structural perspective, concepts sharing similar
relations to other concepts tend to be similar in
meaning.
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However, the difference between concepts and
semantic relations my not be as clear-cut as it
seems. Although representing categories, concepts
such asVein of legand Subdivision of hearalso
embed partitive assertions in their names. For ex-
ample, the relation#ein of leg PARTOF, Leg> can

be deduced from the narivein of leg And Subdi-
vision of heartis equivalent to the relationXs
PARTOF, Heart> whereX is a placeholder for any
concept subsumed tHubdivision of heartinclud-

ing Mitral valve. In addition, from the name of the
conceptSweat glandone can derive the assertion
<Sweat glandis-A, Gland>.

More generally, concept names often embed asser-
tions, i.e., implicit knowledge, not always repre-
sented explicitly through semantic relations. lis th
paper, we examine three linguistic phenomena
(reification, nominal modification, and preposi-
tional attachment), which usually embed semantic
relations. We show how semantic relations ex-
tracted from these concept names contribute to
improving the semantic integration — through align-
ment — of two ontologies of anatomy.

The general framework of this study is that of {exi
cal semantics and knowledge acquisition. Lexical
semantics [1] studies the link between linguistic
phenomena and the semantic relations they encode.
As such, lexical semantics contributes to knowl-
edge acquisition from textual resources. While
originally applied to general relations (e.g., hy-
pernymy, meronymy) from general corpora (e.g.,
machine-readable dictionaries [2]), the same tech-
nigues have been adapted to the acquisition of
specialized relations (e.g., the molecular intéoact
BINDS [3]) from the biomedical literature. Termi-
nologies have also been used as specialized corpora
for acquiring knowledge [4]. In this particular con



text (controlled vocabulary, closed subdomain),
there is often less ambiguity than in larger telktua
resources, which may facilitate knowledge extrac-
tion. In previous work, we studied semantic rela-
tions embedded in biomedical terms through nomi-
nal modification [5] and reification [6].

Although sharing with these studies some of the
methods used for knowledge acquisition, this paper
specifically evaluates the contribution to semantic
integration of the semantic relations extractedanfro
concept names through various methods. We dem-
onstrate how each linguistic phenomenon under
investigation contributes to improving the align-
ment of two ontologies of anatomy. This study is
not evaluation of the alignment itself, but ratlaer
guantification of the contribution of augmented
knowledge to the alignment.

Resources and M ethods

Ontologies of anatomy

The Foundational Model of Anatomy! (FMA)
[August 30, 2002 version] is an evolving ontology
that has been under development at the University
of Washington since 1994 [7]. Its objective is to
conceptualize the physical objects and spaces that
constitute the human body. The underlying data
model for FMA is a frame-based structure imple-
mented with Protégé-2000. With 59,422 concepts,
FMA claims to cover the entire range of gross,
canonical anatomy. Concept names in FMA are
pre-coordinated, and, in addition to preferred s&erm
(one per concept), 28,686 synonyms are provided
(up to 6 per concept). For example, there is a con-
cept namedJterine tubeand its synonym i©vi-
duct.

The Generalized Architecture for Languages, En-
cyclopedias and Nomenclatures in medigine
(GALEN) [version 5] has been developed as a
European Union AIM project led by the University
of Manchester since 1991 [8]. The GALEN com-
mon reference model is a clinical terminology rep-
resented using GRAIL, a formal language based on
description logics. GALEN contains 25,192 con-
cepts and intends to represent the biomedical do-

Ihttp://sig.biostr.washington.edu/projects/fm/Abduth
tml
“http:/iwww.opengalen.org/
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main, of which canonical anatomy is only one part.
Unlike FMA, GALEN is compositional and genera-

tive. Concept names in GALEN are post-

coordinated, and only one name is provided for
each concept.

Both FMA and GALEN are modeled bg-A and
PARTOF relationships and allow multiple inheri-
tance. Relationships in GALEN are finer-grained
than in FMA. For the purpose of this study, we
considered as only oneARTOF relationship the
various kinds of partitive relationships present in
FMA (e.g.,part of, general part ofand in GALEN
(e.g.,isStructuralComponentQisDivisionO}.

Extracting relations from concept names

We used three methods for extracting relations
from concept names. Each method takes advantage
of one particular linguistic phenomenon. The rela-
tions embedded in concept names through these
phenomena sometimes coexist with equivalent
semantic relations represented explicitly in the
ontology. However, cases where a relation is only
embedded in a concept name in one ontology and
only represented explicitly in the other are likey
impair semantic integration. In order to make on-
tologies more easily comparable, we systematically
extracted the relations embedded in concept names.
In this study, we focused on taxonomic (ils-A

and INVERSEIS-A) and partitive (i.e.PARFOF and
HASPART) relations.

The reification of PART-OF consists of using a
concept namedPart of Wto subsume a concept
instead of using 2aART-OF relationship between the
conceptP (the part) andW (the whole). From a
linguistic perspective, the concept nafert of W
reifies thePARTOF relationship from concef® to
W. The two representationsP, Is-A, Part of W>
and <P, PARFOF, W>, are equivalent for most
purposes [9]. We systematically extractedP,
PARFOF, W> and<W, HASPART, P> from concept
names such aSubdivision of X, Organ component
of X, and Component of XwhereX is a concept
present in the ontology. For example, because the
conceptComponent of handubsumed-inger, we
generated the two relationsFinger, PARFOF,
Hand> and {Hand HASPART, Finger>.

Nominal modification often represents a hypo-
nymic relation involving the head of the noun
phrase. For example, @ranial nerveis a kind of
Nerve and theCarotid arteryis a kind ofArtery.
Therefore, the relationsX Y, ISA, Y> and <Y,



INVERSEIS-A, X Y > can be tentatively extracted
from the termX Y. However, this method is not
applicable when the head of the noun phrase is
polysemous in the domain under investigation. For
example, Body (human body) does not subsume
Carotid body(a small neurovascular structure). The
problem here lies in the several sensdsoafy “the
material part or nature of a human being” for the
former and “a mass of matter distinct from other
masses” in the latter. Domain knowledge is re-
quired for identifying such cases.

In anatomical termsprepositional attachment
using “of” (X of ) often denotes a partitive relation
betweenX of YandY. For example, we generated
the relations<Bone of femur,PARFOF, Femur>
and <Femur, HASPART, Bone of femur>from the
term Bone of femurBecause it does not fully ana-
lyze the concept names, this method is not suitable
for complex anatomical terms (e.g., nhames contain-
ing prepositions other than “of”, such @soove for
arch of aortg.

Evaluation

The two ontologies of anatomy, FMA and GALEN,
were aligned using a combination of lexical tech-
nigues (resemblance among concept names) and
structural techniques (similarity and conflicts é&ads

on the semantic relations) [10]. In order to evidua
the role of the relations generated by augmentation
the alignment based on the explicit knowledge
alone was compared to the alignment based on both
explicit and augmented knowledge. In practice,
structural techniques were used to refine the align
ment of lexically related concepts, called anchors.
Structural similarity, used as positive evidence, i
defined by the presence of common hierarchical
relations among anchors across systems. Conflicts,
on the other hand, used as negative evidence, are
defined by the existence of opposite hierarchical
relationships (e.gRARTOF andHAS-PART) between

the same two anchors across systems.

Based on such evidence, the anchors (i.e., pairs of
lexically related concept® and X’) can be classi-
fied into three main groups:

1. anchors with no structural evidence (i2eand
X' do not share any hierarchical relationships to
other anchors),

2. anchors with positive evidence, (i.X.andX’
share similar relationships to other anchors),
and

3. anchors with negative evidence (i%¢.andX’
share opposite relationships to other anchors).
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In order to quantify the contribution of augmented
knowledge to the alignment of two ontologies, we
compared the number of anchors in each group
before and after augmentation. Since the augmenta-
tion methods applied to the two ontologies generate
additional relations, it is expected that some of
these new relations provide additional structural
evidence to some anchors, thus reducing the num-
ber of anchors with no structural evidence.

Results

Number of relations generated

The number of concept names exhibiting the three
linguistic phenomena under investigation (reifica-
tion of PARFOF, nominal modification, and preposi-
tional attachment) is presented in Table 1.With the
exception of nominal modification, the lexical
phenomena of interest in this study were more often
present in FMA than in GALEN. This is especially
true for prepositional attachment. Most names in
FMA are anatomical terms and a majority FMA
names contain the preposition “of” (e.§luscle of
pelvis Nail of third tog Cruciate ligament of atlas
Base of phalanx of middle fingeatc.). In contrast,
only part of GALEN concepts are related to the
anatomical domain, which may explain the lexical
differences observed between the two ontologies.
Because a given name may exhibit more than one
lexical phenomenon, the sum of the numbers of
names for each phenomenon is greater than the
total number of names.

The number of relations generated by the three
augmentation methods described earlier is shown in
Table 2. Note that a method may extract more than
two relations (direct and inverse) from a concept
name. This happens when the same linguistic phe-
nomenon is present more than once in a name (e.g.,
from Base_ofphalanx_ofmiddle finger(BoPoMB,

we generate botkBoPoMF, PARFOF, Phalanx_of
middle finger>and <BoPoMF, PARFOF, Middle
finger>, as well as their inverses). A majority of
relations extracted from the concept names are also
explicitly represented in GALEN, but not in FMA.
Because of some redundancy between explicit and
extracted relations (and, to a lesser degree, among
extracted relations), the total number of relations
after augmentation is less than the sum of the num-
bers of explicit and extracted relations.



Additional structural evidence acquired

The alignment consists of identifying equivalent
concept in FMA and GALEN. These anchors are
concepts present in the two ontologies exhibiting
the following two properties: lexical similarity
(their names are lexically equivalent) and striadtur
similarity (they share relationships to other an-
chors). 2353 lexically equivalent concepts, called
anchors, were identified, of which 1668 (71%) also
exhibited structural similarity before augmentation
techniques were applied to FMA and GALEN. This
proportion rose to 87% when relationships gener-
ated through augmentations were used.

The details of the alignment before and after aug-
mentation are presented in Table 3. The relations
generated by augmentation enable 388 anchors
(+16%) to acquire positive evidence. Before aug-
mentation, there was no support for these concepts
to be considered either aligned (positive evidence)
or distinct (negative evidence). Anchors acquiring
positive evidence after augmentation include
Ciliary gland (the sweat gland of eyelid), which
acquired through augmentatiorsA relation to
Gland and PARTOF relation toHead themselves
anchors.

Not surprisingly, augmented knowledge also re-
vealed a few more conflicts across systems. For
example, the two anchor®orsum of Footand
Dorsal Region of Foobriginally received positive
evidence through some shared hierarchical rela-
tions. After augmentation, they acquire negative
evidence because the extracted relatiSnrface of
dorsum of foqtPARTOF, Dorsum of foot>in FMA
conflicts with the explicit relatiorDorsal Region

of Foot HASPART, Dorsum of Foot>in GALEN
(Surface of dorsum of fo@nd Dorsal Region of
Foot are synonymous in FMA).

Relative contribution of each method

Before augmentation, the number of anchors not
supported by structural evidence was 665, i.e., 28%
of the 2353 anchors. If only one method were ap-
plied, this number would decrease by about 9%,
since about 200 anchors acquire evidence through
reification of PARFOF (203) and nominal modifica-
tion (201), and by 7% with propositional attach-
ment (158). This shows the relative contribution of
the three augmentation methods in providing evi-
dence for anchors.
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Finally, Table 4 simulates what would happen if
augmentation methods were applied only to one
system and not to the other. The alignment mostly
benefited from augmenting relations in FMA. The
relations required for concepts to acquire evidence
were generated from concept names in FMA in 364
cases out of 388 (94%).

Discussion

Generalization. Knowledge augmentation can be
applied to other subdomains of biomedicine than
anatomy and can be applied beyond the biomedical
domain. Because of the prominence of hierarchical
relations in anatomy, this study focusedign and
PARTOF relations. However, associative relations
could benefit from the same approach. Roles and
functions are often reified (e.dron transporter
Calcium channel blockgr New rules would have

to be developed to target specific relations.

Likewise, depending on the context, prepositions
other than “of” could be used to identify relations
(e.g.,Urine test for glucosewhere the preposition
“for” expresses the relationshimalyzey Possibly,
other linguistic phenomena such as appositives
could be used as well. Finally, by increasing the
number of relations available, knowledge augmen-
tation should benefit not only semantic integration
but also other approaches relying on semantic rela-
tions such as semantic interpretation.

Limitations. One obvious limitation of this study is
that no validation of the 2353 anchors has been
performed yet. In the absence of a gold standard
resulting from such a validation, it may be difficu

to evaluate the actual benefit of any method gener-
ating the relations used as structural evidendken
identification of equivalent concepts across ontolo
gies. Since the validation of 2353 anchors repre-
sents a significant effort involving domain experts
we elected to maximize the amount of structural
evidence first (e.g., through augmentation) so ithat
could be used by the experts in a validation envi-
ronment. Nevertheless, the results of this study
suggest that relations generated by augmentation
only provided structural evidence to a significant
number of anchors (16%). An informal evaluation
conducted on a limited number of anchors showed
that, in most cases, anchors supported by structura
evidence denote equivalent concepts across ontolo-
gies.



Alternative approaches. Our approach to aligning
ontologies relies on lexical and structural sinitjar

In this regard, it is close to approaches such as
PROMPT [11]. However, the augmentation tech-
nigues presented here are typically not used iin the
alignment algorithm. A different approach to align-
ing FMA and GALEN has been reported by Mork
& al. [12]. These authors use a generic schema
matching technique. While their approach is essen-
tially generic, and therefore virtually domain-
independent, ours takes advantage of domain
knowledge. The augmentation techniques described
in this paper are in many cases specific to anatomy
However, we believe that this study may be an
illustration of the importance of domain knowledge
in alignment techniques.

Conclusions

Knowledge augmentation based on semantic rela-
tions embedded in concept names through various
linguistic phenomena has proved a powerful tech-
nigue, generating as many relations as are repre-
sented explicitly in FMA. Moreover, knowledge
augmentation also clearly benefited the alignment
of FMA and GALEN, enabling 16% more anchors
to acquire evidence (mostly positive, but also rega
tive), compared to the use of explicit relations
alone.
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Table 1. Number of concept names exhibiting the three Istguphenomena under investigation

(a given name may exhibit more than one lexicahpheenon)

FMA GALEN
Reification ofPARFOF 1,618 (2%) 227 (1%
Nominal modification 19,395 (22%) 8,282 (33%)
Prepositional attachment 53,103  (60%0) 1,886 (T%)
None 23,049 (26%) 15,353  (61%)
Total (unique names) 88,108 25,192

Table 2. Number of relations generated by the three augatient methods
(In parentheses is the percentage of relationpnegent before augmentation for each linguisticrigmeenon
and, on the last line, the percentage of relationly generated by augmentation techniques)

FMA GALEN
Before augmentation 342,889 322,092
Reification ofPARFOF 215,300 (93% 58,358 (38%)
Nominal modification 55,328 (37%) 19,732 (21%)
Prepositional attachment 145,960 (740) 3,886  (2/%)
Total (unique relations) 658,749 349,366
From augmentation only] 315,860 (48%) 27,274 (8%)

Table 3. Repartition of the 2353 anchors by type of evidebefore and after augmentation

Type of evidence Before After Difference

665 (28%) 277 (12% -388 (-16%)
Positive 1668  (71%) 2054  (87% +386  (+16%)
Negative 20 (1%) 22 (1%) +2 (+0%

Table 4.Number of anchors acquiring structural evidences{fiee or negative) after augmentation, by method

(first applied to each ontology separately, theplagul to both)

FMA | GALEN Both
Reification ofPARFOF 193 13 203
Nominal modification 183 8 201
Prepositional attachment 137 10 158
All three combined 364 26 388
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1 Introduction

Nowadays, the business landscape changes very fast.
Organizations merge and joint-ventures have become
common headlines.  This reality requires system
reengineering, information integration and migration
of legacy data. In this paper, we address the data
migration issue.

Current data migration applications aim at convert-
ing legacy data stored in sources with a certain schema
into target data sources whose schema is predefined.
Organizations often buy applicational packages (like
SAP, for instance) that replace existing ones (e.g., sup-
plier management). This situation leads to data mi-
gration projects that must transform the data model
underlying old applications into a new data model that
supports new applications. The migration process is
first exhaustively tested and then applied in a one-
shot operation, usually during a weekend. The origi-
nal data sources become obsolete once the migration
is performed. The transformation step of the ETL
(Extract-Transform-Load) process involved in large-
scale data migration projects has two kinds of require-
ments. The first one concerns the specification of mi-
gration transformations. The second deals with the
project development and management.

Several issues arise when specifying data migra-
tion transformations. First, migration programs re-
quire more powerful languages than those supported
by most of the commercial ETL tools currently avail-
able. In fact, those languages are usually not powerful
enough to represent the semantics of the transforma-
tion rules involved. Typically, complex transforma-
tions are handled by ad-hoc programs coded outside
the tools. Second, data migration programs need more
than simple programmers. People that write migration
code are often business experts as well. They prefer to
use high-level constructs that can be easily composed.
Third, the cost involved in the production and main-
tainability of migration programs must be minimized.
Migration code must be short, concise and easily mod-
ifiable.

Data migration projects deal with large amounts
of data and potentially involve a considerable num-
ber of transformations. Therefore, data migration pro-
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grams are iteratively developed. In real world projects,
easy prototyping is thus an imperative requirement.
Moreover, as in any other software development effort,
code and data must be logically organized into distinct
packages. Managing such information is crucial for the
success of the initiative.

Finally, migration processes deal with critical data.
This means that project auditing is frequent and strict.
Auditors want to be sure that the entire set of source
data is migrated, i.e., that the migration transforma-
tions cover all source records. To ensure this, they
need a tool that measures the progress of the migra-
tion, and reports which source fields have been mi-
grated and which target fields have been populated.

DaTA FUSION is a data transformation platform de-
veloped and commercialized by Oblog Consulting. It
addresses the requirements of generic data transforma-
tion applications. In this paper, we describe DATA FuU-
SION DM which is the DATA FuUsIiON data migration
component that has evolved from the requirements of
real data migration problems.

1.1 The DATA FusioN DM component

DaAtA FusioN offers a domain-specific language named
DTL (standing for Data Transformation Language) for
writing concise and short programs. It also provides
an Interactive Development Environment (IDE) for ef-
ficiently producing and maintaining code. In the rest
of the paper, we will focus on the DTL primitives and
IDE features supported by DATA FusioN DM.

DTL provides a set of abstractions appropriate for
expressing the semantics associated to data transfor-
mations. The basic concept is a mapper that may en-
close several rules. A rule encloses transformations
with similar logics, e.g., populate fields with the null
value (see Section 3 for an example of a mapper).
The choice of providing such domain-specific language
brings several advantages. First, migration solutions
can be expressed in a language close to the problem do-
main. Second, programs are usually concise and easy
to read and maintain. Due to these two features, DTL
is appropriate for easy prototyping and testing, which
are major requirements of data migration applications.
Third, the compiler can check if the specific vocabu-



lary is correctly used. In DTL, for example, a target
attribute cannot be assigned twice. Since DTL em-
bodies domain knowledge, a number of optimizations
that could not be identified otherwise, can be intro-
duced. Finally, a debugger facility can be developed
for data migration programs. The debugger facility
implementation of DATA FUsioN DM is in progress.

The DATA FusioN DM IDE supports the develop-
ment of data migration projects. It follows the trend
of modern environments for software development (like
e.g. Eclipse or Visual Studio). It includes a text edi-
tor that supports known functionalities such as syntax
highlighting and code templates. Moreover, the DTL
compiler is integrated within the IDE and provides
helpful hints when compilation errors occur. The user
can parameterize DATA FUSION DM through the IDE,
in order to differentiate among production and devel-
opment modes. The types of errors that are allowed
when writing and testing a migration application are
not the same as the ones that may occur when migrat-
ing real data.

The IDE also supports project management. First,
the code produced is organized into packages accord-
ing to the functionality provided. This feature is ex-
tremely important in large-scale projects as is the case
of data migration. Second, the IDE provides a project
tracking facility that shows to be very useful in real
data migration applications. The information to mi-
grate is precious in the sense that every source record
must be migrated and every slot of the target schema
must be filled in. Auditing a data migration project
is a very common activity. People owning data to be
migrated frequently ask for periodically checking the
progress of the data migration process. The IDE re-
ports the state of all source and target fields, i.e., the
association between all target and source fields, the
percentage of source and target data already migrated,
etc.

1.2 Related work

The commercial ETL tools currently available usually
either provide an incredible number of operators (e.g.,
Sagent [Sag]) for transforming data or only a small
set of operators (e.g. DataJunction [Dat]). The first
group of tools is not easy to use, given the large num-
ber of abstractions that the programmer must be able
to handle. In the second group of tools, complex trans-
formation logics must be developed as external ad-hoc
functions through programming interfaces. This fea-
ture has several drawbacks. First, programmers must
be aware of at least two programming languages: the
transformation language supplied by the tool and the
programming language (usually Java or C) for writ-
ing external code. Second, migration programs that
handle rich transformation semantics turn to be com-
plex and difficult to optimize. In addition, debugging
of migration transformations is difficult thus delaying
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the data migration development cycle. The DaTA Fu-
SION DM approach defends that functions should be
defined in the transformation language to allow inte-
grated development and debugging without having to
switch among development environments and tracking
down bugs through archaic mechanisms.

Commercial tools provide a GUI to specify the
source-target mappings, often imposing weak forms of
interaction when compared with a modern program-
ming language editor. Finally, some of these tools
(e.g., Compuware FileAid/Express [Fil]) neglect the
development environment in favor of a more power-
ful set of data transformations. The application of
Data FusioN DM to solve real world data migration
problems confirmed our expectations about the IDE
usefulness.

Several research data transformation tools have
been proposed in the last years. Potter’s Wheel [RHO1]
is a tool for discrepancy detection that allows the user
to successively apply simple schema and data trans-
forms. However, the class of data transformations ex-
pressible with these transformation operators is lim-
ited and does not cover all data migration require-
ments. The semantics of the AJAX [GFS*01] map
operator is similar to the semantics of a DATA FuU-
SION DM rule, but rules can enclose more complex log-
ics due to the expressiveness of DTL when compared
to the map let clause. Express [SHT*77] is an early
prototype for data transformation. As DATA FusioON
DM, it offers a language for specifying transforma-
tions of source files into target files. However, unlike
DTL, it does not support recursion. Clio [MHH*01]
is a tool for interactive development of schema map-
pings. However, the set of transformations supported
is a subset of SQL. As it will be shown in Section 3,
Dara FusioN DM DTL can express transformations
that cannot be written in SQL.

DTL was designed for capturing the semantics of
arbitrarily complex data migrations. It is a domain
specific language because it is oriented to a par-
ticular problem domain [vDKV00]. Many domain-
specific languages have been used over the years (SQL,
ASN.1, Makefiles, among others [vDKV00]), and the
subject has been receiving increased attention from
the research community [Kam97]. MedMaker MSL
[PGMU96] and Squirrel ISL [ZHK96] are data inte-
gration languages whose main goal is to fusion data
from several sources. DTL is intended for specifying a
larger class of data transformations.

Data FusioN DM assumes that the source-target
schema mappings are known. The tool does not offer
any facility for discovering schema mappings as it is the
case of COMA [DRO02], TranScm [MZ98] and others.

2 Architecture

The DaTA FUsioN platform follows the client-server
architecture depicted in Figure 1. On the client side,
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Figure 1: Architecture of DATA FUSION

the Integrated Development Environment (IDE) allows
users to work in multiple data migration projects. On
the server side, the Run-Time Environment (RTE) is
responsible for compiling and parallelizing the data mi-
gration requests submitted from IDE instances. This
client-server architecture attains scalability. An in-
stance of the IDE may submit requests to multiple
RTE instances and an instance of the RTE may run
in parallel accepted submissions from multiple IDE in-
stances.

The IDE is constituted by (4) the graphical user in-
terface, which is a development environment for DTL
specifications (ii) the remote communication subsys-
tem in charge of submitting the compiled mappers
and receiving the migration progress information, (%)
the DTL compiler that generates Java code from DTL
mappers, and (7v) the report system that is responsible
for displaying project tracking and auditing informa-
tion.

The RTE is composed by (i) an execution service
responsible for processing submission requests by com-
piling, launching and monitoring the execution of map-
pers, (i) a run-time library that implements the se-
mantic concepts of DTL and (#4) the Java Run-time
Environment which is responsible for executing the
Java code.

The transformations are executed by the RTE on
a data staging area which can be supported by any
RDBMS with a JDBC connection. Data extraction
and loading are performed by third-party tools (e.g.,
Oracle SQL*Loader).

3 The Data Transformation Language

To motivate the unique features of the DTL language,
we present a simple example which is a simplified ver-
sion of typical real world problems found when migrat-
ing legacy data. The example show problems that are
solved in a concise and self-contained way using DTL.
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To the best of our knowledge, complex restructuring
sequences or manual coding would have to be used if
tackled with currently available data transformation
frameworks.

3.1 Migration of loan information

The source view LOANS, in Figure 2, stores the details
of loans requested per account. The source column
ACCT is the account number, LOAN is the loan number
for each account and AMT is the amount requested. The
target system does not support loan amounts superior
to 100. When a loan amount greater than 100 is found
in the source, it must be split into several loan payment
entries in the target. In the target view PAYMENTS,
LOANNQ is the loan number and AMOUNT is the amount
to be payed. The mapping requirements are as follows:

1. The column LOANNO is mapped by concatenating
ACCT with LDAN.

2. The column AMOUNT is obtained by breaking down
the value of AMT into multiple records with a max-
imum value of 100, in such a way that the sum
of amounts for the same LOANNO is equal to the
source amount for the same loan.

The mapper that implements these requirements is
shown on the right side of Figure 2. The first require-
ment is implemented in the rule! that assigns the con-
catenation of the source columns ACCT and LOAN to the
column LOANNO.

To implement the second requirement, an auxiliary
variable rec_amnt is initialized with the value of AMT
and is used to partition the total amount into parcels
of 100. The dynamic creation of records is achieved by
nesting an insert statement into a while loop. Each
time an insert is executed, a new value for the target
column is associated with the rule. Internally, values
produced by the rules are represented by nodes in a
graph. After executing all the rules for a source record,
the values contained in the nodes are combined by a
graph traversal algorithm to produce target records.
In Figure 2, for each iteration of the loop, a node
AMOUNT is loaded with 100. After the loop, an ad-
ditional node AMOUNT is filled in with the remaining
value. When both rules are executed for each source
record, the values stored in node LOANNO and in nodes
AMOUNT (for each LOANNO node, several AMOUNT nodes
may exist) are combined to generate several records in
the target view PAYMENTS.

The distinguishing feature illustrated by this exam-
ple is as follows. The mapping logics used to load
the target columns whose value is fixed (LOANNO in
this example) is kept outside the loop. This is highly
beneficial because in real-world examples, we often en-
counter target tables with tens of columns. By nesting

INo rule keyword is required when the rule is composed of
a single statement.



LOANS

ACCT LOAN AMT
123 001 20,00
123 002 140,00
456 001 250,00

mapper LoanConvert
import master LOANS
export PAYMENTS

LOANNO = ACCT || LOAN

AMOUNT = rule
var rec_amnt: numeric
rec_amnt = AMT

PAYMENTS while rec_amnt > 100 do
LOANNO AMOUNT @@ = 100
123001 20,00 rec_amnt = rec_amnt - 100
123002 100,00 insert
123002 40,00 end while |
456001 100,00 e
456001 100,00 end rule

456001 50,00

end mapper
Figure 2: Specification of the LoanConvert mapper

all rules inside the loop would compromise their read-
ability.

4 Scenario demonstrated

DaAtAa FusioN DM has been used in real data mi-
gration projects. For example, it was applied by the
Spanish software house INDRA [ind] to migrate finan-
cial data, and by Siemens to integrate three databases
storing Portuguese public administration information.

In data migration projects, there is a common pat-
tern. Proprietary applications are discontinued in fa-
vor of applicational packages which means that legacy
data is migrated into a fixed target schema. The mi-
gration project that we will demonstrate intends to il-
lustrate the generic characteristics of a data migration
project driven by these requirements.

Due to confidentiality restrictions we cannot present
real data used in our projects. Therefore, the scenario
demonstrated is a constructed example of a banking
migration. The Banking information system is com-
posed of four applications: Clients, Accounts, Loans
and Credit-cards. The data handled by these appli-
cations must be migrated into a pre-defined target
schema.

With this demonstration, we want to outline the
following points:

1. Complex legacy data transformations — We will
illustrate a set of data migration transformations
expressible in DTL that are either not tackled or
are impractical in existing tools and frameworks.

2. IDE — We will show our development environment
for DTL specifications (see a snapshot in Figure
3). In particular, we will present how the IDE
project management handles the migration of real
world financial data systems with thousands of
tables.

3. Project tracking and auditing — By taking advan-
tage of data dependency information supplied by
the DTL compiler we are able: (i) to compute
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Figure 3: Snapshot of DATA Fusion IDE

coverage metrics for source and target schema and
(1) to develop data dependency reports for source
and target fields. We show how coverage metrics
indicate the progress of rule coding. We also show
how auditors take advantage of the data depen-
dency reports to gain insight and confidence about
the migration specification.
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Abstract

In such contexts as the Semantic Web,
the components of an application increas-
ingly rely on ontological models and content
knowledge developed and maintained by in-
dependent contributors. These components
also are designed to be building blocks of
various applications. We advocate the use
of a mediating component that defines and
processes the knowledge transformations re-
quired to enable application components to
exchange, and inter-operate on, knowledge
and data. We present our approach and as-
sociated tools to support developers (1) in
defining mapping relations between the on-
tologies involved in their application and (2)
in running a mapping interpreter to mediate
content knowledge and data among the cor-
responding ontology-based components.

1 Interoperation of Application
Components

As a multi-contributor environment, the World-Wide
Web fosters the formation of applications that in-
volve multiple, distributed components. In light
of the Semantic-Web approach, ontologies—models
that define the concepts, properties and relations of
a domain of discourse—are the communication in-
terface (if not the backbone) of these components
meant to be assembled in various applications. In-
creasingly, however, such ontology-based application
components are contributed independently and hence
cannot be expected to adhere to shared models nor to
integrate with one another gracefully. Instead, differ-
ent components impose different semantic, structural
and syntactic views and expectations on knowledge
and data, expressed by means of independent ontolo-
gies. For example in a travel-planning application, a
flight-booking component would conceive travel time
as the exact day and time of a flight (e.g., “Out-
bound on 05-01-2003 at 14h25min”), whereas a car-
reservation component might only need the approxi-
mate rental period (e.g., “From Monday May 1st 2003
early evening to Sunday May 7th mid-morning plus
or minus 1 day”). Such conceptual and representa-
tional mismatches need to be resolved at the ontolog-
ical level in order to enable application components

Thttp://protege.stanford.edu

to exchange, and to interoperate on, a common set of
data and knowledge elements.

Our solution centers around the design of a
mediating component—one that isolates and pro-
cesses the knowledge needed for configuring differ-
ent knowledge-based components to work together
in a particular application. This middle component
encodes declarative mapping relations that express
rules to resolve mismatches between the concepts and
properties defined in the ontologies of two applica-
tion components. The mediating component inter-
prets mapping relations to transform knowledge and
data from one component into knowledge and data
expected by another component. We have developed
associated tools for creating and processing mapping
relations between any two ontologies, based on the
Protégé! knowledge-modeling environment.

Our approach offers the advantages of maintain-
ing the integrity of the original independent applica-
tion components (hence increasing the reusability of
the components in different knowledge systems) while
localizing and making explicit the knowledge trans-
formations involved in adapting the components to
work together (hence reducing the effort needed to
encode and modify the transformation operations).
It is important to note that our solution accounts
for ontology-level alignment operations as well as for
content-level transformation operations. While the
former is the focus of much of the current ontology-
management research, the latter is more traditionally
found in database integration approaches.

2 Ontology-based Mediation of
Knowledge

Our approach to mediating knowledge and data be-
tween application components centers around the def-
inition of a set of mapping relations that both bridge
gaps between different components’ ontologies and
transform instance knowledge and data from one
component’s ontology to another. First, our solution
introduces a generic ontology of the kinds of map-
ping relations that can be defined between the ontolo-
gies of any two application components. Instantiated
mapping relations represent the correspondence links
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Figure 1: Our generic ontology of mapping relations. Each instance-mapping relation connects one or more
source classes to one target class, and expresses how one instance of the target class is computed from each instance
of the source class. Actual transformations of data and knowledge are specified in an associated set of slot-mapping
relations that each defines the rules for computing the value of one slot of the target instance, possibly from the
values of the source instance’s slots. Types of slot mappings span the scope of operations that source knowledge

can undergo to fit the format and semantics specified by

the target ontology: from simple slot-value renaming to

lexical expressions, to functional transformations. Recursive slot mappings are used for calculating instance-valued

target slots, through a dependent instance mapping only

processed in that context (on-demand flag). Finally, an

instance mapping can be conditional upon properties of instances being mapped (condition slot), thus allowing for

one-to-many instance-level mapping relations, and can be
(apply-to-subclass-instances? flag).

and transformation rules between the concepts and
property values of the two components’ underlying
ontologies. Second, our approach includes a mapping
interpreter that processes a set of mapping relations
defined for two ontologies and migrates instantiated
contents from one ontology to the other. Our ap-
proach is based on earlier work in our group that
was aimed at studying the composition of knowledge
systems from reusable domain knowledge bases and
problem-solving methods [3, 4, 1].

We adopt a frame-based modeling view of ontolo-
gies. Accordingly, a set of classes are organized in a
subsumption hierarchy to represent concepts in the
domain of interest, and have slots attached to them
to represent their properties. The values that slots
can take are restricted by facets, such as cardinality,
type and range. Classes are templates for individ-
ual instances, that have particular values for slots.
Here, we adopt the notion of a knowledge base as an
ontology populated with instances.

An Ontology of Mapping Relations

Mapping relations are defined between the ontologies
of two—a source and a target—application compo-
nents. Mapping relations hold the transformation
operations to be applied on the source component’s
knowledge so that the target component is given the
pieces and aspects of knowledge that it can operate
on. According to a set of custom mapping relations,
instances of the source component’s concepts that are
of interest to the target component are transformed

propagated to instances of subclasses of the source class

(by a mapping interpreter, see below) into instances
of corresponding target concepts, on which the tar-
get component is able to operate directly. Note that
source and target roles for application components
are dependent on the application’s knowledge flow
and are easily reversible.

It makes sense to categorize the types of map-
ping relations that can be expressed in any situation
that requires mapping knowledge from one ontology
to another. Such categorization allows us to concep-
tualize mapping relations in a better way and to de-
sign appropriate tool support for their definition and
interpretation (see Section 3). We hence designed a
small, generic mapping ontology that provides a struc-
ture for defining mapping relations between a source
and a target ontology, in terms of conceptual align-
ment, of instance migration and of slot value com-
putation. Figure 1 details the main aspects of our
mapping ontology. To configure two components to
work together in a system, a developer instantiates
our mapping ontology with the set of mapping rela-
tions that link the ontologies of the source and target
components. The developer thus creates a mapping
knowledge base that contains rules to compute the
target instances from source instance knowledge.

A mapping relation can be as simple as a one-to-
one renaming correspondence between a source class
and its slots, and a target class and its slots. In the
travel-planning example, the ontologies of the flight-
booking and car-reservation components might ex-
494 share the notion and representation format of
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Figure 2: Knowledge transformation and mediation performed by the mapping interpreter.

a billing address. More complex instance-level map-
pings can express many-to-one, or many-to-many, ag-
gregation relations between source and target con-
cepts, as well as one-to-many concept-decomposition
relations. Slot-level mappings also can express ag-
gregation and decomposition operations, and include
lexical, numerical and functional transformations of
slot values. In the same example, the translation of
the notion of time from one component to the other
would involve several of those more complex opera-
tions, such as calculating a date interval from out-
bound and inbound flight dates, changing the date
encoding, deriving approximate moments of the day
from more precise flight times, etc.

Our mapping ontology provides the basis for ex-
pressing the adaptation knowledge needed to config-
ure two components to work in a certain application.
It is important to note that the core knowledge that
is needed to create target instances out of source
instances resides in the set of slot-level transforma-
tion operations attached to an instance-level mapping
relation—operations that change the format and res-
olution of the source slot values to compute the re-
quired values of target slots. Eventually, a software
component needs to operate on data structures that
are derived from the filled-in instances of its ontology.

A Mapping Interpreter

We have developed the mapping interpreter as a piece
of software associated with our mapping ontology
that performs mediation of knowledge and data inside
of a component-based application. As sketched on
Figure 2, the mapping interpreter processes a given
set of mapping relations between two ontologies—a
mapping knowledge base—on a set of instances of
the source ontology to produce a corresponding set
of instances of the target ontology.

Specifically, in its default mode of operation
the mapping interpreter cycles through all instance-
mapping relations defined in the mapping knowledge

2http://www.ai.sri.com/~okbc/

base and creates one instance of the specified target
class for each instance of the specified source class
in a given instance mapping. The interpreter com-
putes and fills-in the target instance’s slot values ac-
cording to each slot-mapping relation associated with
the current instance mapping. A specific syntax that
can be used in slot-value mapping expressions and in
other mapping code such as conditions enables the
interpreter to have local access to the source (sub-
)instance’s slot values. The mapping interpreter is
also able to execute custom scripting and functional
procedures (in TCL and Python), that provides ad-
ditional mapping flexibility.

The mapping interpreter is written in Java and
can be included in any component-based application.
The mapping interpreter has a complete API for ac-
cessing its representation of a knowledge base (i.e., an
ontology with instances). The mapping interpreter
currently handles knowledge bases in the form of
Protégé knowledge bases, Java collections of objects
organized as in a frame-based knowledge base, and
knowledge bases accessible from an OKBC ? server.
These formats can be extended with new ones.

3 Tool Support for Knowledge
Mapping

We have developed an initial tool-—the Knowledge
Mapping Tool—to support an application developer
in configuring ontology-based components to work
together in a system, or simply to migrate knowl-
edge from one ontology to another. Our tool is
based on the Protégé knowledge-modeling environ-
ment. Ontologies have been at the heart of the
Protégé methodology and tools since very early ver-
sions of the system [2]; Protégé hence is suited to
provide the basis for the tool support that is nec-
essary for mapping ontologies of application compo-
nents. Protégé supports domain experts in modeling
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Figure 3: Main view of the Knowledge Mapping tool. The two left columns display, side-by-side, the source
and target knowledge bases (classes in the upper panels, slots or instances in the lower panels). A small “m” icon
next to a class name means that the class is part of a mapping relation with a class in the other ontology. At the
right, the mapping panel displays the mapping knowledge base: At the top, the mapping ontology (left) and existing
instances of mapping relations (right); below, the contents of the selected mapping relation instance, including its
set of slot-level mappings. Double-arrow buttons at the top of each knowledge bases synchronizes all three panels
according to the mappings defined for a selected class. For example, this screenshot shows the mapping relation
“constraint-lower,” from the “constraint” (source) class of the ribosome topology domain ontology and the “fix-
constraint” (target) class of the propose-and-revise method ontology, for which four slot-level mapping relations have
been defined to compute the values of the “condition,” “expression,” “the-name” and “fixesList” target slots. This
example mapping relation specifies how to transform the lower bound value for the location of a ribosomal object
into an actual distance-comparison expression and associated value-modification fixes to use when the expression is
violated (see [1]). Note the “Mapping operations” menu at the very top of the mapping panel, that enables developers
to create mapping relations from classes or slots selected in the source and target ontologies; to save the mapping
knowledge base; and to run the mapping interpreter.
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Figure 5: Side-by-side inspection of the resulting target instances and their corresponding source in-
stances. As a result of running the mapping interpreter, the target ontology is populated with instances that are
computed from the source ontology’s instances and filled according to the set of mapping relations defined for these
two ontologies. Note that instances of the target class can be the result of either instance mapping that has that
class as a target class. Highlighted mapped instances are shown on the right: The contents of the instance of the
source class “constraint” have been mapped partially to an instance of the target class “fix-constraint,” according to
the mapping relation shown in Figure 3. In particular, the value of the target slot “expression” contains the result
of the lexical expression involving several source slots, as defined by the slot mapping shown in Figure 4.

relevant knowledge in an ontology and in customiz-
ing an associated knowledge-entry tool. We extended
this native support of Protégé with a tool to help in
creating and processing mapping relations between
two ontologies. In particular, our mapping tool ac-
cesses knowledge bases from Protégé and reuses user
interface elements of the base environment to pro-
vide a familiar, yet customized, interaction with sys-
tem developers, as can be seen from our subsequent
screen shots (Figures 3, 4 and 5).

The knowledge mapping tool allows application
developers to perform the non-trivial activity of cre-
ating mapping relations between the entities of two
ontologies. The tool provides a developer with an in-
tegrated and synchronized support for browsing and
managing all three (source, target and mapping) on-
tologies involved, instead of switching manually be-
tween multiple ontology-editing windows. The map-
ping tool supports a developer in browsing the source
classes and instances and the target classes side-by-
side, and in creating or visualizing their mapping re-
lations easily, as shown in Figure 3. A developer can
populate, browse and edit the corresponding map-
ping knowledge base—a custom set of instances of
the mapping ontology—that reflects the rules of me-
diating knowledge between the two ontologies.

The tool automatically creates a new mapping

knowledge base for the two ontologies, or loads an ex-
isting one if available. Concretely, the developer then
first creates a set of instance-level mapping relations
between pairs of concepts of the two ontologies—
relations that mean that for each instance of a source
concept, an instance of the target concept will be
created. For each instance-mapping relation between
a source class and a target class, the developer also
creates a set of slot-mapping relations—relations that
express the way to compute the values of each slot of
that target class, possibly from values of slots of that
source class. The mapping tool helps the developer
in making sure that all mappings are specified. The
developer then can save the mapping knowledge base.

The knowledge mapping tool finally incorporates
support to invoke the mapping interpreter on the
three knowledge bases involved. Based on the map-
ping relations defined for two particular ontologies,
the mapping interpreter computes a set of target in-
stances that it fills with knowledge transformed from
the source instances. After running the mapping in-
terpreter, the knowledge mapping tool enables devel-
opers to inspect the computed instances in the newly
populated target knowledge base (see Figure 5)—
these instances hold the actual knowledge on which
flpgarget component will be able to operate directly.



4 Conclusion

We originally designed our solution for the task of
assembling reusable domain knowledge bases with
generic problem-solving methods into a working
knowledge system, where a method defines a domain-
independent ontology for its inputs and outputs, to
be mapped to specific domain knowledge [1]. Our
approach was key in assessing that PSMs and do-
main components could be reused in different applica-
tions. More generally, our generic mapping approach
and tools are now applied to mediating knowledge
and data between other kinds of knowledge-based
application components in a wide range of situa-
tions. Recent applications of our tools include a high-
performance architecture in which multiple public-
health data sources and multiple analysis programs
interact to perform syndrome-outbreak surveillance;
a system for query transformation and dispatch to
heterogeneous information sources; the migration of
protocols from several clinical guideline and biologi-
cal process formalisms to a generic workflow model.
Provided adjustments of our tools to new ontology-
modeling formalisms such as OWL 3, we are encour-
aged to believe that our approach will play a key role
in Semantic-Web technology, along with ontology-
management and database-integration solutions.

Shttp://www.u3.org/2001/sw/WebOnt/
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Abstract. The Context Interchange (COIN)
System provides tools for representing, proc-
essing, and reconciling heterogeneous data
semantics. In this demonstration we show how
COIN can be used to automatically resolve
semantic conflicts. We demonstrate support
tools for developing COIN-compatible applica-
tions and show the representation and resolu-
tion capabilities in COIN. We then show how
the domain application merging capabilities in
COIN allow us to rapidly develop new applica-
tions which combine the domain models, con-
text, and elevation axioms of existing applica-
tions. This is done without rewriting existing
domain knowledge. Instead a tool is used to
create linking axioms. We demonstrate the
construction of a Travel Agent application by
merging existing airfare and car rental applica-
tions. The new application combines the
strength of both application domains and re-
solves their semantic differences.

1 Introduction

Context Mediation technology addresses the
important problem of data interpretation and
deals directly with the integration of heteroge-
neous contexts (i.e. data meaning) in a flexi-
ble, scalable and extensible environment. The
COntext INterchange (COIN) System [6]
makes it easier and more transparent for re-
ceivers (e.g., applications, sensors, users) to
exploit distributed sources (e.g., databases,
web, information repositories, sensors). Re-
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ceivers are able to specify their desired context
so that there will be no uncertainty in the in-
terpretation of the information coming from
heterogeneous sources. The approach and as-
sociated tools significantly reduces the over-
head involved in the integration of multiple
sources and simplifies maintenance in an envi-
ronment of changing source and receiver con-
text.

An overview diagram of this approach is
shown in Figure 1. The COIN project provides
for a systematic representation and automatic
processing of data semantics. Instead of ex-
plicitly capturing semantic conflicts, the COIN
approach records data semantics declaratively
and uses a mediation engine to detect all con-
flicts, which are reconciled by rewriting user
queries to incorporate conversions that can be
defined either internally or remotely on the
network. This approach provides great exten-
sibility.

We refer readers to [2,3] for a formal descrip-
tion of the COIN approach. The COIN frame-
work is built on a deductive object-oriented
data model where semantic data types and
their properties are represented in an ontology.
A modifier is a kind of property that deter-
mines how an instantiated semantic object is
interpreted in different contexts. Data seman-
tics are declared with 1) elevation axioms that
map data elements to the semantic types in the
ontology; and 2) context definitions that spec-
ify modifier values.

The Context Interchange Approach
Concept: Length
3 0

Meti Fi
eers eet\ meters < feet

/[ Shared | .
/| Ontologies i

Context Management
Application

Select partlength
From catalog
Where partno=“12AY”

Receiver

10

Figure 1. Context Interchange Approach

An abductive reasoning engine is used to de-
tect semantic conflicts and rewrite the query



into one that resolves the conflicts. COIN also
implements tools for authoring ontologies,
interfacing with other representation (e.g.,
RDF, OWL)[7], specifying contexts, merging
applications and domains, optimizing and exe-
cuting queries.

2. Demonstration

In what follows, we will describe a COIN
demonstration using several prototype applica-
tions that perform meaningful comparison of
data from web sources. We demonstrate
COIN, COIN development tools, and COIN
application merging capabilities.

2.1 Context Mediation in a Single Applica-
tion

The first part of the demonstration presents a
Flight Reservation System. This application
makes use of databases and web pages for
flight scheduling and cost information. The
sources may use differing meanings for flight
information. The demonstration uses SQL as
the intermediate query language and MIT’s
Chameleon Web extraction tool [8] to access
semi-structured information from web pages.
The COIN abduction engine identifies seman-
tic conflicts through the comparison of modi-
fier values (i.e. declarative context). Resolu-
tion of conflicts takes place automatically. The
application returns a set of flight information
in the context desired by the user.

The system accepts user queries in SQL,
which are converted into Datalog by the query
compiler. The user query is expressed as if all
sources were in the user’s context. The media-
tion engine then generates a mediated query
that reconciles semantic differences, if any,
between all sources involved and the user. The
query optimizer and executioner [1] imple-
ments a capability aware and cost based dis-
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tributed query optimization algorithm that
takes advantage of parallel execution of sub-
queries in multiple sources.

We show the underlying components of the
system including the ontology, contexts (i.e.
modifiers) and elevation axioms. We then
demonstrate the abduction and automatic re-
writing capabilities of the system. This part of
the demonstration also includes a look at the
SQL interface to the set of sources of the ap-
plication.

The specific application involves the aggrega-
tion of a number of web travel sources. The
ontology for the Flight Reservation System is
shown in Figure 2. In the ontology, semantic
data types are shown in rounded boxes. Every
type will be represented using primitive data
types that are collectively called the basic
type. Attributes and modifiers have these types
as their domains and ranges. A context is a
specification of all modifiers in the ontology.
For instance, modifier currency may be speci-
fied to be “USD” for a U.S. context. What is
included in price (e.g., taxes included or not)
can be an ontological problem. But it is more
flexible to model it as a context problem where
each context is specified in modifier fype and
conversions between contexts are solved using
the symbolic equation solver implemented in
the mediation engine [9].

In Figure 3 we present the context issues for
this demonstration. Here the user context are
represented by Dora. Dora, for example,
would like to see airfares that are in US dollars
and that include paper ticket charges and ser-
vice fees. The sources have context values
(i.e., modifier values) different from Dora’s.
For example, TravelSelect provides airfares in
British Pounds and does not include paper
ticket charges or services fees.
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Figure 2. The Flight Reservation Ontology

Assume that Dora requests information from

M ﬁontext % inclTu:%Pa- currency Travelselect and Yahoo. The conflicts are
lype ame erviceree per arge . . . .
— — identified and the conversions, as shown in
Receiver EQfa'g No No GBP Figure 4 are executed automatically. The re-
rien . .
Contexts sults are provided to Dora in her context.
| Dora | | Yes | | Yes | | usb |
| Yahoo ” Yes || No ” usD | Source Conversion
| Expedia ” Yes || No ” usD | Yahoo No need to add taxes, service fees already
Source included (do nothing), determine paper ticket
Contexts | Orbitz ” No || No ” usD | charge and add it.
| Travelselect ” No || No ” GBP | Travelselect No need to add taxes, determine service fee and
paper ticket charge for Orbitz and add them,
| Itn ” No || No || usD | convert everything from GBP to USD.

Figure 3. Context Values for Sources and Re-

ceivers

Once the mediator has determined a conflict,
conversion functions are used to provide the
results in the users context. For currency con-
version, we also need an internal source to
generate the current date and an online source,
Olsen at oanda.com, for exchange rate. Con-
version functions for translating between the
data level (e.g., currency differences) and the
ontological level (e.g., what is included in
price) are defined using rules.
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Figure 4. Conversion from Source Context to
Dora’s Context

A second application, for Car Rental, was
developed and will be shown so that we can
demonstrate the merging capabilities of COIN.

2.2 COIN Authoring Tools

We use a set of web-based authoring tools [4]
to create and manage the ontology, the eleva-
tion axioms, and context definitions, which we
call the knowledgebase for the application.
This tool also imports RDF and exports RDF



[5,7]. By this means we can utilize ontologies
developed by other applications. The tool pro-
vides both a text-based and a graphical inter-
face. Using this tool we will demonstrate the
ability to develop context knowledge, to add a
new source and to modify context.

2.3 Merging Application Domains: A Travel
Agent

Applications are developed in particular do-
mains of interest. These domains are managed
and used by the application using domain
models (i.e., ontologies and context). It is im-
portant that the effort to develop these applica-
tions and associated domain models be reus-
able in other applications that may draw from
one or more application domains. For this
purpose we have developed technology for
application domain merging. Unlike other
approaches we utilize existing domain models
intact. We have developed a tool that creates
merging axioms that reside with the new ap-
plication and operate over existing ontologies
and contexts.

In the last part of the demonstration we
will show the merging process. We will
demonstrate a merged application (i.e.,
Travel Agency which includes Flight Res-
ervation and Car Rental). This will show
how new applications can be developed
using existing applications covering multi-
ple domains. The merged application pro-
vides a number of new capabilities by us-
ing the context representations and the
conversion functions of the underlying
applications. For example, currency as a
context value is included in the airfare
application but not the car rental applica-
tion, in the merged application one can
rent cars from agencies that price in cur-
rencies other than US dollars.

3. Summary

In this demonstration we show the capa-
bilities of COIN for context mediation and
application merging. We include a demon-
stration of the new symbolic equation
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solving [9] and multi-application merging
capabilities. COIN can be used to solve a
spectrum of data semantics problems, in-
cluding representational, ontological and
temporal semantics. We have demon-
strated these capabilities in a number of
application domains, such as financial ser-
vices [9], online shopping [12], disaster
relief efforts [4], corporate house holding
knowledge engineering [11], and larger
applications built by combining existing
ones (e.g., combine an airfare aggregator
and a car rental shopper into a travel plan-
ner, see demos at our website). Efforts are
also underway to use COIN framework as
a cost effective alternative to standardiza-
tion in the financial industry [10]. In addi-
tion, we have developed a .NET version of
web wrapper and performed a preliminary
study on accessing data and methods using
Web Services. Progress in these areas will
make COIN technology available to the
Semantic Web community. Other planned
extensions, such as temporal context, will
further improve the applicability of COIN
technology for various data integration
needs.
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1 Introduction

Ontologies, formal specifications of domains, have
evolved in recent years as a leading tool in represent-
ing and interpreting Web data. The inherent hetero-
geneity of Web resources, the vast amount of informa-
tion on the Web, and its non-specific nature requires
a semantically rich tool for extracting the essence
of Web sources’ content. The OntoBuilder project
[10, 5] supports the extraction of ontologies from
Web search interfaces, ranging from simple Search
Engine forms to multiple-pages, complex reservation
systems. Ontologies from similar domains are then
consolidated into an ever improving single ontology
with which a domain can be queried, either automat-
ically or semi-automatically.

As an example, consider Figure 1. The figure
presents partial screen shots of two forms in the do-
main of matchmaking. The forms require similar in-
formation to be gathered by the system, yet may use
different formats to gather the information. For ex-
ample, while one form asks explicitly for the “Level
of Education,” another form may ask for it implic-
itly, using a label “You are a.” The similarity of the
two fields can be observed only when considering the
possible values to be filled. To be able to automat-
ically match heterogeneous forms, a system must be
equipped with semantic understanding of the domain,
available through such ontological constructs as com-
position.

Given a sample form, filled by the user, and given a
new form, from another Web site, OntoBuilder finds
the best mapping between the two forms. This, in
turn, can serve a system in automatically filling the
fields (a sort of a query rewriting), according to the
mapping suggested by OntoBuilder.

Unlike systems such as Protégé [4] and Lixto [2],

OntoBuilder enables fully-automatic ontology match-
ing, and therefore fall within the same category as
Cupid [7] and GLUE [3]. The use of ontologies,
as opposed to relational schema or XML, as an un-
derlying data model allows a flexible representation
of metadata, that can be tailored to many different
types of applications. OntoBuilder contains several
unique matching algorithms, that can match con-
cepts (terms) by their data types, constraints on value
assignment, and above all, the ordering of concepts
within forms (termed precedence).

2 Overview of OntoBuilder

OntoBuilder was developed using Java, which makes
it portable to various platforms and operating sys-
tem environments. OntoBuilder also provides an ap-
plet version with the same features as the standalone
version and the added functionality that allows users
to access and use it within a Web client. The tool
also runs under the Java Web Start technology. On-
toBuilder generates dictionary of terms by extracting
labels and field names from Web forms, and then it
recognizes unique relationships among terms, and uti-
lize them in its matching algorithms. The two types
of relationships OntoBuilder is specifically equipped
to deal with are composition and precedence, to be
discussed in Section 2.2.

OntoBuilder is a generic tool and serves as a mod-
ule for several projects, both at the Technion and
at MSU. For example, we have designed a framework
for evaluating automatic schema matching algorithms
[1, 6], and we use OntoBuilder both for evaluation
and for improving our methodology. This framework
provides a sufficient condition (we term monotonic-
ity) for a matching algorithm to generate “good”
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Figure 1: Heterogeneous forms example

ontologies. Our empirical results with OntoBuilder
show that its algorithms satisfy one of the forms of
monotonicity we present in [6]. OntoBuilder is also
envisioned to serve as an information integration tool
in the EthoSource [8] public data repository. Finally,
algorithms from OntoBuilder are being employed in
an agent negotiation protocol for trading information
goods.

The rest of this section presents the main features
and highlights of OntoBuilder. The detailed descrip-
tion can be found in [10, 5, 9]. The process of ontology
extraction and matching is divided into four phases,
as depicted in Figure 2. The input to the system is an
HTML page representing a Web site main page (e.g.,
http://www.avis.com). In phase 1, the HTML page
is parsed using a library for HTML /XML documents.
All form elements and their labels are identified in
phase 2. In phase 3, the system produces an initial
version of global (target) ontology and local (candi-
date) ontologies. Later, in phase 4, the ontologies are
matched in an iterative manner to produce a refined
global ontology. We next focus on the extraction and
matching processes.

2.1 Ontology extraction

Ontology extraction begins with accessing each Web
source by the system browser and parsing each page
into an ordered tree, called DOM tree (short for Doc-
ument Object Model), which identifies page elements.
This W3C standard can be used in a fairly straight-
forward manner to identify form elements, labels,
input elements, etc. OntoBuilder performs suitable
“cleaning” and filtering, e.g., elimination of super-
fluous tags and removal of formatting and scripting
tags, to overcome incorrect specification of the source
HTML code.

The diversity of layout techniques and principles
in Web design complicates the label identification
process for input elements even in a well-structured
DOM tree. In order to overcome this diversity we
have created a set of extraction rules, learned from
a representative set of HTML documents in different
domains, to recognize an HTML page layout. The
extendable set depicts all table and non-table input
layouts we have encountered. Examples of input lay-
out include text and image labels for input elements
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(or forms), and table type and row type label and
input field forms. The extraction process end result
is an XML document containing the extracted termi-
nology of the Web source (a dictionary).

The label identification algorithm employed in On-
toBuilder is able to identify a high percentage of el-
ements and their associated labels. Our experiments
(reported in [9]) show that on average, the label iden-
tification algorithm achieves more than 90% effective-
ness. These results do not include hidden fields, but-
tons, and images. Although these elements are used
in the ontology extraction, they usually do not have
an associated label (e.g., hidden fields are not even
shown to the user). With the release of the W3C
standard for XHTML (basically well-formed HTML),
Web application developers can have a solid foun-
dation to make HTML pages easier to parse, assist-
ing further in the task of ontology extraction. We
plan on extending OntoBuilder capabilities to sup-
port XHTML as well.

Once terms are extracted, OntoBuilder analyzes
the relationships among them to identify ontologi-
cal structures of composition and precedence. Com-
position in Web forms is constructed through three
techniques, namely multiple term association, name
similarity, and domain normalization. Multiple term
association involves the association of multiple terms
with the same label, in which case all terms are
named and grouped under that label. As an ex-
ample, consider the American Airlines Web site pre-
sented in Figure 3, where the label Departure Date:
relates to three different fields of month, day, and
time. Name similarity groups entry labels that share
identical prefix. Domain normalization involves the
splitting of a term into subterms through recognition
of known domains (such as day and time). There-
fore, a time domain will be split into subterms, rep-

resenting hours, minutes and AM/PM information.
Precedence determines the order of terms in the
application according to their relative order within
a page and among pages. For example, car rental
forms will present pickup information before return
information. Also, airline reservation systems will in-
troduce departure information before return informa-
tion. It is our conjecture (supported by experiments)
that precedence reflects time constraints of the appli-
cation business rules and thus can be used to match
better heterogeneous ontologies. For a concrete ex-
ample, see Section 2.2.

2.2 Ontology matching

Ontology matching aims at refining domain informa-
tion by mapping various ontologies within the same
domain. OntoBuilder supports an array of match-
ing and filtering algorithms. There are four main
algorithms that form the core of OntoBuilder match-
ing process, namely word similarity, string matching,
value normalization, and value matching. Additional
algorithms can be implemented and added to the tool
as plug-ins. All algorithms are extensions of an ab-
stract algorithm interface. The interface describes
the signature (methods and functions) that match-
ing algorithms must implement in order to be used
in the tool. Algorithm parameters (such as weights)
are specified using an XML configuration file which
can be edited using a user-friendly interface.
Ontology matching is based on term and value
matching, the former compares labels and field names
using string matching, while the latter provides a
measure of similarity among domains, as reflected by
constrained data fields, such as drop-down lists and
radio buttons. OntoBuilder provides several prepro-
cessing techniques, based on Information Retrieval
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well-known algorithms such as stoplists and dehy-
phenation. It also supports automatic domain recog-
nition and normalization to enhance the matching.

OntoBuilder employs unique algorithms for iden-
tifying structure similarity using composition and
precedence constructs. Structure similarity is de-
termined based on structure partitioning into subon-
tologies, using terms as pivots, and comparison of
subontologies. For example, using the precedence
construct and two terms in two ontologies as piv-
ots within their own ontology, OntoBuilder computes
the similarity of subontologies that contain all terms
that precede the pivots and also the subontologies
that contain all terms that succeed the pivots (recall
that Web forms enforce complete ordering of fields).
A higher similarity among subontologies increases the
similarity of the pivot terms themselves. This simple,
yet powerful algorithm, has proven to be successful in
a series of experiments performed with OntoBuilder
on variety of Web sites. For example, consider Fig-
ure 3. The form of Delta airline reservation system
contains two time fields, one for departure and the
other for return. Due to bad design (or designer’s er-
ror), the departure time entry is named dept_time_1
while return time is named dept_time 2. Both
terms carry an identical label, Time, since the con-
text can be easily determined (by a human observer
of course) from the positioning of the time entry
with respect to the date entry. For American Air-
lines reservation system (see Figure 3 on the right),
the two time fields of the latter were not labeled
at all (relying on the proximity matching capabili-
ties of an intelligent human observer), and therefore
were assigned, using composition by association, with

the label Departure Date and Return Date. The
fields were assigned the names departureTime and
returnTime. Term matching would prefer matching
both Time(dept_time_1) and Time (dept_time_2) of
Delta with Return Date(returnTime) of Ameri-
can Airlines (note that ‘dept’ and ‘departure’ do
not match, neither as words nor as substrings).
Value matching cannot differentiate the four possi-
ble combinations. Using precedence matching, Onto-
Builder was able to correctly map the two time en-
tries, since the subontologies of the predecessors of
Time (dept_time_2) and Return Date(returnTime)
match better than subontologies of other combina-
tions.

2.3 Additional features

OntoBuilder supports the use of wizards, easy-to-use
scripts. The Ontology Creation Wizard assists the
user in extracting ontologies from HTML pages. The
Ontology Merging Wizard supports the matching and
merging of ontologies.

OntoBuilder provides an easy to use environment
for ontology authoring. Therefore, it can be used to
build ontologies from scratch or refine extracted on-
tologies. It also provides conversion capabilities to
a variety of ontology formats, including the BizTalk
schema format from Microsoft. In order to provide
an intuitive interface to the user, the system imple-
ments common visualization techniques such as graph
representations and hyperbolic views for ontologies,
Web site maps, and document structures. Figure 4
provides a snapshot of OntoBuilder’s user interface.
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Figure 4: The OntoBuilder user interface

3 System demonstration 3]
We will demonstrate OntoBuilder using an easy-to-
follow example of matching Car rental ontologies.
The system will create ontologies of car rental Web
sites on-the-fly, and combine them into a global ontol-
ogy. The benefits of OntoBuilder in resolving, in an
automatic manner, semantic heterogeneity, including
synonyms and designer errors, will be highlighted.
OntoBuilder is available at
http://www.cs.msstate.edu/ gmodica/Education/OntoBuilder.

[5]
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ABSTRACT

Resolving conceptual conflicts between formalized ontologiesis likely to become a major engineering problem as ontologies
move into widespread use on the semantic web. We believe that in the immediate and medium-term future, conflict resolu-
tion will require the use of human collaboration, and cannot be achieved by automated methods except in simple cases. We
are developing an integrated suite of software tools to provide for concept search, collaborative ontology composition and
editing, and re-use of existing Web ontologies, based on the CmapTools collaborative Concept Map software in widespread
use in education, training and knowledge capture applications. Concept maps provide a natural way to display and examine
the structure of an ontology in a collaborative setting.

Keywords
Concept Maps, Collaboration, DAML, Ontology, OWL, RDF.

INTRODUCTION

Concept maps [3] or Cmaps, are a graphical representation for simple facts in the form of node-arc-node diagrams. In spite
of, or perhaps because of, their simplicity, they have been used successfully in many educational settings as a technique for
teaching conceptual thinking, as a knowledge-acquisition methodology and as an input modality for knowledge-acquiring
software. The ease with which users of many ages, educational backgrounds and levels of technical expertise learn and use
this style of representation is noteworthy; asis the fact that node-arc-node diagrams provide a natural way to display an RDF
triple store, and RDF is the ‘base’ language of the Semantic Web architecture [3]. Noting this convergence suggested to us
the possibility of using Cmap software to display and edit Web ontologies.

VIEWING ONTOLOGIES AS CONCEPT MAPS

We anticipate that the semantic web of tomorrow will provide a large set of general-purpose, domain-specific and standard-
ized ontologies that will enable users to rapidly build their own ontologies by taking advantage of existing and agreed upon
definitions of concepts and their properties. In this vision, there will be many more ‘knowledge engineers' than there are at
present, but this skill - which is presently considered somewhat arcane and specialized - will become simpler and more rou-
tine, rather as producing an HTML web page is now within the competence on millions of users worldwide. Nevertheless,
thereis clearly a need to display, search and manipulate ontologiesin aform less forbidding to read than, say, RDF/XML.

The evolving W3C standards for ontology description on the Semantic Web comprises a suite of languages of increasing ex-
pressive power and complexity: RDF, RDFS, N3, DAML+OIL and OWL. All of these languages can be represented in RDF
graph syntax, which consists of sets of triples of the form <subject, predicate, object>; the stronger semantic conditions of
the subsequent languages can be viewed as semantic extensions imposed on particular RDF vocabularies (typically indicated
by a URI Qname prefix, as for example in rdfs: subClassOf or owl:sameAs.) It is natural to display this syntax in a node-arc-
node graphical format, which is indeed used in the specification documents themselves; and it is straightforward to apply
graph-layout algorithms to generate a graphical rendering, in the form of a concept map, of any Web ontology represented as
an RDF semantic extensions.
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We found however that a straightforward graphical rendering of real RDF ontologies is often unreadable in practice, for a
number of reasons. First, RDFS and OWL ontologies often supply full type information, which generates a lot of graphical
clutter, with a few common ‘type’ nodes being densely linked to many other nodes in the graph; such information is useful
for machine processing but redundant and distracting for human readers. Second, several of the more complex languages use
constructions such as lists which are rendered into triples; these ‘ structural’ triples tend to be distributed among the more con-
tentful triples and fail to convey the intended meaning in avisually convincing fashion; and finally, the ontologies often con-
tain typed literals, comment strings and other structures which are hard to follow when rendered graphically from the RDF
syntax. For all these reasons, we have designed a special-purpose concept map tool which lays out Web ontologies more
‘naturally’, so as to reveal the essential content of the RDF graph while displaying lists as single nodes, literals and text in
natural ways, and with all the ‘obvious' typing information hidden from view in the graphical display. Together with several
other graphical techniques, such as context-sensitive zooming, the resulting software is capable of automatically generating
readable graphical layouts for DAML+OIL and OWL ontologies represented as RDF graphs containing many hundreds of
concepts.

One of our main goalsisto let the knowledge engineer see and edit the ontology as what the ontology really isin underlying
structural terms: a graph. This ontology graph is created from the set of RDF triples defining the ontology. Now there we
encounter the issue of where to place those ontology elements in space for visualization purposes. Ontology syntax and lan-
guage(s) do not provide any placement information associated to any of its elements, so an automatic layout algorithm is
therefore needed to place those graph elements over a canvas, and then connect those elements on the canvas to mirror the
way they are connected in the ontology. The algorithm chosen was a variant of Sugiyama's algorithm for laying out hierar-
chical graphs [4]; this seems appropriate since many ontologies have a hierarchical subclass/type structure.

Some triples don't have to be directly represented in the Cmap. For example, comments can become just attributes of the
node in the graph associated to the subject the comment appliesto. In general, all objects that never appear as subjectsin any
triple can be hidden this way, making them attributes of the subject, without any effect on the underlying structure of the
graph. “Type” triples are processed in a similar fashion. For instance, a triple of the form [A, rdf:type, T], can be also “hid-
den”, keeping the type T information still accessible by making it just an attribute of the node A in the final graph. Thisre-
duces the graph density dramatically. If type triples are fully represented in the final graph, many of the type nodes T would
become sinks of very many incoming edges, thus unnecessarily cluttering the graph, and making it harder to lay it out and
visualize. We provide this hiding feature as a customizable option, so the user can choose what predicates or objects in the
triples are to become attributes of the subject node, instead of separate nodesin the final graph.

Another important simplification is the replacement of all URI’s and URL’s with Qnames. For example, the URI
http://www.w3.0rg/1999/02/22-rdf-syntax-nst#type gets transformed into “rdf:type”’. This basically reduces the length of all
nodes on the final graph, making them easier to read, and also the graph becomes easier to navigate and to visualize as a
whole.

After those attribute level simplifications are done on the graph, another stage in the graph transformation process identifies
higher level constructs that involve several RDF triples. For example, instead of showing al the actual RDF nodes that con-
gtitute a daml list, the code collapses all those into just one special node labeled with the list of elements, and that node is
connected to each of the separate element nodes contained in the list. DAML restrictions are identified and processed in a
similar way.

The screen shotsin Figure 1 illustrate the improvements in readability achieved by these methods. In alarge Cmap the effects
are even more marked. The software can also be used to edit or compose RDF ontologies by simple click-and-drag operations
on the graphical display, and by select-and-paste operations on subgraphs of existing ontologies. This style of composition
and editing of concept maps has proven useable by people with little technical background or special training. The ‘natural’
style of ontology display preserves the intuitive properties which make Cmaps useful.

Although Cmaps are used as the primary viewing and editing format for ontologies, CODE users can also view ontologies as
lists of triples ordered in various ways, or as RDF/ XML code; the software tracks these various views and maintains internal
coherence, so that for example if a concept is found in the triples viewer — which often provides for a more rapid scan of the
concepts in an ontology - then the Cmap window will be automatically centered to that place in the graph. Several studies
have shown that the spatial metaphor of location of a node in a graph and of navigating through a graph is critical to the suc-
cess of the Cmap user interface, particularly for large-scale graphs constructed and edited over an extended period (i.e. more
than a single work session).
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CMAPTOOLS AND COLLABORATIVE WORK

Our software is based on CmapTools [1](see aso http://cmap.coginst.uwf.eduw/), an integrated system for collaborative edit-
ing, storing and manipulating Cmaps which has been downloaded by users in approximately 150 countries. A similar Cmap
interface based on that used by CmapTools was incorporated into the SHAKEN knowledge-entry system [2]; an application
closely related to the one described here. Other applications are listed in the appendix below.

CmapTools supports collaboration among individuals at three different levels. First, users can collaborate by sharing sets of
concept maps on public servers with controlled access. Second, users from different locations can start a session to synchro-
nously edit a concept map, viewing simultaneously changes in the map as they are performed by the participants; the soft-
ware is based on a comprehensive real-time agent environment which can maintain synchronicity globally, using internet
protocols. And third, users can asynchronously attach notes and threads of discussion to map constituents. All of these func-
tions adapt smoothly to the ontology tool suite we have implemented.

Among the servers in the CmapTools architecture, Cmap Servers are primarily responsible for making knowledge models
publicly available across geographically-distant sites. They also enable users to collaborate on a knowledge model both syn-
chronoudly and asynchronously. In support of asynchronous collaboration, servers facilitate discussion threads in concept
maps and access control on the knowledge models. For synchronous collaboration, servers support simultaneous editing of
concept maps by multiple users from different sites.

Cmap servers register themselves with a designated directory server in the CmapTools network that keeps track of available
servers and services. Clients use the register of the directory server to present alist of places to the users where ‘knowledge
models' in the form of annotated Cmaps are published. While users can join the existing public CmapTools network with
their own servers, they can also set up a private network that protects Cmap servers from becoming visible to others. Another
type of server in the CmapTools architecture is the index server. Its purpose is to facilitate search capabilites enabling users to
find resources.

Ontology Cruiser
In addition to the ontology-adapted Cmap editing and composing interface, CODE contains facilities for searching for on-
tologies and concepts described by existing ontologies.

To support knowledge engineers in building their own ontologies, we have developed a tool called the Ontology Cruiser that
is integrated into the Cmap ontology editor. The tool provides a graphical user interface for browsing and bookmarking lo-
cally stored ontologies and ontologies from the web as well as searching for concepts within bookmarked ontologies or on-
tologies indexed by publicly accessible search engines. The tool’s interface is designed similarly to an HTML browser, al-
lowing users to view ontologies from the web or to manage frequently used and locally stored ontologies by means of book-
marking. However, unlike an HTML browser that enables users to view and navigate HTML pages, our focus has been to
design the Cruiser such that it is particularly helpful in finding concepts within ontologies that may serve as the building
blocks of new ontologies. To achieve our design goal, we focused on two aspects: (1) First, we allow knowledge engineersto
browse ontologies in addition to XML text format as a set of RDF triples, or in the form of a concept map automatically gen-
erated from the original XML text. For the additional formats, we provide similar navigation and search aids as for the editor
to assist knowledge engineers in dealing with large ontologies and finding concepts of interest. (2) Second, we index con-
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cepts in bookmarked ontologies and provide a query interface to our locally stored index as well as public search engines for
DAML and OWL. The Cruiser displays concepts that match a search query and downloads and depicts the corresponding
ontology of a concept when selected in the interface. The concept index for bookmarked ontologies is kept in synch with the
bookmarks to assure that concepts in user selected ontologies will be available for building new ontologies. Figure 2 shows a
screenshot  of the Ontology Cruiser, with two ontologies in view: the DAML‘guide’ ontology
http://www.daml.org/2001/03/daml+oil-ex.daml as an autogenerated Cmap, and the Cyc upper ontology viewed in XML.
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Figure 2: A Screenshot of the Collabor ative Ontology Development Environment (CODE).

Building Ontologies

In our methodology for building ontologies, we envision knowledge engineers to start building new ontologies by searching
through existing ontologies to collect a set of initial concepts that serve as the building blocks for the new ontology. These
building blocks can be collected using the Ontology Cruiser. The Cruiser supports a simple drag-and-drop interface to drag
concepts that were identified in a search into a concept map’s side panel that is specifically designed for collecting concepts
to be used for a new ontology. The side panel indicates graphically which concepts have been included into the new ontol-
ogy. Knowledge engineers can navigate from the included concepts to the position where they occur in the concept map win-
dow by selecting the corresponding concept in the side panel. To insert a concept from the side panel, CODE supports a sim-
ple drag-and-drop interface that creates automatically a node labeled by the concept that was dragged into the map area.

CODE in Support of Collaborative Ontology Construction
Although the number of users who are actively engaged in writing Web ontologies has not yet grown to the point where one
can make firm observations, we can predict several possible scenarios where concept integration issues arise and where the
collaborative nature of the CODE framework could be useful.

In large-scale team efforts, the Cmap interface is of proven utility in maintaining a conceptual ‘picture’ of the evolving ontol-
ogy over an extended development period, and the annotation and communication techniques supported by CODE (illus-
trated in Figure 2) can be used to focus group effort on concepts.

An ‘ontology help service’ could offer users attempting to write simple semantic markup detailed help by linking to the
user’s CODE tool, navigating and editing their ontology in real-time collaborative mode. This would enable the user to ‘look
over the shoulder’ of the help service while the operations are being performed. Other Cmap applications have found this to
be a powerful teaching and training device, particularly in concert with another communication channel (typically, a tele-
phone contact).
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The CmapTool software underlying CODE records every screen event in order to maintain real-time collaboration. The same
technology can be used to ‘record’ a complete history of the ontology editing and construction process which can be replayed
and analyzed off-line. We anticipate that this can provide a useful way to discover and correct conceptual errors during on-
tology construction.

The indexing and archiving provided by the ontology cruiser, joined to the Cmap viewing and navigation abilities, allow us-
ers to rapidly survey concepts in available ontologies and see them in context, as the example of figure 2 and to access other
resources which have been attached to concepts, including comments, discussion threads, and links to other resources (such
as movies, images, web pages, etc.) In this way, the Cmap tools substrate allows ontologies to be presented fully linked to a
wide range of clarifying text and informative documentary supporting material. Experiments in using conventional Web
search processes to discover useful concepts for informal Cmaps [6] suggest that this technique integrates well with existing
Web search technology

APPENDIX

The CmapTools and the accompanying knowledge elicitation methodology have been used successfully for capturing, repre-

senting and sharing expertise in a variety of domains. In addition to many thousands of educational users, applications in-

clude anuclear cardiology expert system; a prototype system to provide performance support and just-in-time training to fleet

Naval electronics technicians [5]; a knowledge preservation model on launch vehicle systems integration at NASA [7], a

large-scale knowledge modeling effort to demonstrate the feasibility of eliciting and representing local meteorological

knowledge undertaken at the Naval Training Meteorology and Oceanographic Facility at Pensacola Naval Air Station,

(http://www.coginst.uwf.edu/projectSTORMLK/) and a large multimedia knowledge model on Mars

(http://www.cmex.arc.nasa.gov), constructed entirely by a NASA scientist, without the participation of knowledge engineers.

Concept maps have provided a successful interface for subject matter experts to input knowledge to a computer system which

automatically generates formal representations without the ad of knowledge engineers [2], see dso

http://www.ai.sri.com/project/SHAKEN.
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Abstract

Ontology mapping is the process whereby two ontologies
are semantically related at conceptual level and the source
ontology instances are transformed into target ontology enti-
ties according to those semantic relations. The objective of
MAFRA-MApping FRAmework — is to cover all the phases
of the ontology mapping process, including analysis, speci-
fication, representation, execution and evolution. The MA-
FRA Toolkit is an implementation of MAFRA, adopting an
open architecture in order to observe the Semantic Web re-
quirements, namely performance and transformation capa-
bilities. One of the MAFRA Toolkit novelties respects its
service-oriented approach, which claims that the capabilities
of an ontology mapping system depend on what transforma-
tions are present. Independent, plug able services are then
responsible for the instances transformations, but they also
provide support for other ontology mapping tasks like auto-
matic specification of semantic relations, negotiation and
evolution. While this paper overview MAFRA Toolkit, the main
contributions and novelties are the Automatic Bridging process and
the Query Web Service.

1 Introduction

Ontologies, as means for conceptualizing and structuring
knowledge, are seen as the key to the realization of the Se-
mantic Web vision. Ontology allows the explicit specifica-
tion of a domain of discourse, which permits to access to
and reason about an agent knowledge. Ontologies raise the
level of specification of knowledge, incorporating semantics
into the data, and promote its exchange in an explicitly un-
derstandable form. Semantic Web and ontologies are there-
fore fully geared as a valuable framework for distinct appli-
cations, namely business applications like E-Commerce and
B2B. However, ontologies do not overcome per se any in-
teroperability problems, since it is hardly conceivable that a
single ontology is applied in all kind of domains and appli-
cations. The ontology mapping aims to overcome semantic
integration between ontology-based systems. According to
the semantic relations (mapping relations) defined at con-
ceptual level, source ontology instances are transformed into
target ontology instances. Repositories are therefore kept
separated, independent and distinct, maintaining their com-
plete semantics and contents.

The work described in this paper has been developed in
scope of MAFRA-MApping FRAmework [1]. MAFRA
covers all the phases of the ontology mapping process, nam-
ing analysis, specification, representation, execution and
evolution. MAFRA Toolkit is the current MAFRA imple-
mentation. It adopts a declarative specification of mappings,
hiding the procedural complexity of specification and execu-
tion, while its service-oriented open architecture allows the
integration of new semantic relations into the system, im-
proving mapping capabilities as required.

This paper is organised as follow: Section 3 presents the
MAFRA Toolkit service-oriented architecture. Section 4

describes the automatic semantic bridging process while
section 5 describes the query web service, which allows
independent agents to interoperate based on MAFRA based
ontology mapping. Section 5 presents the Graphical User
Interface proposed in MAFRA Toolkit. Section 6 describes
related projects and compares them with this approach. In
Section 7 some experiences are described, allowing a lim-
ited perspective of the capabilities of this approach. Finally,
Section 8 makes a short overview of the work done so far
and points out some current and future efforts.

2 Service-oriented approach

Ontology mapping aims to define semantic relations be-
tween source ontology entities and target ontology entities.,
which are further projected at instance level, transforming
source ontology instances into target ontology instances.
Semantic relations are realized through semantic bridges:

semanticBridge (TR, SE, TE, SC)

e TR is the process to apply in transforming instances of the
source entities into instances of the target entities;

e SE is a subset of source ontology entities;

e TF is the subset of target ontology entities;

e SC is the set of condition expressions constraining the
execution of the semantic bridge.

It is virtually impossible to provide all possible transforma-

tion requirements using a centralized static ontology map-

ping system. This simple observation lead to the adoption of

a modular, decentralized approach, where independent

transformation modules are attached to the system func-

tional core modules (i.e. bridging, execution, negotiation,

evolution, etc.) [1]. These independent transformation mod-

ules are called Services and provide their resources to the

MAFRA core modules through the MAFRA Service Inter-

face (Figure 1). Services are described and specified through

a simple ontology, which allows MAFRA core modules to

request specific features.
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Simple observation shows that most of the transformation
process depends upon transformation capabilities present in
the system, which in turn constraint all previous phases. In
fact, Services are responsible for many different tasks in the
process, and not only for the transformations occurring at
execution time. For example, the transformation service
associated with a specific semantic bridge presumes a set of
specific arguments specified in the Service description ac-
cording to their characteristics (e.g. type, number, order).
Recurring to this information it is possible to validate the
semantic bridge arguments according to the attached Ser-
vice.

The service-oriented approach suggested in this architecture
advocates the need to exploit the knowledge and capabilities
associated with each Service in order to increase automation
and quality of the overall mapping process. Each Service
interface is improved depending on the capabilities it pro-
vides to the MAFRA Core Modules. Automatic bridging
and evolution are mapping phases that profit from this ap-
proach.

3  Automatic Bridging

Automatic bridging process concerns the discovery and
definition of semantic bridges with minimal human inter-
vention, based on semantic similarities between source and
target ontologies entities and a set of available pool of ser-
vices.

The set of semantic similarities between pairs of source and
target ontologies entities play therefore a fundamental role
in the discovery process. But while similarity pairs suggest
that a semantic similarity exists between two entities, it says
nothing about the transformation necessary to overcome the
semantic heterogeneity.

It is therefore fundamental to identify the distinct sets of
similarity pairs that fit in and fulfill the transformation ser-
vice arguments. It is up to the service to determine the char-
acteristics of the similarity pairs suited for its arguments.
The more the service details and distinguish its arguments
requirements from other services, the more perfect the
automatic bridging process potentially becomes. Several and
different similarity requirements are therefore required and
exploited for each transformation service. Lexical and struc-
tural similarities between ontologies entities and similarities
between source and target entities instances (if available) are
examples of these factors. Others factors are less obvious
and require deep domain expertise. In any case, similarity
factors are combined into similarity pairs in the form of:

sp(se,te,c,v)

se is the source ontology entity;

te is the target ontology entity;

¢ is the combination algorithm defined by the service;

v is the value of the resulting similarity.

Each transformation service defines a threshold value for
acceptance/rejection of similarity pairs. Currently, several
independent similarity calculators are being developed and
integrated into the system but for now the user manually
defines the similarity factors.

To facilitate understanding the automatic bridging process
described bellow, some basics on SBO [1] are necessary.
Three types of semantic bridges exist:
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Concept Bridge: when the Copy Instance service is as-
signed. Concept Bridges form hierarchies of Concept
Bridges, following the object-oriented approach, com-
monly applied in ontologies languages;

Property Bridge: when any other service is assigned.
These bridges are executed in scope of Concept Bridges;
Alternative Bridges are containers for mutually exclusive
semantic bridges.

Five steps compose the automatic bridging process:

1. The Similarity Inference step pre-processes similarity
pairs to infer others. This situation occurs for all similar-
ity pairs whose entities are relations (properties relating
concepts). The problem arises due the fact that Property
Bridges are defined in the scope of a Concept Bridge.
This imply that domains and range concepts of properties
are also semantic similar and further bridged. Consider
sp (name, surname, c1,x1) a valid similarity pair for
certain transformation service. The inference step deter-
mines that domain and range of name and surname are
also semantic similar. If not previously defined, source
concept Person and target concept Employee are stated as
similar pair:

sp (Person, Employee, c2, inferred)

where the similarity value assumes the value inferred.
The initial similarity pair is changed to:

sp (Person.name, Employee, surname, cl,x1);

. The Concept Bridge Specification step consists in push-
ing similarity pairs whose target entity is a concept, to the
Copy Instance service (the service attached to Concept
Bridges). For each valid similarity pair, a concept bridge
is created. If the source entity is a property, the domain of
property is bridged, and the property serves as exten-
sional specification (see [2]);

. The Property Bridge Specification step consists in push-
ing similarity pairs to each available service. The service
itself accepts or rejects similarity pairs depending on its
cardinality and similarity value (see example below).
Only properties with the same domain concept are joined
in a single Property Bridge;

. The Inter-bridging step consists in creating the relations
between semantic bridges. Two type of inter-bridges rela-
tions are defined: (i) Each Property Bridge is set in scope
of Concept Bridges whose concepts are domains of the
properties in the Property Bridge and (ii) Concept
Bridges are set sub bridge of Concept Bridges whose
concepts are the minimum super concept found;

. The Alternative Bridge Specification step consists in set-
ting certain group of bridges mutually exclusive. Similar-
ity assignment strategy allows the same similarity pair to
be applied in more then one semantic bridge. While not
corresponding to a semantic mismatch, it is probable that
the combination algorithm is not sufficiently distinctive
from others. A special situation occurs when the exact
same set of similarity pairs is used in more then on se-
mantic bridge. In this case the process sets those bridges
mutually exclusive. For that, an Alternative Bridge is cre-
ated in the scope of the bridges and these are set as alter-
natives. The alternative bridge emphasizes the situation to
the user, which is suggested to revise and customize the
mapping resulting from the automatic process.



Example
Consider the automatic bridging process is trying to find the
set of similarity pairs suited to the Copy Instance and Con-
catenation and Copy Attribute services. In its simplest form
Copy Instance service takes one source concept and one
target concept. The Concatenation service takes n source
ontology attributes (strings) and concatenates their values
into a single target ontology attribute (string), and Copy
Attribute service takes one source attribute and copies its
value to a single target attribute. After the similarity infer-
ence step, five valid similarity pairs exist:

sp (Person, Employee, cl,x1)

sp (Person.givename, Employee.name, c2,x2)
sp (Person.surname, Employee.name, c2,x3)
sp (Person.givename, Employee.name, c3,x4)

(1
(2
(3
(4
sp (Person.surname, Employee.name, c3, x5) (5

where ¢/, ¢2 and ¢3 are the combination algorithms for the
Copy Instance, Concatenation and Copy Attribute services
respectively.

According to step 2, similarity pair (1) justifies the creation
of a Concept Bridge (CB-Person-Employee). No other simi-
larity pair is applicable in step 2, since no other concerns
combination algorithm c/.

In step 3 each similarity pairs are forwarded to respective
services. According to the Concatenation service cardinality,
at least two different similarity pairs must have the same
target attribute. Yet, attributes must have the same domain
concept. Similarity pairs (2) and (3) respect these constraints
and give raise to a new Property Bridge (PB-Concatenation-
name). The Copy Attribute service requires that for each
attribute, no other similarity pair exists (1:1 relation). Simi-
larity pairs (4) and (5) do not respect the constraint and are
therefore rejected.

In step 4, PB-Concatenation-name bridge is set in scope of
CB-Person-Employee bridge, since Person is the domain
concept of all source attributes, and Employee is the domain
concept of the target attribute.

Step 5 has not effects once the previously created bridges
correspond to completely different set of similarity pairs.

3.1  Bridging vs. Re-bridging

Two automatic bridging processes are available and used
interchangeably according to domain expert requirements:

e Bridging process runs in scope of an empty semantic
mapping. As consequence if a previous non-empty se-
mantic mapping exists, the bridging process clears it,
loosing all manual specification and customization of
semantic bridges;

Re-bridging process runs in scope of a previously existent
non-empty semantic mapping. It preserves any manual
modification or customization introduced by the domain
expert, while encompassing changes in the semantic
bridges arising from changes in the set of similarity pairs.

These two slightly different processes are necessary in order
to fulfill the cyclic, iterative and interactive characteristics
of the ontology mapping process advocated in scope of
MAFRA.

Manual creation or deletion of semantic bridges implicitly
implies changes in the set of similarity pairs. Such semantic
bridges changes are not incorporated into the similarity pairs
view unless requested.

146

4 Query Web Service

Even if ontology mapping might be applied in different con-
texts, our current efforts are focused in providing a func-
tional system in the context of Semantic Web. We envisage
an environment where autonomous agents need to transform
excerpts of knowledge bases, according to momentary inter-
actions with other agents. We advocate a transformation
system centralized in a mediator responsible for the ex-
change of information between agents. Such mediator might
be an autonomous entity or might be part of one of the inter-
acting agents. Mediation process is preceded by a registra-
tion phase, concerned with the identification about each
agent willing to participate in the community. In this phase,
each agent provides self-identification (e.g. name, location),
a set of ontologies it recognizes and a set of mappings it
accepts, either as source or target agent. The query process
runs according to the following algorithm:

query<-receiveQuery () (1)
tOnto<-query.getOntology () ; (2)
mappings<-getAllMappingsForOntology (tOnto) (3)
transf<-{} (4)
tEntities<-query.getEntities() (5)
foreach Mapping m in mappings { (6)
if (areAllEntitiesMapped (m, tEntities)){ (7)
cbs<-m.getCBsWithEntities (tEntities) (8)
query<-constructQuery (m, query ) (9)
agents<-getRegisteredAgents (m) (10)
sendTo (agents, query) (11)
replies<-receiveFrom(agents, query) (12)
transf+=transformInst (replies,cbs) }} (13)
reply<-runQuery (query, transf) (14)
sendTo (query.getAgent () , reply) (15)

The mediator receives a query from an agent (1). Accord-
ingly to the query, the mediator identifies the ontology sub-
jacent to the query (2 and 3) and identifies all semantic
mappings related to that ontology (3). Each semantic map is
then traversed in order to verify if all entities referred in the
query are also mentioned in the mapping (5 and 7). If so, all
concept bridges that relate each one of the target entities are
identified (8). A new query is constructed, which will re-
quest all instances of all source concepts mentioned in all
previous identified concept bridges (9). This new query is
dispatched to all agents employing one of the mappings (10
and 11). The set of instances received from source agents
(12) are then transformed through the previously identified
concept bridges (13). After the cyclic process of lines (6) to
(13), a set of transformed target instances is available. It is
now necessary to run the original query against the set of
resulting instances to filter instances accordingly to query
(14). The result is finally sent to the requesting agent (15).

5 Graphical User Interface

The graphical user interface provides the domain expert
with an extensive set of functionalities to specify and cus-
tomize the semantic mapping and similarity pairs. The GUI
evolved to a fully graphical representation of ontologies and
semantic mapping (Figure 2), exploiting the graphical sup-
port available from KAON [3]. Using the same graphic ap-
proach the user is allowed to customize the mapping,
matches or ontology entities. Each entity is represented us-
ing different shapes and colors.
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Figure 2 - MAFRA Toolkit screen-shot: specification or/and customization of semantic bridges

Ontology entities are connected to semantic bridges and
similarity pairs using mouse-operated connections. Entities
specific information is presented in the lower part of the
window, allowing definition or customization of arguments,
otherwise inaccessible. In special, it is necessary to specify
transformation elements that do not exist in ontologies, like
string separators, string patterns, currency converter factors,
etc.

It is possible to manipulate the inter-relations of both on-
tologies and mapping elements, using the small colored con-
trol buttons in the border of the elements. Each button has
two states (on/off) that expands or collapse the respective
connections. Context menu with function like Hide, Hide
Others and Fix nodes, permits to extensively define what is
presented in the GUI.

6 Related Projects

Four ontology mapping projects are considered paradig-
matic approaches. Park et al. [4] describes an extension to
Protégé that consisted of a definition of the mapping be-
tween domain ontologies and problem solving methods.
Different types of semantic relations are used depending on
the complexity of the transformation, ranging from simple
copy to functional transformations. The approach left sev-
eral open points, especially concerning mapping between
multiple concepts. Besides, there is no record of experi-
ments that apply it to the Semantic Web environment. The
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second approach is RDFT [5], a meta-ontology that de-
scribes Equivalence and Versioning relations between either
an XML DTD or RDFS document and another XML DTD
or RDFS document. An RDFT instantiation describes the
semantic relations between source and target documents,
which will be further applied in the transformation of docu-
ments. Thirdly, the Buster project [6] applies information
integration to the GIS domain. Two distinct approaches
were proposed: rule-based transformation and re-
classification. The rule-based approach applies a procedural
transformation to instance properties, while classification
applies class membership conditions to infer target classifi-
cation through description-logic tools. However, these two
approaches are not integrated, which limits mapping capa-
bilities. The OntoMerge project [7] adopts a combination of
merging and mapping techniques. The union of the two
original ontologies creates the merged ontology. Elements
common to both ontologies are identified and locally de-
fined. Bridging axioms are then specified between each of
these new elements and the respective elements in original
ontologies. The merged ontology can be further used as any
original ontology, allowing the conversion between a third
ontology and the first two ontologies. This approach is
based on an inference engine, which is responsible for its
poor performance. The mandatory translation of ontologies
and instances to and from an internal representation might
also contribute to the poor performance. The great advan-



tage of this approach is the creation of a new ontology, al-
lowing further mappings. However, the authors do not refer
its usefulness and concrete application in real-world cases.
How much ontologies can be merged while keep manage-
ability, considering the poor performance of the system?

7 Experiences

MAFRA Toolkit was adopted as the development, represen-
tation and transformation engine in the Harmonise project
[8]. This project intends to overcome the interoperability
problems occurring between major tourism operators in
Europe. Problems arise due to the use of distinct information
representation languages like XML and RDF, and different
business and information specifications, like SIGRT
(http://www.dgturismo.pt/irt/c_pi.asp), TourinFrance (http://
www.tourisme.gouv.fr) and FTB (http://www.mek.fi). Har-
monise uses an “Interoperability Minimum Harmonisation
Ontology” as lingua franca between agents. MAFRA is re-
sponsible for the acquisition, representation and execution
of the ontology mapping between each agent specific ontol-
ogy and IMHO. IMHO describes the tourism domain in
about 64 concepts, 120 attributes and 213 inter-relations
between concepts. IMHO and partner ontologies are very
different. For example, the MEK ontology specifies 1 con-
cept with 48 attributes and SIGRT defines about 50 con-
cepts. Many different semantic and syntactic mismatches
occur, but no conceptual limitations were detected in MA-
FRA Toolkit, and only a few refinements of the prototypal
mapping relations were required.

Concerning performance issues, a very simple experience
was made. Considering the lack of experience reports with
ontology mapping tools, the report contained in [9] consti-
tute a simple but valuable reference. They report the experi-
ence in transforming a dataset of 21164 instances respecting
the Gedcom ontology (http://www.daml.org/2001/01/
gedcom/gedcom.daml), into instances respecting the Gen-
tology ontology (http://orlando.drc.com/daml/Ontology/
Genealogy/3.1/Gentology-ont.daml). These are two very
similar ontologies, whose mapping requires only simple
semantic relations. The MAFRA Toolkit mapping was de-
veloped according to the semantic relations presented in the
report and others gathered from the transformed data set,
accessed from the web. No distinctions were detectable from
both transformations. Ontologies are represented in DAML,
which is not directly supported by MAFRA Toolkit. How-
ever, a representation translator from DAML to RDFS is
available, which transform ontologies in a few seconds.
Dataset is represented in RDF, thus excusing any transfor-
mation in MAFRA Toolkit execution. On the contrary, On-
toMerge requires transformations if both ontologies and
dataset. This might explain the huge difference in perform-
ance: while OntoMerge reports a 22 minutes execution time
in a Pentium III at 800MHz, MAFRA Toolkit achieved the
same results in less then 2 minutes in a Pentium II at 350
MHz. If a Pentium 4M 2.0Mhz is used, MAFRA requires 1
minute and 17 seconds. Unfortunately, it was not possible so
far, to formally evaluate performance of the system.

8 CONCLUSIONS

This paper puts forward a new approach to ontology map-
ping, based on the notion of multi-dimensional service. Such
services are responsible not only for the traditional instance
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transformation but also for other services dependent tasks
like automatic bridging, negotiation and evolution. For the
moment MAFRA Toolkit provides support in the four mod-
ules of the MAFRA framework: lift and normalization of
source ontologies and datasets, automatic and manual speci-
fication and their representation of semantic relations, in-
stance transformation and an easy and intuitive graphical
user interface.

Currently, our efforts are focused in the evolution of the
ontologies and its consequences to the ontology mapping
process. It is not difficult for ontology mapping to become
incoherent when a number of changes occur in mapped on-
tologies. The adopted service-oriented architecture provides
a good starting point. A longer-term project should facilitate
the mapping acquisition between different agents using
meaning negotiation. This phase will also potentially bene-
fice from the service-oriented architecture, relying on ser-
vices the argumentation upon proposed semantic relations.
While experiences and comparisons with other ontology
mapping tools are insufficient, they showed that MAFRA
Toolkit fulfils real-world requirements with a good perform-
ance.
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Abstract

To query XML data over the Web, query engines
need to be able to resolve semantic differences
between heterogeneous attributes that are
conceptually similar. This demo presents a
mapping tool and method to resolve semantic
heterogeneity at the schema and value levels for
data sets that are part of a Web-based information
system. The mapping tool automatically produces
agreement files. We enhanced a base prototype
XML Web query system to include an ontology
subsystem that generates subqueries using the
agreement information. Other contributions
include the use of minimal metadata to locate
data sets, a formal language construct to support
query re-write called a GeoSpace, and post-query
aggregate statistics and spatial display.

1. Introduction

Semantic interoperability is necessary for
querying distributed data over the Web. Our work
is motivated by a proposed Wisconsin statewide
land information system that will be a Web-based
resource for local, regional, and state data
(WLIS) [14]. We extend the clearinghouse vision
of the original WLIS working group by
incorporating DBMS-type querying over the
distributed and highly heterogeneous data sets.

We illustrate our work by integrating and
guerying data containing land use codes. Land
use data is an important component of WLIS
because of its value for comprehensive planning
decisions. However, land use codes are extremely
heterogeneous because there is no standard code
system and jurisdictions adapt code systems to
emphasize their predominant types of land use.
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Although we use land use data in this demo, our
method is not limited to that theme. Our
framework of semantic mapping and query
rewrite can resolve any schema and value level
differences. We particularly address the problem
of wvalues from heterogeneous domains that
cannot be resolved in a straightforward manner.
For example, although values in different units of
measure can be easily converted, land use values
cannot be resolved using a formula.

Related work has resolved heterogeneous
schemas at the attribute level, e.g., [1] but has not
addressed more complex value level differences.
In our work, we demonstrate a method that
captures mapping cardinalities and nuances of
meaning at the value level.

2. The Semantic Problem

As stated, in addition to schema level mapping,
we focus on a type of semantic problem in which
formulas or algorithms cannot be used to resolve
value level differences between conceptually
related attributes in different data sets. We use
land use coding systems as an example value
domain [11, 13]. Land use coding systems vary
by almost every jurisdiction that produces land
use data. Example differences in levels of detail
and semantics for residential codes between two
counties are illustrated in Table 1. As can be
seen, categories do not match between code
systems.



Table 1. Example Coding Systems

Dane County Racine County

111 Single Family 111 Single-Family

113 Two Family 120 Two-Family

115 Multiple Family 141 Multi-Family Low Rise

(1-3 stories)

129 Group Quarters 142 Multi-Family High Rise

(4 or more stories)

140 Mobile Home 150 Mobile Homes

199 Residential Land Under
Development

142 Mobile Home Park

116 Farm Unit

190 Seasonal Residence

3. Method
The following subsections explain our ontology-
enhanced XML query system shown in Figure 1.

3.1 Internet XML DBMS

To provide DBMS-type querying over distributed
WLIS data, we use the Niagara Internet XML
DBMS [9] as a base for our system. Niagara
satisfies the need for general purpose querying
over distributed XML data on the Web. However,
Niagara does not have semantic integration
facilities. To incorporate semantic integration, we
modified the Niagara Java source code by adding
an ontology subsystem to intercept queries
(Figure 1). The ontology subsystem consults
metadata indexes and ontology mappings to
produce subqueries in local terms.

Our application has a type of query not found in
conventional database wusage. That is, to
accommodate  comprehensive  or  regional
decision-making, a typical type of query has a
common predicate applied over multiple
geographic areas or jurisdictions. An example
query for comprehensive land use planning is
“Find all the agricultural lands in Dane and
Racine counties.” We call this type of query a
GeoQuery because it covers a geographic area.

Niagara’s “IN *” capability to range over all
elements satisfying a predicate cannot be used
here, even if the entire geographic area were
specified, because of the heterogeneity of land
use data created by independent agencies.
Instead, this type of query must be intercepted by
our subsystem which generates subqueries for
each appropriate data set wusing semantic
mappings.
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Figure 1. System Architecture

3.2 Ontology Mapping

To solve the heterogeneity problem, we
developed an ontology of attributes in the land
use theme and a subontology of values for the
land use attribute, in particular. The ontologies
can be considered to be master sets of terms from
which a user can pose a land use query. We
developed a tool in which a domain expert
indicates schema and value level mappings
between the master ontologies and each local data
set (Figure 2). At the value level, our method
captures the cardinality of the mapping between
the ontology value and the local code. The
domain expert can specify one to one, one to
many, many to one, or one to null mappings. An
example of each type of mapping is shown in
Table 2.
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Figure 2. Tool to Create an Agreement File

The mapping tool automatically generates an
XML agreement file (Figure 3). As can be seen,
semantic information describing the mapping is
expressed using the extensibility provided in
XML tags. Furthermore, as an option, one to null
mappings can be resolved. For example, Table 2
and Figure 3 show a detailed ontology code
(multi-family) being resolved to a code at the next
level up (residential) for a particular local code
set. A complete description of agreement files is
givenin [2, 3].

Table 2. Value Level Semantic Mappings from
the Ontology Codes to Local Codes

Mapping Ontology Local Code
Cardinality

1:1 Cropland Cropland

1:N Agriculture Cropland,  Pasture,
etc.

N:1 Plastics Plastics & Rubber

Rubber

1: Null (up alevel) | Multi-family | Residential
(resolved)

1 : Null (broader Commercial | Forest-Other

code at same level) Forest (resolved)

<Ontology_to_localcode value = “Agriculture”>
<mapping> one-to-many </mapping>
<part> cropland </part>
<part> pasture </part>

</ Ontology_to_localcode >
<Ontology_to_localcode value = “Multi-Family”>
<mapping> one-to-null </mapping>

<level_up> Residential </level_up>
</ Ontology_to_localcode >

Figure 3. Part of an XML Agreement File
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3.3 GeoSpace

To formally represent a GeoQuery, we developed
a GeoSpace statement [12] for the XML-QL [4]
query language (Figure 4). The GeoSpace
statement has a variable that holds the list of
URLs needed in the query. The variable also
serves as a qualifier for the generic ontology
terms in the formal expression of the query.

GEOSPACE Area = “www.co.wi.us/EauClaire.xml,
www.co.wi.us/Racine.xml”
WHERE <$*>
<Area:LandUseCode> “agriculture” </>
</> ELEMENT_AS $a
CONSTRUCT $a

Figure 4. GeoSpace Added to XML-QL

To send this query into the XML query engine,
the ontology subsystem consults the agreement
files to rewrite the formal query into multiple
subqueries expressed in native terms. For
example, the subquery pertaining to Eau Claire
County is shown in Figure 5.

WHERE <$*>

<Lul> “AA” </Lul>

</> ELEMENT_AS $a
IN www.co.wi.us/EauClaire.xml
CONSTRUCT $a

Figure 5. A Generated Subquery

3.4 Other Enhancements

We made further changes to the base XML query
system to accommodate heterogeneous geospatial
data.

3.4.1 Metadata Indexes

In an information system such as WLIS, users
tend to select data sets for queries based on theme
and either jurisdiction or spatial extent. To
identify data sources, we created metadata files
for each data set. Our minimal criteria include
theme (e.g., land use), jurisdiction type (e.g.,
city), and jurisdiction name. This information is
indexed in separate metadata indexes (Figure 1).

3.4.2 User Interface
Our user interface, shown in Figure 6, is
designed to capture the minimal metadata needed



to locate data sources. We also include a spatial
ability such that the user can click on a county on
a map.
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Figure 6. User Interface

3.4.2 User Output--Maps and Messages

Our test data is derived from ArcView [5] files
which contain spatial coordinates in addition to
nonspatial attribute tables. For each ArcView
data set, we combined the spatial and nonspatial
information into the same XML file using a
feature-based approach. From the spatial data in
the query results, MapObjects [5] was used to
create spatial displays (Figure 7).

For each data set, we also output semantic
information between the ontology code selected
in the query and the mapped local code(s) so the
user is informed of superset, subset, or resolved
null mappings being returned.

Finally, because our potential users almost always
asked for displays involving various summary
statistics, we processed the client-side results to
produce summary information, including sorted
results, averages, and counts. For example, the
total and average areas coded as agriculture
within each jurisdiction are displayed.
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Figure 7. Spatial Display

4. Related Work

Ontologies are now being used as a solution for
semantic integration [6]. However, most work on
ontologies has focused on the schema level and
not the value level. Automatically creating
ontologies is being explored, for example, in [7].
A use of ontologies in query processing can be
found in [10] in which semantic similarities are
obtained from a WordNet graph. They also
introduced a similarity operator into an XML
language. In our application, however, the land
use code mappings cannot be found in a
collection such as WordNet. Also, we need to
hold precise semantic nuance information instead
of retrieval relevance rankings. As a result, we
needed to develop an automatic or semi-
automatic ontology mapping method. Clio [8]
represents related work in mapping but is a tool
for mapping at the schema level.

5. Demo Description Summary

We are demonstrating a semantic integration
query system for heterogeneous data that is built
by enhancing an XML Internet DBMS. Our demo
has two parts. One part is a tool used to create
mappings between ontologies and local data sets
(Figure 2). This tool also automatically creates
XML agreement files.

The other part of the demo is the overall
enhanced XML query system that uses Niagara
[9] as a base. Our enhanced interface allows a
user to select minimal metadata to determine
relevant data sets and themes. The user then uses
the appropriate ontology values to pose a query.



The type of query we address is one with a
common predicate ranging over multiple data
sets. This is typical for a comprehensive planning
qguery that covers a geographic area. Our
automated ontology subsystem resolves this type
of query (GeoQuery) by generating specific local
subqueries using lookups on the agreement
mappings and metadata indexes. We formalized a
representation of a GeoQuery by introducing a
GeoSpace statement into an XML query
language. Finally, we process client-side results
to create aggregate statistics and spatial displays.
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Semantic integration research at NLM

In 1986, the National Library of Medicine (NLM)
initiated a terminology integration project — the
Unified Medical Language SysténfUMLS®) — as

“an effort to overcome two significant barriers to
effective retrieval of machine-readable informa-
tion”: the variety of names used to express theesam
concept and the absence of a standard format for
distributing terminologies. By integrating moreitha
60 families of biomedical vocabularies, the UMLS
Metathesaurds currently provides not only an
extensive list of names (2.5 million) for its 90815
concepts, but also over 12 million relations among
these concepts. Its scope is broader and its granu-
larity finer than that of any of its source vocadul

ies.

The major component of the UMLS is the
Metathesaurus, a repository of inter-related
biomedical concepts. The two other knowledge
sources in the UMLS are the Semantic Network,
providing high-level categories used to categorize
every Metathesaurus concept, and lexical resources
including the SPECIALIST lexicon and programs
for generating the lexical variants of biomedical
terms. The lexical resources play an important role
in semantic integration by identifying lexically
similar concepts. The potentially synonymous terms
are reviewed by the Metathesaurus editors prior to
being integrated into the UMLS.

As llustrated in Figure 1, by integrating the
vocabulary of several subdomains of biomedicine,
the Metathesaurus can be used for the integrafion o
the various information systems and databases
existing for these subdomains. For example, re-
cently integrated terminologies include the NCBI
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taxonomy, used for identifying organisms, and
Gene Ontology™, used for the annotation of gene
products across various model organisms. The
Metathesaurus also covers the biomedical literature
with the Medical Subject Headings (MeSH), the
controlled vocabulary used to index MEDLINE, a
large bibliographic database. Core subdomains
such as anatomy, used across the spectrum of bio-
medical applications, are also represented in the
Metathesaurus with the Digital Anatomist Symbolic
Knowledge Base. Finally, the subdomain repre-
sented best is probably the clinical component of
biomedicine, with general terminologies such as
SNOMED"® International (and soon SNOMED-
CT®), and the International Classification of Dis-
eases, to name a few.

Clinical
repositorieg

Genetic
\ knowledge bases

Other
subdomaing

Biomedical
literature

Taxonomy

Model
organismg

Genome
annotations

Figure 1. The various subdomains integrated in the
UMLS.

More recently, the Medical Ontology Research
project was initiated at NLM. The objective of this
project is not to build an ontology of the biomedical



domain, but rather to develop methods whereby
ontologies could be acquired from existing re-
sources (including the UMLS Metathesaurus), as
well as validated against other knowledge sources.
Toward this endeavor, we have developed methods
for aligning the UMLS with general ontologies
(e.g., Cyc, WordNet) or specialized ones (e.g., the
Gene Ontology). Additionally, methods have been
developed for aligning UMLS knowledge sources
(the Metathesaurus with the Semantic Network) and
several biomedical ontologies outside the UMLS
(the Foundational Model of Anatomy and
GALEN). Related work developed as part of the
Medical Ontology Research project also includes
studying consistency and redundancy in biomedical
terminologies and ontologies.

In the last eighteen months, we have been particu-
larly interested in comparing two representatioihs o
anatomy: the Foundational Model of Anatomy and
GALEN. Although the ultimate goal of this study is
to compare the reasoning potential of these two
ontologies, we have devoted most of the effort so
far to aligning the two ontologies using a combina-
tion of lexical and structural techniques. We have
also studied from both a quantitative and a qualita
tive perspective the contribution to the alignmefnt
the different techniques used to obtain relatiqpshi
from each ontology (knowledge augmentation,
inference, etc).

Challenges and solutions

The challenging issues in semantic integration are
many. In the biomedical domain, polysemy is one
of them. For example, in molecular biology, a gene,
the protein it produces, and the disease resulting
from a mutation of this gene often have the same
name. While geneticists and biologists usually have
no problem identifying what is referred to by a
particular name, this may not be the case for com-
puter programs performing tasks such as informa-
tion extraction or semantic interpretation.

While there are relatively few biomedical ontolo-
gies, there are, in contrast, many terminology sys-
tems developed for various purposes. Instead of
building a medical ontology from the top-down
(e.g., GALEN), the UMLS has attempted to inte-
grate these terminology systems. Although the
resulting Metathesaurus does not claim to be an
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ontology, we believe it can be used as the basis fo
building one. The biggest issue here is that the
relations useful for organizing biomedical concepts
for a given purpose (e.g., information retrieval)

may not always be principled or consistent across
terminological systems.

This approach to integrating many terminologies
results in a semantic structure that may contain
inconsistencies. On the other hand, redundancy is
another feature of such systems that can be benefi-
cial to semantic integration. The assumption here i
that relations that appear in several sources are
more likely to be semantically valid than relations
asserted by one source only.

We also believe that domain knowledge can largely
benefit semantic integration. Instead of using ge-
neric systems such as schema matching, we usually
prefer to take advantage of the specific featufes o
given domain. For example, as illustrated in our
paper, linguistic clues can be used reliably for ex
tracting relations from anatomical concept names.
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The theme of this workshop is the synthesis of
database and Al views of semantic integration.

We started working on issues of integrating Descrip-
tion Logic ontologies a few years ago, by examining
to extent to which such formalisms are used as ad-
vertised: to define in a precise and formal way the
meaning of every concept used in the terminology,
rather than encoding meaning in the names of the
terms [2]. Interestingly, that preliminary work was
instigated by the definition of “conflict free schema
integration” introduced in databases by Biskup and
Convent [1].

However, let us start here by contrasting the treat-
ment of individuals in approaches to semantic inte-
gration in the two fields.

In AT research on ontologies, it is almost always
assumed (whether explicitly or not) that the areas
of overlap between two ontologies being integrated
concern the same individuals. In other words, if
two concepts, C; from ontology O; and C; from
ontology O, are to be related, then this is viewed
as being based on a direct set-theoretic relationship
— subset, equality, disjointness, overlap — between
the sets of individuals denoted by C; and Cy. This
still permits quite complex mappings, by allowing
C; and Cs to be complex concepts defined in terms
of the terminologies O; and Oz (e.g., [5]), but it
does not make it possible to capture systematic rela-
tionships between individuals, such as the fact that
the objects in one ontology (e.g., households in a
census) correspond to sets of objects (e.g., persons
living at that address) in another one.

In contrast, researchers in database integration,
have recognized for a long time the need for com-
plex translations between values in the databases
being integrated: the early work of Kent [6] is re-
plete with a variety of such examples, including the
need to convert currencies, and convert different no-
tions of income (before and after tax, net vs. gross,
etc.). Kent’s solution relies on functions expressed
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in a what is close to a general purpose program-
ming language, equipped with loops and condition-
als. He also provides examples where the relation-
ship is not functional, such as the case when letter
grades would need to be mapped to numeric values.
This focus on complex mappings between individu-
als, evident in other work, such as the Clio project
[7] for example, may also be due, in part, to the na-
ture of the relational data model, which “demateri-
alizes” individuals into tuples of values (integers and
strings), and by the availability of powerful query
languages to reconstruct values in the new, inte-
grated database.

A natural question is to what extent complex cor-
respondences between individuals are of interest to
ontology integration and reasoning, or only in trans-
lating database facts (e.g., “Joan’s salary; is 3000
dollars per week” to “Joan’s salarys is 5000 Euros
bi-weekly”).

Consider the following example: One information
source, IS1, concerns literary works — novels, plays,
poems, articles, authors, etc.; another information
source, IS,, is an entertainment guide for Southern
Ontario, and maintains information about current
and forthcoming events, such as sports events, per-
formances of music, plays, etc. In integrating these
two sources, we will want to match a literary work
to its performances. Note that this correspondence
is certainly not the identity function, and is not even
a function: prefaces to plays and theater reviews are
literary works that do not receive performances, and
some plays are not being performed, while others
are being performed on multiple nights (or receive
multiple stagings). Suppose that as part of the pro-
cess of semantic integration, we can be told infor-
mation about this correspondence. For example, in
this region plays are always performed in theaters,
and all events occurring in Niagara on the Lake are
performances of works by G.B. Shaw!. From this,

ITruth in advertising: Although this town does host a



one should be able to deduce that all events in Ni-
agara on the Lake are theatrical performances.

Since Description Logics appear to be favored both
as ontology representation languages, and as se-
mantic representations for database schemas (they
are more expressive than Entity Relationship dia-
grams), we have extended in [3, 4] the framework
of Description Logics to allow such general binary
relationships between individuals in the local do-
mains of the information sources being integrated.
(In fact, because the mapping is directional, we pre-
fer to think of the resulting system as a federation of
independent agents that import information to con-
duct local reasoning, rather than a single integrated
entity.)

A central question in studying the resulting so-
called “distributed description logics” is the lan-
guage for expressing the properties of the corre-
spondence R bbetween local domains. As usual, the
choice of language affects the nature and complexity
of reasoning in the resulting formalism.

It is obvious that allowing the mapping R to be
represented by an arbitrary computable function
prevents any kind of meaningful automatic reason-
ing in the resulting system. The papers mentioned
above concentrate on simple restrictions of the form
R(A) C D and E C R(B). But it is possible to view
R as a Description Logic role (e.g., an OWL prop-
erty [8]), in which case one can consider using the
DL formalism to constrain it! In fact, a theorem
proven in [4] shows that for a large class of descrip-
tion logic families this can be done using axioms
involving property restrictions on R and its inverse,
and then performing standard DL reasoning in a
merged theory. For example, if we want to say that
the mapping R is a bijection between the individuals
in concepts A and D, we can assert

AC=1R

DC=1RrR"

ACVR.D

DCVR .A

There are numerous open research problems con-
cerning the extended formalism for expressing on-
tologies and mappings between them. These include

e problems introduced by the presence of
datatypes in OWL

e the treatment of constraints on mappings, such

Shaw festival, there are also other performances in town!
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as “R(A) and D overlap”, which cannot be rep-
resented directly as subsumption axioms.

the problem of expressing correspondences be-
tween complex objects in two ontologies, in-
cluding the case when more than one element
in one domain determines an individual in the
other
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1 Introduction

Data migration and integration projects typically involve two phases. The first
phase aims at establishing the schema and data mappings required for trans-
forming schema and data. The second phase consists of developing and execut-
ing the corresponding schema and data transformations.

Several tools have been designed to assist the discovery of appropriate schema
mappings [RB01], while data understanding solutions (e.g., Integrity [Val]) have
been progressively adopted for helping to find out the correct data mappings.
The development of the corresponding schema and data transformations is usu-
ally an ad-hoc process that comprises the construction of complex programs and
queries.

Ideally, a framework should exist to assist the development, execution and
correction of schema and data transformations. The execution of a given data or
schema transformation usually gives further insight about the problem domain.
For example, erroneous mappings are frequently detected when transformations
are executed. In this case, the programs that implement the corresponding
schema or data transformations must be modified. In real-world scenarios, this
approach turns out to be infeasible due to the large number of modifications
that must be introduced.

2 How we position ourselves

The computer-assisted development, execution and correction of schema and
data mappings lay in the iterative refinement of mappings until the appropriate
set of executable schema and data transformations is obtained.

Our work has been concerned with a particular case of the schema and data
integration problem that consists of transforming a source schema into a fixed
target schema. This problem frequently arises when a legacy system is migrated
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into a modern system. We have developed a high-level language for specifying
and refining schema and data mappings, and a system that supports its efficient
execution. Since we have been involved in real-world projects, functionalities
like a productive IDE (Integrated Development Environment) and mechanisms
for project tracking and auditing have also received particular attention.

An initial version of our data migration tool-box named DATA FUSION is
already implemented and currently used in industrial settings. However, only
a subset of the specification language is supported. The tool-box research and
development are sponsored by Oblog Consulting.

3 Challenging issues

Due to their inherent complexity, schema and data mappings must be iteratively
specified and refined. Shortening the time needed for each iteration results in
a global reduction of the effort required to develop an entire data migration or
integration project. The following features are required:

an adequate mapping specification language that provides the abstrac-
tions for conveniently specifying an refining the solutions to common data
integration and transformation problems. This high-level language is also
expected to fulfill the gap between business and implementation experts,
thus reducing communication costs. Moreover, the language must be pow-
erful enough so that ad-hoc programs are not needed. Domain specific
languages [vDKV00] seem to be the approach to follow.

the partial execution of schema and data mappings enables the efficient
deployment of potentially large and complex mappings and avoids the
cost of entire compilations. This functionality is useful, for example,
when predicting the effect of transforming data for a subset of fields.
We plan to adapt and integrate a technique known as program slicing
[Wei82, Tip95, Luc01] into our specification language for automatically
computing simpler mappings given specific criteria.

the efficient execution of mappings is a major requirement in real-world sce-
narios for integrating and transforming millions of records in a limited
time-frame. Several optimizations can be introduced both at compile and
run time.

a debugging facility can greatly reduce the cost of locating anomalies in com-
plex schema and data transformations. It should include a debugger and
support partial executions and lineage tracing features [CWO01].

4 About the authors

Paulo Carreira is a senior engineer at Oblog Consulting and a PhD student at
FCUL (Faculty of Sciences of the University of Lisbon). He got his MSc on
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automatic verification of object-oriented specifications. Helena Galhardas is a
researcher at INESC-ID and professor at IST (Instituto Superior Técnico), the
engineering school of the Technical University of Lisbon. Helena got her PhD
on data cleaning.
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Abstract

The management of inconsistency between multiple
viewpoints has become a central problem in the
development of large software systems. In this paper we
argue that the same problem occurs in the development of
the semantic web, and indeed that this is the central
issue in semantic integration. A common approach is to
attempt to remove inconsistencies, if necessary by
discarding problematic information. We argue that this
approach will greatly limit the utility of the semantic
web. Instead, we argue the need for formal reasoning
systems that can tolerate inconsistent information. A key
observation is that the problem is essentially one of
model management. Rather than seeking to build a single
consistent model, the challenge is to reason about the
inconsistencies and dependencies between a set of inter-
related partial models, and to use paraconsistent logics
when reasoning with information from inconsistent
ontologies.

1. Viewpoint Integration in SE

For the past 15 years, we have been studying the
problem of viewpoint integration in Software
Engineering. Viewpoints are used in SE to support a
loosely-coupled distributed approach to software
development, in which different participants are able to
maintain their own (partial) models of the system and its
requirements, without being constrained by the need to be
consistent with other participants’ models [2]. By
exploring the relationships between viewpoints, and the
inconsistencies that arise when intended relationships do
not hold, the participants discover disagreements, and
understand one another’s perspectives better.

The key insight of the viewpoints work is to see
software development as a problem of model
management, with the attendant goal of seeking coherence
in information drawn from disparate sources. Software
developers create models in a variety of notations to
capture their current understanding of the problem and
these models are rarely static. Developers analyze their
models in various ways, and use the results of these
analyses to improve them. They create multiple versions
of their models to explore design options, and to respond
to changing requirements. Hence, most of the time,
design models are likely to be incomplete and
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inconsistent. Managing inconsistency as these models
evolve is a major challenge.

In its narrowest sense, consistency is usually taken to
mean syntactic consistency. In a good modeling language,
syntactic consistency should correspond to the developer’s
intuitive notion of a “well-formed model”. Hence,
syntactic inconsistencies indicate simple mistakes, or
slips, made by the designer. In this view, detection and
resolution of inconsistency can be thought of as “model
hygiene”.

In our work, we have taken a much broader view of
consistency. In our view, an inconsistency occurs
whenever some relationship that should hold (of the
model) has been violated. This definition has an
intentional flavour: someone (e.g. the designer) intends
that certain relationships hold. Such relationships may be
internal to a model (e.g. the definition of an element
should be consistent with its use), or may refer to external
relationships (e.g. a model should be consistent with a
particular choice of semantics, with existing standards,
with good practice guidelines, or with another model,
etc). This definition of inconsistency spans the semantics
and pragmatics (i.e. the intended meanings and uses) of
model elements, as well their syntax.

This view has several interesting consequences.
Firstly, by this definition, most conceptual models are
inconsistent most of the time, and attempting to remove
all inconsistency is usually infeasible. Design involves
finding acceptable compromises, rather than seeking
perfection. Hence, in our work on consistency
management, we don’t view detection and removal of
inconsistency as the main goal; instead, we focus on tools
to explore the consistency relationships, and on reasoning
techniques that tolerate inconsistency [7].

Secondly, most of the interesting consistency
relationships arise implicitly as models are developed. If
we wish to provide automated tools for consistency
management, such consistency relationships have to be
captured and represented. Thirdly, because of the
intentional nature of these relationships, the set of
relevant consistency relationships for a given model will
change over time as the developer’s intent changes.

We have made significant progress in the past 15 years
in our study of these ideas.
= We have developed a number of representation

schemes for capturing and managing the consistency
relationships in modeling languages. These include a



first order logic for checking XML documents [6], a
production rule approach for checking UML models
[5] and a structural mapping technique based on
graph morphisms for graphical notations [8]

We have developed a number of reasoning techniques
that tolerate inconsistency. In general, these make use
of paraconsistent logics, i.e. non-classical logics
whose entailment relations are not explosive under
contradiction. For example, we have explored the use
of a family of multi-valued logics identified by
Fitting [3], and demonstrated that we can build
practical reasoning engines for these logics [1].

We have developed a theoretical framework for
combining information from multiple, inconsistent
sources, without first resolving the inconsistencies
[8]. The composition technique we use in this
framework preserves information about relative
certainty and inconsistency of the source models.

2. Inconsistency in the Semantic Web

It now seems clear that if the semantic web is to be
realized, it will not be by agreeing on a single global
ontology, but rather a by weaving together a large
collection of partial ontologies that are distributed across
the internet [4]. We see the issues in semantic integration
to be essentially the same as those in viewpoint
management. In fact, the conceptual modeling tasks to
which we have applied viewpoints are essentially
ontology modeling tasks. For example, in requirements
analysis, the models we build are domain ontologies,
together with goal hierarchies and behaviour models that
are based on them.

We can therefore make
observations:
= By its very nature, the semantic web will be based on
a heterogenous collection of viewpoints (partial
ontologies), each constructed by a particular
stakeholder for a particular purpose.

These ontological components will not be static —
they will evolve as the web services for which they
were created evolve.

For much of the time, these ontological components
will be inconsistent with one another, in terms of the
meanings attached to ontological elements, and the
ways in which those elements are used.

Semantic integration can only be achieved if
(intentional) consistency relationships between
ontological components can be captured and made
explicit.

Reasoning over the semantic web will only be
possible if we have automated tools for testing these
consistency relationships to identify inconsistencies.
Fixing the inconsistencies will usually not be
feasible, as this would require a globally distributed,
disparate set of stakeholders to agree on and subscribe
to a universal conceptual model.

the following
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= Hence, practical reasoning on the semantic web must

be tolerant of inconsistency.

It should be clear by now that we believe the central
problem in the semantic web will be managing
inconsistency between ontologies. We believe our work
on consistency management in the viewpoints framework
suggests some promising ways forward. In particular, we
believe we have practical solutions to two of the greatest
challenges: representing the consistency relationships
between ontologies, and reasoning over composite
ontologies that contain inconsistencies. Several of the
techniques described above are applicable.

We are currently investigating the application of the
theoretical framework described in [8] to ontology
integration. Briefly, this framework was developed for
combining models in graph-based notations, where the
combinations must take into account relative certainty and
inconsistency of the source models. We explicitly tag
elements of the models with labels indicating relative
certainty and relative consistency. We call the resulting
models fuzzy viewpoints. We then use graph morphisms
to capture structural mappings between fuzzy viewpoints.
Finally, we compute compositions of fuzzy viewpoints
using the categorical construct of a pushout. The
theoretical results on which this framework is based
guarantee that we can always compute the composition,
that it preserves the structure of the source models, and
that no information is lost or gained in the composition.
We believe that this theory provides an excellent
foundation for ontology integration.
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Formal resources on the web will be expressed in the framework of an ontology. Integrating such resources require
finding agreement between ontologies (ontology alignment). Many methods have been put forward for aligning ontolo
gies. They involve different techniques (linguistic, statistical, structural) and are based on various features of ontologie
(names, internal structure, external structure, extension or semantics). It is necessary to allow these methods to coopel
and to be able to compare them in order to stimulate research on ontology alignment. We propose here a first attern
toward this based on a format for expressing the alignment independently of the methods used for building them and
first benchmarking framework for alignment methods. This sketch of foregoing work in the framework of the European
FP6 'Knowledge web’ is intended to be discussed and improved.

1 What's in an ontology alignment

Like the web, the semantic web will have to be distributed and heterogeneous. As such, the integration of resources foul
on this semantic web is its main problem. For contributing solving this problem, data will be expressed in the framewortk
of ontologies. However, ontologies themselves can be heterogeneous and some work will have to be done for restori
interoperability.

Semantic interoperability can be grounded on ontology reconciliation: finding relationships between concepts be
longing to different ontologies. We call this process “ontology alignment”. The alignment result can be used for various
purposes such as displaying the correspondances, transforming one source into the other, creating a set of bridge axic
between the ontologies or buiding query wrappers which rewrite queries for reaching a particular source.

The ontology alignment problem can be described in one sentence: given two ontologies which describe each a s
of discrete entities (which can be classes, properties, rules, predicates, etc.), find the relationships (e.g., equivalence
subsomption) holding between these entities. Hence, in first approximation, an alignment is a set of pairs of elemen
from each ontology.

However, there are other aspects of alignments that can be added to this first approximation:

e There is not only equivalence/subsumption but more sophisticated operators (e.g., concatenation of firstname a
lastname for instance considered in [2]).

e Another relevant point is to define the kind of alignment sought. Usual notations are 1:1, 1:m, n:1 or n:m. We
prefer to note if the mapping is injective, surjective and total or partial on both side. We then end up with more
alignment arities (noted with, 1 for injective and total, ? for injective, + for total and * for none and each sign
concerning one mapping and its converse): ?:?, 2:1, 1:?2, 1:1, 2:+, 1?2, L1+, +:1, 414, 2% 02 1% %11, +i% x4 ko,
These partial alignments (i.e. they align only one part of each ontology) could be provided as input (or constraints
of the alignment problem. This would allow iterative alignment: starting with a first alignment, followed by user
feed-back, subsequent alignment rectification, and so on.

e Last, since many alignment methods compute a strength of the relation between entities, this strength can be pr
vided as a normalized measure.

Then the alignment description can be stated as follows:

a set of pairs with characterization of the relation (default "=") and strength (default 1);
a statement of arity (default 1:1) and even more generaly a statement of the properties of the alignment when this car
be provided by the alignment method (e.g., a subsumption preservation assertion),
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This is simpler than the alignment representation of [1], but is supposed possible to produce by most alignment tools.

Having alignment results in a standardized format can be very useful for taking advantage of these alignments i
various contexts (transformations, queries, etc.). It can be used for modularizing alignments; for instance, by first usin
terminological alignment methods for labels, having this alignment agreed or amended by a user and using it as inp
alignment for a structural alignment. But it can also be used for benchmarking alignment methods. To that extent, we wil
need a measure of the distance between such an alignment and an expected target alignment.

2 Benchmarking alignment methods

There are various methods for computing alignments, however, it seems sensible to ask alignment methods for an outy
alignment, given:

e two ontologies to be aligned;
e an input partial alignment (possibly empty);
¢ a characterization of the wanted alignment (1:+, ?:?, etc.).

A measure of the distance between alignments would allow to evaluate alignment methods. There are two kinds «
benchmarks which seems useful: competence benchmarks and performance benchmarks.

2.1 Competence benchmark

Competence benchmarks aim at characterising the kind of task each method is good at. There are many different are
in which methods can be evaluated. One of them is the kind of features they use for finding matching entities (thi
complements the taxonomy provided in [2]):

terminological (T) comparing the labels of the entities trying to find those which have similar names;

internal structure comparison (I) comparing the internal structure of entities (e.g., the value range or cardinality of
their attributes);

external structure comparison (S) comparing the relations of the entities with other entities;

extensional comparison (E)comparing the known extension of entities, i.e. the set of other entities that are attached to
them (in general instances of classes);

semantic comparison (M) comparing the interpretations (or more exactly the models satisfying the entities).

A set of reference benchmarks, targetting one type of feature at a time can be defined. These benchmarks wot
caracterize the competence of the method for one of these particular features of the languages.

2.2 Performance benchmarks

Performance benchmarks are aimed at evaluating the overall behaviour of alignment methods in versatile real-life e;
amples. It can be organised as a yearly or bi-annual challenge (a la TREC) for comparing the best compound methot
Such benchmarks should yield as a result the distance between provided output and expected result as well as traditio
measures of the amount of resource consumed (time, memory, user input, etc.).
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Traditionally, semantic reconciliation was performed by a human observer (a designer or a DBA) [8] due to its
complexity [3]. However, manual reconciliation (with or without computer-aided tools) tends to be slow and ineffi-
cient in dynamic environments and does not scale for obvious reasons. Therefore, the introduction of the semantic
Web vision and the shift towards machine understandable Web resources has unearthed the importance of automatic
semantic reconciliation. Consequently, new tools for automating the process, such as GLUE [4], and OntoBuilder
[11], were introduced.

Generally speaking, the process of semantic reconciliation is performed in two steps. First, given two attribute
sets A and A’ (denoted schemata) with n, and n, attributes, respectively,’ a degree of similarity is computed auto-
matically for all attribute pairs (one attribute from each schema),? using such methods as name matching, domain
matching, structure (such as XML hierarchical representation) matching, and Machine Learning techniques. As a
second step, a single mapping from .4 to A’ is chosen to be the best mapping. Typically, the best mapping is the one
that maximizes the sum (or average) of pair-wise weights of the selected attributes. We differentiate the best mapping
from the exact mapping, which is the output of a matching process as would be performed by a human observer.

Automatic matching may carry with it a degree of uncertainty since “the syntactic representation of schemas and
data do not completely convey the semantics of different databases” [10]. As an example, consider name match-
ing, a common method in tools such as OntoBuilder [6], Protégé [5], and Ariadne [9]. With name matching, one
assumes that similar attributes have similar (or even identical) names. However, the occurrence of synonyms (e.g.,
remuneration and salary) and homonyms (e.g., age referring to either human age or wine age) may trap this
method into erroneous mapping. As a consequence, there is no guarantee that the exact mapping is always the best
mapping.

We present the monotonicity principle, a sufficient condition to ensure that exact mapping would be ranked suffi-
ciently close to the best mapping. Roughly speaking, the monotonicity principle proclaims that by replacing a mapping
with a better one, score wise, one gets a more accurate mapping (from a human observer point of view), even if by
doing so, some of the attribute mappings are of less quality. We have demonstrated, through theoretical [7] and empir-
ical analysis,[2] that for monotonic mappings that satisfy the monotonicity principle, one can safely interpret a high
similarity measure as an indication that more attributes are mapped correctly. An immediate consequence of this re-
sult is the establishment of a corroboration for the quality of mapping algorithms, based on their capability to generate
monotonic mappings. We have experimented with a matching algorithm and report on our experiences in [2]. Our
findings indicate that matching algorithms that generate monotonic mappings are well-suited for automatic semantic
reconciliation. Another outcome of the monotonicity principle is that a good automatic semantic reconciliation algo-
rithm would rank the exact mapping relatively close to the best mapping, thus enabling an efficient search of the exact
mapping [1].

Monotonicity is not defined in “operational” terms, since it is compared to an initially unknown exact mapping.
In fact, such an operational definition may not be generally developed, since algorithms may perform well only on
some schema pairs. Therefore, a task for future research involves possible classification of application types on which

1The use of relational terms is in no way restrictive, and is used here to avoid the introduction of an extensive terminology that is of little benefit
in this paper.
2Extensions to this basic model (e.g., [10]) are beyond the scope of this statement.
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certain algorithms would work better than others. Best mappings may also be subjective at times (less so in the type
of applications we were exploring, though). It is not clear at this time how an operational definition can be developed
in such cases without personalizing the algorithms to specific human observers. Taken to the extreme, an adaptive
algorithm would rank erroneous mappings higher, simply by following a human observer presumptions. This line of
research is also left for future investigation.

The recent steps taken in the direction of automating semantic reconciliation highlight the critical need of this
research. As the automation of the process has already begun to take shape, often without the benefits of thorough
research, the study is timely. We envision multitude of applications of automatic schema matching to the semantic
Web. For example, we are currently designing smart agents that negotiate over information goods using schema
information and can combat schema heterogeneity.
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Research Lines & Solutions

We are interested in the development of methodologies, theories, mechanisms, and
technologies which will alow for an interaction of information sources (databases,
information systems, web sites, file systems, ...) within distributed environments, e.g.,
P2P, World Wide Web, which must be effective, and implemented with real time
constraints.

We propose a new approach, that we call data coordination that rgects the assumption,
made in previous approaches, most noticeably in data integration, that the involved
information sources act as if they were asingle (virtual) source, for instance modeled as a
global schema. We talk of coordination meaning that ... “... Coordination is managing
dependencies between interacting information sources.” From an operational point of
view, the distinguishing feature of data coordination is that many of the parameters e.g.,
schema or ontology describing information source, influencing the interaction among
applications or peers are decided at run time.

One of the main tools needed to make data coordination approach feasible, is to design
and develop a generic semi-automated semantic matching approach, which provides
interoperability at a semantic level among peers and data management applications at run
time. The key intuition behind semantic matching approach is to @culate mappings
between schema or ontology elements by computing semantic relations (for example,
elements can be equa, more general, etc.) using propositional satisfiability deciders,
instead of computing coefficients rating match quality in the [0,1] range. Notice that
propositional satisfiability procedures are sound and complete, which alow us to find all
and possible mappings, while other techniques which calculate coefficients in [0,1] are
only based on heuristics.

The main conceptual tool at the basis of our proposed solution(s) is the notion of context.
From a theoretical point of view, the model theory of context, the so called Local Models
Semantics, provides a foundation to our approach. From an implementational point of
view, a context is a data structure which can be used to index many things (for instance: a
peer information source, a view on a peer information source, a user query, a user point
of view, ...). The context data structure alows us to know where any piece of data comes
from, and to use this information to perform the most appropriate “matching” among the
data coming from the many autonomous peer information sources.
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These ideas have been developed within two research projects:
Context2Context. http://www.dit.unitn.it/~p2p,
Edamok. http://edamok.itc.it/,

and later exploited by astart-up company on distributed knowledge management:
Dthink. http://www.dthink.biz/profilo.htm.

FutureDirections

The most challenging issues we encountered so far and our future work can be declared
asfollows:

Designing measures to assess the quality of query answering in settings of
distributed systems, e.g., P2P, WWW;

How to extract semanticsfrom schemas (graphs);

Development of a theory of matching via context theory;

Developmert o semantic matching tool and a library of semantic element-level
schemal/ontology matchers;

Development of a formal methodology for testing and evaluating of schema and
ontology matching tools;

[terative semantic matching;

Concept approximation techniques & semantic matching.
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In the last decade significant progress have been done in Information Integration. Most systems for data
integration issued from database and Al communities are mediator-based centralized systems. More recently,
new approaches [4] [1] emerged, proposing distributed integration, that are quite attractive for Biological
Information Integration (BIl), such as functional genomics. Their deployment in Bll depends on two main
features. Bl requiresflexibleintegration and expressive representation languages.

1 Flexibleinformation integration

Extensibility and real-time data are crucial requirements for Bll. For example, Genomics is a very fast-moving
field. Web sources are multiple, with huge and constantly evolving content (versioning of GO and UMLS). New
online ontologies and specialized databanks frequently appear. Datawarehouses which can be quite powerful,
providing high access performance are not well appropriate to such evolving data. More flexible integration,
either centralized mediators or peer-based distributed integration might be more appropriate.

1.1 Mediator-based integration

A mediator includes a global ontology G (or mediated schema) and a set M of mappings, relating the global
ontology G to the sources ontologies S. The query engine exploits this knowledge to reformul ate the user query
into queries that refer to the sources ontologies S. In bioinformatics or in medicine, new sources constantly
appear and shall be added to S. Therefore, mainly for their easier extensibility, local as view (LAV) mediators
defining the content of sources in terms of views over the global ontology, might be more appropriate than
global as view (GAV) defining the global ontology in terms of views over the sources e.g. Tambis[8]. However,
they still raise representation problems (8 2).

1.2 Peer-based integration

Mediators are a significant progress, but for scaling up the Web, centralized integration may be not flexible
enough, and distributed systems perhaps even better appropriate. Asillustrated for bioinformatics [6], databanks
are not only data “sources’ but also include precious links and mappings, through their cross-references to
general ontologies and to other databanks. Such local relations between sources should be explicitly represented
and directly exploited to infer new information. Peer-based integration where “every participant should be able
to contribute new data and relate it to existing concepts and schemas, define new schemas that others can use as
frames or reference for their queries or define new relationships between existing schema or data providers’ [4]
is challenging to address the extensibility and distribution encountered in BlI.

2 Rich languagesfor ontologies and mappings

Whatever mediator or peer-based integration systems, rich formal languages are required for representing
ontologies, queries, and mappings, in the biomedical domain.

2.1 A DL extended by rulesfor ontologies

As advocated in [2] arich language, that is expressive enough to allow a fine and precise representation of both
structural (concepts, properties, and hierarchies) and deductive knowledge, is required in the biomedical domain.
The next W3C standard OWL(-DL) is a good candidate for taxonomies, but is not sufficient and should be
extended by rules for the deductive part. Rules are particularly needed to represent dependencies between
relations, such as mereotopological (part-of) and topological relationships, propagation of relations along
transitive role, or consistency constraints[2] etc., for instance location of adiseaseis inherited across partonymy:
“has-location propagates via part-of” [7]. However, as the combination of an expressive DL e.g. ALNR with
rules e.g. Datalog enlarges the search space, a trade-off shall be found in limiting OWL or/and rules
expressiveness, in order to remain decidable and to have sound and complete algorithms for subsumption and
satisfiability. Second, using OWL as the ontology language in an integration system, fuels additional new
questions, about (1) the query language: if rules are wanted to define conjunctive queries, the issue of alogical
language combining OWL(-DL) with rules occurs again (2) the mappings language: how the mappings should be
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represented; for example, by OWL subsumption or other axioms, by rules? (3) the query answering algorithm:
decidability depends on the ontology, query, mapping languages. Thus, an integrated framework including OWL
(or sublanguage) were queries reformulation is decidableis akey challengefor BlI.

2.2 A metamodd and alogica language for the mappings

As illustrated in Bioinformatics (see [6]) the explicit representation of mappings play a key role in mediation.
But there are several related problems to solve, in particular two main ones: the modeling problem “how to
model the mappings between the sources and the global ontology (or between peers)’? and the representation
problem*how to represent the mappings’ ?

A first challenge is to define a “metamodel” for mappings, at a conceptual level, independently of the
representation language. For example, from the analysis of existing database or DL integration sytems, a first
possible simple model® is to define, for a source s, mappings as triples (D, P, C), where D is aset of assertions
relating the kinds of data that can be found in the source s to the concepts of the global G, where C is a set of
constraints on its elements expressing restrictions on the data, or integrity constraints in terms of the global G,
where P is a set of assertions relating local properties of the source sto G properties®. For example, for an
integration system in genomics, where the global ontology G includes the concepts Protein, Species,
HumanSpecies and properties organism, mappings for the source SWISS-PROT (SW) are defined as a set of
assertions stating 1) that SW entries correspond to instances of Protein, 2) to which G entities, its lines are
related, e.g. the OS line corresponds to the property organism and its content to instances of Species®, 3)
constraints e.g. the data of SW file “proteins of the non-redundant human proteome set” contains only human
proteins. Thus, SWISS-PROT mappings are defined by the triple Osw, Psw, Gw), where Dsw = {SW-data ®
Protein, ...}, Psw: = {SW-OS® organism, ...}, Cew:={0OS-data® HumanSpecies, ...}

A second challenge is to define a logical language for representing mappings and semantics of “® ”. Most
mediators represent mappings as views over databases [3]. But several issues are now re-opened (1) which
logical formalism to use, DL (OWL), rule, else? (2) if OWL, then how to represent them? In principle, subclass
or subrole axioms e.g. V¥ gaa 1 Protein, V¥¥os1 organism, V¥gaal (" organism HumanSpecies) are possible.
Another option, is to represent them by rules e.g. V¥ gxa(X) b Protein(X), V¥os(X,Y) b organism(X,Y), and to
to have a more complex model, for instance allowing to map a loca property to a G more complex expression.
But the logical formalism to represent mappings with OWL ontologies is still an open issue. Indeed, as well
studied [5] [3] the formalism has direct implications on the query reformulation problem, and as the formalism
for expressing mappings becomes more expressive, it becomes harder. In conclusion, an hybrid formalism
combining a subclass of OWL with rules, that allows to remain decidable and to have sound and complete
algorithms for subsumption and satisfiability and if possible with good properties for the reformulation of
queries using mappings isanother key issuefor BIl.

Both mediator or peer-based integration raise amajor question, that of available tools, ready to be used in BlI.
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Overview of our Research

Much of the research in semantic integration has re-
duced the problem to ontology integration — two soft-
ware applications can be integrated by specifying the
semantic mappings between their respective ontologies.
However, few applications in practice have explicitly
specified ontologies, and even when they do, the on-
tologies are not fully axiomatized (that is, there exist
intended interpretations that are not models of the ax-
ioms or there exist unintended models of the axioms).
Consequently, ontology mappings are not sufficient to
achieve semantic integration.

To address this problem, we adopt what we call the
Ontological Stance — we model a software application
as if it were an inference system with an axiomatized
ontology, and use this ontology to predict the set of
sentences that the inference system decides to be sat-
isfiable. This is analogous to the intentional stance,
which is the strategy of interpreting the behavior of an
entity by treating it as if it were a rational agent who
performs activities in accordance with some set of in-
tentional constraints.

In our work, we focus on techniques for achieving the
semantic integration of software applications directly by
using ontologies as interlingua between the applications
themselves. The distinguishing feature of this Interlin-
gua architecture is the existence of a mediating ontol-
ogy that is independent of the software applications’
ontologies and which is used as a neutral interchange
ontology. The semantic mappings between application
and interlingua ontologies are manually generated and
verified prior to interaction time. This process of creat-
ing the mapping between the application ontology and
the interlingua ontology is identical to the process of
creating a mapping directly between two application
ontologies. However, it has two advantages. First, we
only need to specify one mapping for each application
ontology, rather than specifying a mapping for each pair
of application ontologies. Second, if the application on-
tologies and the interlingua ontology are specified using
the same logical language, then the translation can be

Copyright (© 2003, American Association for Artificial In-
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accomplished by applying deduction to the axioms of
the interlingua ontology and the ontology mappings. If
these mappings have already been verified to preserve
semantics between the application and interlingua on-
tologies, we are guaranteed that translation between the
applications also preserves semantics.

The two tools that we are developing are described in
our workshop paper. The Twenty Questions tool sup-
ports the semiautomatic generation of semantic map-
pings between the PSL Ontology and the terminology
used by a software application. The Process Informa-
tion Exchange Protocol compares the profiles generated
by the Twenty Questions for different software applica-
tions to determine which concepts can be either fully or
partially shared.

Challenges and Open Problems
What is Semantic Integration?

We still lack a precise characterization of the problem
of semantic integration. In some sense, if the ontologies
are using the same underlying logical language then the
notion of relative interpretation is necessary for seman-
tic integration. However, it is not sufficient — it does not
capture all of our intuitions concerning partial transla-
tion and it does not distinguish between ontologies for
different but overlapping domains.

Testing Semantic Mappings

Once semantic mappings have been proposed between
two ontologies or software applications, we still need
some methodology for evaluating the correctness and
completeness of the mappings so that we can determine
whether or not semantic integration has been achieved.
If the ontologies are fully axiomatized, then we can pro-
vide a model-theoretic evaluation of the semantic map-
pings (e.g. preservation of models or submodels). How-
ever, as we observed above, most software applications
do not use fully axiomatized ontologies; the best we
can do in these cases is to use an empirical methodol-
ogy to evaluate the semantic mappings between the ter-
minology of the applications. Adopting the Ontological
Stance, we can determine whether inferences performed
by the applications are preserved by the mappings.



Implementation of Testbeds

There are several critical issues in semantic integration
that can only be solved by empirical approaches. These
include the expressiveness/decidability tradeoff for on-
tology representation languages, the evaluation of dif-
ferent mapping techniques, and determining whether
the lack of ontology reuse is due to superficial or deep
ontological commitments. We need to establish aca-
demic and industrial testbeds that consist of multiple
agents and ontologies within different integration archi-
tectures, so that participants can carry out experiments
to test the critical issues in semantic integration.

Authors

Michael Griininger

Michael Gruninger is currently a Research Scientist
in the Institute for Systems Research at the University
of Maryland College Park and also a Guest Researcher
at the National Institute for Standards and Technology
(NIST). Michael was previously a Senior Research Sci-
entist in the Enterprise Integration Laboratory of the
Department of Mechanical and Industrial Engineering
at the University of Toronto, where he was the project
manager for numerous international projects in collab-
oration with industry, academia, and government.

His current research focuses on the design and formal
characterization of ontologies and their application to
problems in manufacturing and enterprise engineering.
He is the project leader for the Process Specification
Language project at NIST. He is also the project leader
for ISO 18629 (Process Specification Language) within
the International Standards Organization (ISO).

Joseph Kopena

Joseph Kopena is an undergraduate research assis-
tant in Drexel University’s Geometric and Intelligent
Computing Laboratory. His research interests include
knowledge representation and common sense reason-
ing in engineering domains and automated system in-
tegration through formal ontology. Contact him via
joe@plan.mcs.drexel.edu.

174



What do we need for ontology integration on the Semantic Web
Position statement

Natasha F. Noy
Stanford University
251 Campus Drive, Stanford, CA 94305, USA
noy@smi.stanford.edu

Ontologies, integration, and the
Semantic Web

In order for the Semantic Web participants to share
information, they must have some agreement on what
elements in their shared domain of interest exist and
how these elements can relate to one another. A formal
specification of such an agreement is called an ontol-
ogy. An ontology for a domain enumerates and gives
semantic descriptions of concepts in the domain of dis-
course, defining domain-relevant attributes of concepts
and various relationships among them. For example, an
ontology describing a wines will include such concepts
as vintages, wine regions, wineries, grape varieties, and
so on. It will also include relations such as produced
by, made from, color, year, and body of wine.

The ultimate vision of using formal ontologies is to
develop a single ontology or a small set of ontologies
that everyone will conform to. Alternatively, on a
smaller scale, there could be single organization-wide
ontologies. Semantic integration then becomes a much
easier, if not a trivial, problem since everyone shares
the same set of definitions.

However, such a vision seldom, if ever, becomes a re-
ality. Just as there is more than one Web directory (e.g.,
Yahoo!, ODP, etc.), more than one shopping site, more
than one search engine on the today’s web, there will
be more than one ontology even for the same domain
on the Semantic Web. The reasons for this diversity are
both technical and non-technical.

On the technical side, the task for which ontology is
going to be used greatly influences ontology design. For
example, an ontology supporting an application of pair-
ing wines with food is unlikely to have properties de-
scribing numbers of bottles or their exact prices, which
is something an ontology supporting an inventory appli-
cation for a restaurant will need. Furthermore, one on-
tology may classify wines based on the grapes that are
used to produce them and another may use the region
that the wine comes from as the classification criterion.

On the non-technical side, there are often cul-
tural, organizational, or administrative reasons why,
for example, different departments in an organization
might undertake their own ontology-development ef-
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forts. These reasons range from the NIH (not invented
here) syndrome to practical considerations such as hav-
ing current software depend heavily on a particular on-
tology.

Therefore, integration of ontologies is a major
challenge and research issue on the Semantic Web.

Challenges in ontology integration

Some of the specific challenges in ontology integration
that we must address in the near future are:

e finding similarities and differences between ontologies
in automatic and semi-automatic way

e defining mappings between ontologies

e developing an ontology-integration architecture

e composing mappings across different ontologies

e representing uncertainty and imprecision in map-
pings

In the Semantic Web, there will be multiple ontolo-
gies that will be developed independently but will in-
teract with one another. These ontologies might reuse
other ontologies and therefore share some of their con-
tent and frame of reference. They may make some
changes to ontologies they are reusing, declare equiva-
lence between their terms and terms in other ontologies,
and so on.

The first challenge is to find similarities and dif-
ferences between the ontologies in automatic or semi-
automatic way. Differences could be as simple as the
use of synonyms for the same concept. For example,
one ontology may use the term “vintage” and another
may use the term “year”. There could be differences
in the way ontologies organize concepts. For instance,
one ontology can classify all wines based on their color,
having Red, White and Rosé as the top-level categories.
Another ontology can have color as a property of the
wine. It may never be possible to find all mappings be-
tween ontologies in a completely automatic way since
some of the intended semantics can only be discerned
by humans. However, ontology-integration on the large
scale will be possible only if we can make significant
progress in identifying mappings automatically or semi-
automatically.



Researchers have already made some progress in this
direction. For example, Hovy and colleagues (1998) de-
scribe a set of heuristics that researchers at ISI/USC
used for semi-automatic alignment of domain ontolo-
gies to a large central ontology. Their techniques are
based mainly on linguistic analysis of concept names
and natural-language definitions of concepts. PROMPT
(Noy & Musen 2003) uses the structure of ontology def-
initions and the structure of a graph representing an
ontology to suggest to ontology designers which con-
cepts may be related. GLUE (Doan et al. 2002) applies
machine-learning techniques to instance data conform-
ing to ontologies to find related concepts.

Once we find the mappings, we need to define a for-
malism for representing them that would enable and
facilitate various tasks that use the mappings. These
task include (but are not limited to) the following:

e answering queries posed to one ontology in terms of
another ontology

e transforming instance data conforming to one ontol-
ogy into another ontology

e using one ontology to drive an application developed
based on another ontology

One approach to expressing the mapping informa-
tion is to use the statements in the ontology lan-
guage itself to express the correlation. OWL for ex-
ample, has such statements as owl:sameClassAs and
owl:samePropertyAs that allows one to “bridge” two
ontologies. A reasoning engine can then treat two on-
tologies as a single theory. Another approach is to
express mappings as instances of concepts in a map-
ping ontology. Crubezy (2003) for example have de-
veloped such an ontology, which enables specification
of extremely expressive mappings, including ones that
require recursive definitions. More research is needed
however to determine which approaches would best sup-
port specific integration tasks.

The next research issue is finding an optimal archi-
tecture for ontology integration. One possible architec-
ture could be similar to information-integration archi-
tectures in which there is a global ontology which serves
as an interface to a number of local ontologies (Gene-
sereth et al. 1997; Calvanese et al. 2001). Queries
are posed to the global ontology which translates them
to the terms in the local ontologies. The drawback of
such an architecture is the need to develop and, more
important, agree on the global ontology.

Another possibility is a peer-to-peer architecture in
which we create pairwise mappings between ontologies
(Halevy et al. 2003). Compared to the global-ontology
architecture, the number of mappings that we need to
create is n? where n is the number of ontologies, com-
pared to n mappings to the global ontology. At the
same time, the peer-to-peer architecture preserves the
de-centralized nature of the Semantic Web. We may
not always need to map between each pair of ontologies
and therefore in practice the number of mapping can
be significantly smaller than n?.
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Reusing the mappings leads to the problem of map-
ping composition. Suppose we have two mappings: one
mapping is between ontologies A and B and another
one is between ontologies B and C. Can we use these
mappings to derive the mapping between ontologies A
and C'? Can we compose the mappings in computation-
ally complete and efficient way?

In many cases, in particular when using automatic
means to find mappings, we may not be able to de-
fine mappings precisely. Sometimes a precise mapping
simply will not exist. For example, one classification
of wines may only have red and white wines (classify-
ing rosé wines as white wines). Another ontology may
have a separate class for rosé wines. This class in the
second ontology will not have an exact counterpart in
the first. A precise mapping may exist but our means
for finding it automatically will not be able to find it
but will suggest several likely candidates instead. And
in some cases, we do not need precise mappings and
knowing that a class A in one ontology is a subclass of
a class B in another is sufficient. Challenges in these
area include not only classifying and representing dif-
ferent types and sources of imprecise and approximate
mappings but also using this information for such tasks
as discovering new mapping information or performing
reasoning services across the mapped ontologies.

While researchers are actively working on some of
these challenges in ontology integration, they have
only scratched the surface. The unique scale, de-
centralization, and lack of central control in the Se-
mantic Web require significant new advances to make
ontology integration possible on the Web scale.
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Our Research on Semantic Integration

Our approach draws heavily on proven theoretical work but our work goes further in providing a systematic
approach for ontology mapping with precise methodological steps. In particular, our method, Information-
Flow based Ontology Mapping (IF-Map) [2], draws on the proven theoretical ground of Information Flow
and channel theory [1], and provides a systematic and mechanised way for deploying the approach in a
distributed environment to perform ontology mapping among a variety of different ontologies.

The TF-Map system formalises mappings of ontology constructs in terms of logic infomorphisms, the
fundamental ingredient of Information Flow. These are well suited for representing the bi-directional relation
of types and tokens, which corresponds to concepts and instances in the ontology realm. IF-Map is focusing
on instances and how these are classified against ontology concepts. This reveals the operational semantics
that the ontology’s community has chosen by virtue of how it uses its instances. The IF-Map algorithm
makes use of this information in order to map onto related concepts from another ontology with which its
concepts classify the same instances.

We have used IF-Map with success in a variety of ontology mapping scenarios within and outside AKT
such as mapping of computer science departments’ ontologies from AKT participating universities [3]; map-
ping of e-government ontologies from a case study using UK and US governments ministries [6]. We have also
conducted a large-scale survey of the state-of-the-art of ontology mapping [4] and we are currently exploring
the role of Information Flow and the IF-Map approach in the wider context of semantic interoperability and
integration [5].
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Challenging Issues on Semantic Integration

One of the core aspects on semantic integration and interoperability research nowadays is to find ways to
share knowledge across diverse systems and domains and make them semantically interoperable. A key
challenge and starting point for achieving this, is to have their ontologies shared. One aspect of ontology
sharing is to perform some sort of mapping between ontology constructs. That is, given two ontologies, one
should be able to map concepts in one ontology onto those in the other. Further, research suggests that we
should also be able to combine ontologies where the product of this combination will be, at the very least,
the intersection of the two given ontologies. These are the dominant approaches that have been studied and
applied in a variety of systems [4].

There are, however, some drawbacks that prevent engineers from benefitting from such systems. Firstly,
the assumptions made in devising ontology mappings and in combining ontologies are not always exposed to
the community and no technical details are disclosed. This is an important hindrance for progress within this
newly founded and diverse community as the less information is exposed about an allegedly problem-solving
technique the more difficult becomes to replicate and experiment with it.

Secondly, the systems that perform ontology mapping are often either embedded in an integrated envi-
ronment for ontology editing or are attached to a specific formalism. This makes it difficult to assess their
performance outside these nicely designed “sandy-boxes” which act as a controlled environment and cannot
accommodate the dynamism of ontologies available in the real world and being attached to a specific for-
malism precludes familiarity with it and availability of translators for making it possible to work in a large
scale.

Thirdly, in most cases mapping and merging are based on heuristics that mostly use syntactic clues to
determine correspondence or equivalence between ontology concepts, but rarely use the meaning of those
concepts, i.e., their semantics. This is a big assumption as in most of the cases syntax alone can say little
or nothing about the actual meaning of a concept. The intended semantics of concepts are not revealed and
the proposed outcome has to be manually verified by a human expert.

Fourthly, most, if not all approaches do not exploit ontological axioms or rules often found in formal
ontologies. This will allow for mathematical proofs to performed on the mapping outcome which will,
at least, increase the assurance that the proposed mapping conforms with the underpinning ontological
knowledge.

Finally, ontology mapping as a term has a different meaning in different contexts due to the lack of a
formal account of what ontology mapping is. There is an observed lack of theory behind most of the works
in this area [4].
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1. Introduction

The popularity and growth of the Web have
dramatically increased the number of information
sources available for use and the opportunity for
important new information-intensive applications
(e.g., massive data warehouses, integrated supply
chain management, global risk management, in-
transit visibility). Unfortunately, there are signifi-
cant challenges to be overcome regarding data
interpretation. Specifically, the existence of het-
erogeneous contexts, whereby each source of infor-
mation and potential receiver of that information
may operate with a different context, leading to
large-scale semantic heterogeneity.

A context is the collection of implicit assump-
tions about the meaning of data. As a simple ex-
ample, whereas most US universities grade on a
4.0 scale, MIT uses a 5.0 scale — posing a problem
if one is comparing student GPA’s. Another typical
example might be the extraction of price informa-
tion from the Web: but is the price in Dollars or
Yen (If dollars, is it US dollars or Hong Kong
dollars), does it include taxes, does it include ship-
ping, etc. — and does that match the receiver’s
assumptions?

Contextual issues can be much more complex
in other situations. For example, the meaning of
"net sales" may vary — with "excise taxes" included
for government reporting purposes in one context,
but excluded for security analysis purposes in an-
other. Also, one context may use information for a
fiscal year as reported by the company, while an-
other may use a standardized fiscal year to make all
companies comparable. Furthermore, there may be
multiple users that might want an answer to such a
question, each with their own desired meaning
(user context).

This context knowledge is often widely dis-
tributed within and across organizations. Solutions
adopted to achieve interoperability must be scale-
able and extensible. Thus, it is important to sup-
port the acquisition, organization, and effective
intelligent usage of distributed context knowledge.
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The COntext INterchange (COIN) System has
been designed and implemented as a prototype at
MIT. The prototype provides for a systematic rep-
resentation and automatic processing of data seman-
tics. Instead of explicitly capturing semantic con-
flicts, the COIN approach records data semantics
declaratively and uses a mediation engine to detect
all conflicts, which are reconciled by rewriting user
queries to incorporate conversions that can be de-
fined either internally or remotely on the network.
This approach provides great extensibility. We refer
readers to [1,2] for a formal description of the
COIN approach.

2. Recent Developments in COIN

Recent developments by Firat [10] have pro-
vided a clear definition of concepts such as context,
conversion function, and ontology. His work also
resolved issues in equational ontological conflicts
(EOC) that refer to the heterogeneity in the way
data items are calculated from other data items in
terms of definitional equations. Firat along with
others at MIT have developed an approach to
merging independently developed, ontology based
COIN applications. Finally, there have been sig-
nificant developments in providing for semantic
integration using COIN on the Semantic Web.
Specifically we have developed ways to make the
context mediation approach compatible with web
protocols (as in web services) and web-oriented
representation languages such as RDF and
OWL)[4,5].

We have demonstrated these new capabilities
in a number of application domains, such as finan-
cial services [6], online shopping [9], disaster relief
efforts [3], and corporate householding knowledge
engineering [8]. We have also constructed larger
applications by combining ontologies and context
definitions from existing applications, such as an
airfare aggregator and a car rental shopper combined
into a travel planner (see demos at our website
http://context2.mit.edu/coin/demos).

Efforts are also underway to use COIN frame-
work as a cost effective method for resolving se-
mantic ambiguities and differences to support se-
mantic interoperability across multiple overlapping
standards in the financial industry [7].

3. Making Context Mediation Ubiquitous on
the Web: The Challenges

Our approach to semantic integration is data-
oriented. As such, our goals are far more focused
than many other visions of the potential for the
Semantic Web. As a result, we are able to treat
context interchange problems inherent in the Se-
mantic Web in a tractable manner. For example, we



have a specific approach to merging ontologies that
supports the merging of applications. This merging
raises many of the issues that others have looked at
but is nicely tied to the data requirements for new
applications and focused on providing the context
information needed to resolve semantic differences.

This focus on context knowledge and data in-
tegration has allowed us to make significant pro-
gress, however, challenges exist in making such an
approach scalable, maintainable and usable in an
open environment. We conclude this position paper
with a number of these issues:

1. Gathering, Representing and Maintaining
Context Knowledge for Unknown Tasks —
Context Interchange capabilities have been
used for specific applications. Though the se-
mantic integration can be done at run-time for
such an application, ad-hoc environments
without predefined schemas and context
knowledge will be more difficult to manage.

2. Designing Ontologies to Include Context
Knowledge — We have developed ontology to
support context knowledge. We have extended
ontologies developed in RDF to include modi-
fiers and other context information. However,
we expect a wide range of ontology languages
and representations. Context information must
either be easily extracted from these ontologies
or added through the use of context-authoring
tools as developed on this project.

3. Making Context Mediation Executable in
non-SQL like environments — We have
taken a distinctly database-like approach to
semantic integration on the Web. We devel-
oped data extraction tools that gather semi-
structured data based on SQL queries issues to
Web pages (along with structured data). Meth-
ods must be developed to include mediation in
for other data representations.

4. Automatically Gathering, Generating and
Maintaining Context Knowledge — Tools are
needed to automatically assemble and maintain
context knowledge.

5. Complex Context Issues — There remain a
number of complex context issues related to
temporal context, equational context, and par-
tially resolvable context conflicts.
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Position Statement

Small, independently-developed ontologies can
be related without the necessity of constructing
a global ontology beforehand. We assume that
Web pages for specific domains will be annotated
with ontological information. Given these anno-
tations, we have developed a methodology that
merges individual ontologies into what we call
a consensus ontology, which has the appearance
of a global ontology for a particular query. The
consensus ontology may be cached for later use.
This approach allows consideration of additional
information sources incrementally.

Information Retrieval

Information searches can involve data and doc-
uments both internal and external to an organi-
zation. The research reported at this workshop
targets the following basic problem: a search
will typically uncover a large number of inde-
pendently developed information sources—some
relevant and some irrelevant; the sources might
be ranked, but they are otherwise unorganized,
and there are too many for a user to investigate
manually. The problem is familiar and many
solutions have been proposed, ranging from re-
quiring the user to be more precise in specifying
search criteria, to constructing more intelligent
search engines, or to requiring sources to be more
precise in describing their contents. A common
theme for all of the approaches is the creation,
use, and manipulation of ontologies for describ-
ing both requirements and sources.
Unfortunately, ontologies are not a panacea
unless everyone adheres to the same one, and
no one has yet constructed an ontology that is
comprehensive enough. Moreover, even if one
did exist, it probably would not be adhered to,
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considering the dynamic and eclectic nature of
the Web and other information sources.

There are three approaches for relating in-
formation from large numbers of independently
managed sites: (1) all sites will use the same ter-
minology with agreed-upon semantics (improba-
ble), (2) each site will use its own terminology,
but provide translations to a global ontology (dif-
ficult, and thus unlikely), and (3) each site will
have a small, local ontology that will be related
to those from other sites—our position.

The experimental methodology we developed
relies on the ontological annotation of Web
pages—a representation consistent with visions
for the Semantic Web. However, a pre-existing
global ontology is not required. The domains
of the sites must be similar—else there would
be no interesting relationships among them—but
they will undoubtedly have dissimilar ontologies,
because they will have been annotated indepen-
dently.

Experimental Methodology

We assigned graduate students in computer sci-
ence the task of constructing small ontologies
for three domains. The ontologies are written
in DAML/OWL and contain at least 8 classes
organized with at least 4 levels of subclasses.

We merge the individual files for a particu-
lar domain one-at-a-time into a resultant merged
file. Node merging is based on syntactic and
semantic information. The syntactic informa-
tion is derived from the names of the nodes, for
which we employ various string-matching tech-
niques including detection of plural endings. The
semantic information includes the meaning of the
subclass link in the ontologies, prefixes that in-
dicate antonyms, and evolving sets of synonyms
for matching nodes. The synsets, which are used
to track the progress of merging and to monitor
correctness, are seeded from WordNet.

For each node in the resultant file, we main-
tain a reinforcement value, which indicates how
many times the node is matched as ontologies
are merged. We also maintain reinforcement val-
ues for class-subclass links. Next, we construct
a consensus ontology by eliminating weakly rein-
forced nodes and links. In filtering the merged
file, we sort the subclass links by their reinforce-



ment values and find that, for the most part,
the strongly reinforced nodes are associated with
strongly reinforced links. This finding, while not
surprising, makes constructing a consensus on-
tology more efficient.

The software for merging ontologies can
be found at http://www.cse.sc.edu/research/cit
/projects/DAML.html. Sample ontologies are
also available on that page.

Challenges

Our work focuses only on the class-subclass re-
lationship among concepts. Other relationships
such as partOf offer semantics that can be ex-
ploited in generating and restricting a consensus
view.
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Semantic Matching in the SWAP Project
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1 Semantic Web and P2P mappings manually. Instead, there is a need for automatic or

The current state-of-the-art in Knowledae Managemen emi-automatic matching algorithms that establish a connec-
. . viedg 9 ffion between the semantic models of different peers on the
solutions still focuses on one or a relatively small number o

highly centralized knowledge repositories with ontolo iesﬂy' In this context, research in the SWAP project will be fo-
gnty 9 P 9 ussed on the following question: Are automatic matching

as the concr?_ptual backbone for knowledge brotl)<er|ng. AS.'ﬁnethods powerful enough to support P2P information shar-
turns out, this assumption is very restrictive, because, (')ing in a practical setting ? In order to answer this question,

Ittrzac'uz\?:tg\?ewlijgésboéi;gi?:llsy "’\‘Ar;ﬁeﬁrﬁaggnf'egsn;gcggél;%ﬂg'?fhe following research activities will be carried out by the aca-
! Ry - Bemic partners in the SWAP project:
large and complex problems; (i), it does not lend itself to
easy maintenance and the dynamic updates often required to ] .
reflect changing user needs, dynamic enterprise processesAgsessment of Matching Methods A number of different
new market conditions. In contrast Peer-to-Peer computingPpProaches for matching semantic models have been pro-
(P2P) offers the promise of lifting many of these limitations. Posed. These methods differ in the way they identify cor-
At the same time, today’s P2P solutions support only limited@spondences between models including, manual matching,
update, search and retrieval functionality, e.g. search in Nagexical matching, structural matching, semantic matching and
ster is restricted to string matches involving just two fields:similarity-based matching. As a first step we will define a set
“artist” and “track”. These flaws however make current P2Pof benchmark matching problems and compare the results of
systems unsuitable for knowledge sharing purposes. Thiese different methods wirt. _these problems. Itis easy to see
SWAP project aims at a P2P based knowledge managemefitat one matthng approach is not always better thgn another,
system that integrates the advantages of Semantic Web-basewt that certain matching approaches are better suited for cer-
knowledge management technology developed in successft@in matching problems. Based on the results of the evalua-
IST projects like On-To-Knowledge, KnowNet, or Comma. tion of different matching approaches we will try to formulate
SWAP aims at benefits of a P2P based system that show jugtiidelines for selecting a certain matching approach to solve
by installing the client software, viz. immediate automatic@ specific matching problem. For this purpose, we first have
access to knowledge stored at peers. Of course, explicitl{p identify relevant characteristics of the matching problem
modelled ontologies may increase the benefits brought b;\nd rele_vant features of the matching method as well as their
any knowledge management solution, because they mafteraction.
improve the accuracy of knowledge access and sharing.
SWAP solutions, however, may produce benefits even witlpptimization of Matching Methods Initial experiments
near zero investment - in contrast to conventional knowledggvith real life data has shown that many matching algorithms
management systems that need an extensive and expensi® inherently complex and often fail to scale up to realistic
set-up phase. Conventional knowledge management reposcenarios. If we want to use matching in a practical setting,
itories will still appear as just another, powerful peer in thewe have to make sure that the response time is still accept-
network. Hence, a combined Semantic Web and P2P solutiogible for the user. In this context, we will investigate the use
may always outperform the sophisticated, but conventionabf approximate matching methods instead of exact ones. In
centralized system. particular, out goal is to find the right trade-off between the
run-time behavior of a matching algorithm and the accuracy
of the matching result. For this purpose we will carry out ex-
2 Semantic Matching periments with different approximations of the same match-
) o _ _ing algorithm and compare the results wrt. matching accuracy
Information sharing in semantics-based P2P systems relieghd runtime. Based on the experiences gained in this exper-

on the existence of mappings between the semantic modejgents, we plan to develop efficient algorithms for semantic
of different peers. The distributed and dynamic nature of P2Rnatching and implement them in an optimized way.
systems makes it unattractive to spend effort on creating fixed
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Nancy Wiegand, Isabel Cruz, Naijun Zhou, and William Sunna are working together on a
semantic integration project. Nancy Wiegand is a Research Scientist at the University of
Wisconsin in Madison. Although her main focus is in Computer Science Database
Management Systems, her background also includes interdisciplinary work in
Geographic Information Systems, Civil Engineering, and Environmental Studies. Isabel
Cruz is a Professor of Computer Science at the University of Illinois at Chicago. Naijun
Zhou and William Sunna are graduate students at UW-Madison and Illinois, respectively.
Naijun Zhou is a Ph.D. candidate in Geography and also has a Master’s degree in
Computer Science. William Sunna is studying Computer Science.

Our Computer Science and interdisciplinary backgrounds are being applied to a research
project for a proposed Web-based statewide Wisconsin Land Information System. We are
working on semantic integration over distributed, heterogeneous spatial and nonspatial
data sets to enable DBMS-type querying. Our goal of DBMS querying is an extension of
the clearinghouse vision of the original working group. Our research also includes
methods for locating data sets and consideration of separate metadata files that describe
data sources.

We developed a tool to map theme-based ontologies to local schemas, and, in particular,
included the ability to map at the value level, in addition to the attribute level. This was
necessary because various attributes in our data sources are conceptually similar, but their
values are drawn from domains that differ in detail and expression. The mapping tool
automatically produces agreement files which are consulted by an ontology subsystem
for query re-writing. The ontology subsystem is embedded in a prototype XML Web-
based query engine.

A hard problem in semantic integration is to provide easy extensibility for new ways of
thinking about and relating information. Also, users should be able to trace and validate
any automatically made semantic integration decisions to be able to confidently use
results for decision-making.
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ABSTRACT

One of the biggest challenges of the Semantic Web is to
make its tools usable by ordinary users for grass-roots pro-
duction and integration of semantic information. This paper
introduces the ongoing research on this issue in our research
group at the Information Sciences Institute.

1. RESEARCH OVERVIEW

Despite years of intense work and research on the Seman-
tic Web, it has not become a reality. One of the biggest
challenges is to make Semantic Web tools usable by ordinary
users. Current tools for ontology creation, annotation, on-
tology alignment, and querying heterogeneous data sources
are still too difficult for ordinary users. In this paper we’ll
discuss the various ongoing efforts in our research group aim-
ing at creating Semantic Web tools that further lower the
entrance barrier to Semantic Web for ordinary users.

1.1 Grass-roots Annotator

Metadata is the basis of the Semantic Web. There has
been great effort on making metadata creation [1][6] eas-
ier for ordinary users. All these tools follow the same pat-
tern: users are required to create an ontologies first, and
then make annotations according to the created ontologies.
However, ontology creation is an abstract activity, which is
often difficult and unintuitive for ordinary users. As a result
these tools are still difficult for ordinary users to use.

We are experimenting an extreme approach. Our Grass-
roots Annotator (Figure 1) would allow users to create meta-
data first without creating any ontology. Users would be al-
lowed to use whatever structures and terms they like to de-
scribe their data at hand without first defining these terms
and structures. We would then try to induce ontologies from
the metadata corpus.

The annotator is carefully designed so that some opera-
tions are indicative of possible ontologies. We are also devel-
oping techniques to mine the metadata corpus for patterns
which indicates the existence of ontologies. Furthermore,
our own experience with the tool shows that, with the meta-
data corpus growing, we tend to use same terminologies and
structures to describe similar things in order to make it eas-
ier to manage the metadata. This indicates that it might be
easier for users to generalize ontologies from the data they
created than to create an ontology from scratch.
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Figure 1: Grass-roots Annotator

1.2 WebScripter: Grass-roots Report Creation
and Ontology Alignment

WebScripter[2](Figure 2) is a tool that enables ordinary
users to easily and quickly assemble reports extracting and
fusing information from multiple, heterogeneous Semantic
Web sources. Different Semantic Web sources may use dif-
ferent ontologies. WebScripter addresses this problem by
(a) making it easy for individual users to graphically align
the attributes of two separate externally defined concepts,
and (b) making it easy to reuse others’ alignment work. At a
high level, the WebScripter concept is that users extract con-
tent from heterogeneous sources and paste that content into
what looks like an ordinary spreadsheet. What users implic-
itly do in WebScripter (without expending extra effort) is
to build up an articulation ontology containing equivalency
statements. We believe that in the long run, this articula-
tion ontology will be more valuable than the data the users
obtained when they constructed the original report. The
equivalency information reduces the amount of work future
WebScripter users have to perform.

The key difference we see between “traditional” ontology
translation and WebScripter is that non-experts perform all
of the translation - but potentially on a global scale, lever-
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aging each other’s work.

1.3 Naive User Queries

Traditionally, users need to write queries conforming to
the schema of a data source in order to retrieve informa-
tion from it. On the Semantic Web, there will be numerous
data schemas. Requiring people to write different queries
for different schemas is a daunting task. Thus we propose
that it’s necessary to deal with another type of user queries:
naive user queries—queries in users’ own terms and own se-
mantic structures. Without losing generality, we represent a
naive user query as a list of triple patterns (s,p,0) (Although
syntax doesn’t affect our discussion, we use RDQL-alike [5]
syntax for convenience). Semantic structures between terms
are binary relations: p is the kind of relationship between s
and o. Such type of user queries might not conform to the
schemas of available data sources.

We propose an approach [8] that, given a naive user query,
translates it into a list of queries conforming to different data
source schemas. The approach is based on query-rewriting
techniques. It utilizes partial alignment between different
schemas, alignment between different naive user queries,
similarities between term names, as well as other informa-
tion as query rewriting rules. An early prototype showed
that the result is promising.

1.4 Semantic Engineering Workbench (SEW)

ISI’s n-Dimensional Information Management project is
developing an integrated suite of tools, called the Seman-
tic Engineering Workbench (SEW)[3][7](Figure 3), that pro-
vides an intelligent infrastructure for managing Semantic
Web databases and developing Semantic Web applications.
The SEW has been crafted by integrating key (open-source)
software components into an integral whole. Retrieval ca-
pabilities and persistence is provided by combining Hewlett-
Packard’s Jena triple store with a relational database (we are
currently using MySQL). Ontology editing is provided by
Stanford’s Protege Knowledge Acquisition tool. The SEW
implements several layers of API’s. The highest levels pro-
vide object-oriented representations of data objects, while
lower-levels enable access to triples. The SEW transpar-
ently converts triples retrieved from Jena into Protege ob-
jects, using an on-demand strategy that imports data on
an as-requested basis. The SEW is wholly implemented in
Java, and currently runs on Windows PCs.
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Figure 3: Semantic Engineering Workbench

The design of the SEW was motivated by the need to pro-
vide high-level support to three Semantic Web applications:
the Annotator and WebScripter tool as explained in Sec-
tions 1.1 and 1.2, and the CHIME tool [4] that allows users
to view n-dimensional data.

2. CONCLUSION

We’ve briefly introduced several research projects in our
group including Grass-roots Anntator—an extremely easy-to-
use tool for metadata creation, WebScripter—a tool for grass-
roots report generation and ontology alignment, Naive User
Query Processing-a technique to enable queries in users’
own terms and structures, and finally Semantic Engineering
Workbench-the infrastructure underlying all our tools.

3. ACKNOWLEDGMENTS

Effort sponsored by the Defense Advanced Research Projects

Agency (DARPA) under agreement number F30602-00-2-
0576, and the Advanced Research and Development Activity
(ARDA) under contract number NMA401-02-1-2019.

4. ABOUT AUTHORS

Robert Macgregor is a senior project leader at Univer-
sity of Southern California’s Information Sciences Institute.
He is the project leader of the WebScripter and CHIME
projects. Baoshi Yan and Juan Lopez are Ph.D. students
participating in the WebScripter project. In-Young Ko is a
post-doctoral research associate working on the WebScripter
and CHIME projects.

5. REFERENCES

[1] http://protege.stanford.edu/.

[2] http://www.isi.edu/webscripter/.

[3] http://www.isi.edu/chime/sew.html.

[4] http://www.isi.edu/chime/.

[5] Rdql. http://www.hpl.hp.com/semweb/rdql.htm.

[6] S. Handschuh and S. Staab. Authoring and annotation
of web pages in cream. In The World Wide Web
Conference, 2002.

[7] R. Macgregor and I.-Y. Ko. Representing
contextualized data using semantic web tools. In 7st
International Workshop on Practical and Scalable
Semantic Systems, Octor 2003.

[8] B. Yan and R. Macgregor. Translating naive user
queries on the semantic web. In Semantic Integration
Workshop, Octor 2003.



	Content.pdf
	Content.pdf
	SI_paper_09.pdf
	SI_paper_09.pdf
	The Information Flow Framework
	Basic Concepts of the IFF-OO
	Fusion of a System of Ontologies
	Maintenance of a System of Ontologies
	Future Prospects
	References


	SI_demo_03.pdf
	2.2 COIN Authoring Tools






