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Abstract.Onevision of the “SemanticWeb” of the future is that software agents
will interactwith eachotherusingformal metadatahatrevealtheir interfaces We
examineoneplausibleparadigmwhereagentprovide servicedescriptionghattell
how they canbe usedto accomplisiotheragents'goals Fromthe point of view of
theseotheragentsthe problemof decipheringa servicedescriptionis quite similar
to thestandardAl planningproblem,with someinterestingiwists. Two suchtwists
arethepossibility of having to reconcilecontradictoryontologies— or conceptual
framewnorks — usedby the agent,andhaving to rearrangehe datastructureof a
message-sendirggentso they matchthe expectationsof the recipient.We argue
thatthe former problemrequireshumaninterventionandmaintenancehut thatthe
latter canbefully automated.

1 Introduction

Supposeanagents giventhetaskof buying the paperbacledition of “Robo Sapi-
ens”for lessthan$25.
Theagentmustcarryout severaltasks:

1. Find otheragentsthat might be ableto help carry out the given action. (A
broker agentwould performthis part.)

2. For eachsuchagent,get a descriptionof what serviceit provides.This de-
scriptionmustbe expressedn a formal languagesuchasDAML (DARPA
AgentMarkupLanguage).
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3. If thegoaldescriptionandthe servicedescriptiondo not usethe sameontol-
ogy, find acommonframework to translatethemto. An ontology is a “con-
ceptualschemé, away of talking abouttheworld.!

4. Findandexecutea planfor satisfyingits goal,thatis, a seriesof interactions
with a givenbooksellerthatresultin the agentacquiringa copy of thebook.
The primitive actionsof the planwill be actionsthatsendandreceive mes-
sagesBuilding anddecodinghesemessagesayrequirefurthertranslation,
betweenwhatoneagentwantsto recevve andwhatthe otherknows.

One of the key questionswe addressn this paperis how agents’goalsand
seners’ servicedescriptioncanbe representedandwhatis necessaryo make the
two mesh.Many treatment®f suchproblemsassumehatrepresentationsanbeas
simpleaslists of keywordsandvalues

(' * Task: buy; Thing-to-buy: book; Price: (< $25); ...."")

Suchnotationswork fine aslong asall tasksfit within a preimaginedramework,
but areunableto expressanything novel.

We preferto usenotationsthat respectthe degreesof freedomwe're likely to
requirein thefuture. It seemsnescapable¢hat suchnotationswill have the power
of formallogic:

(do-for-some (A(m- Merchant b - Book)
(and (= (title b) "Robo Sapiens")
(sells mb)
(< (price mb) (* 25 §))))
(A(m- Merchant b - Book)
(buy-fromma1 b)))

(do-for-some p a) means,'For someobject(s)z satisfyingpredicatep, do
(a x). We useLisp-style notationfor logical constructsFunctionapplication
is written ( function arg;, ... arg,), evenif thefunctionis traditionally written
usinginfix notation.So(* (+ 3 4) 5) istheLispwayto write (3+4)*5.2
Thenotation( A (paramg e) denotesfunctionwhoseparameterareparams
andwhosevalueis e. We usethe term body of the A-expressionto referto e. Al-
thoughit’s notour emphasisn this paperall expressionsnustbetypable meaning
thatit mustbe possibleto assignconsistentypesto all their subexpressionsWhen
necessarnyor typability or perspicuity parametergan have declaredtypes,indi-
catedusingthenotation( A ( ... param - type ... ) ... ).)\-expressions
have mary purposesThefirst A-expressionn our exampleis a predicatepecause
its bodyis of typePr oposi t i on. Theseconddenotesa functionfrom merchants
andbooksto actions,sothat applyingit to a particularmerchantandbook yields
a particularaction,namely buying onecopy of thatbook from that merchantThe

1Original meaning:the philosophicalstudy of being.As usedin Al, the word “ontology” hascometo

mean“what is representedsexisting”
2We departfrom Lisp notationin two contexts. We represenfinite setsusing bracesand tuplesusing

anglebraclets.Lisp puristsmayprefertoread{a, b, c}as(set a b c),and<a b c>as(tuple
aboc).
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combinationof do- f or - sone and)\ work togethetto definea“quantifier” for ac-

tions, analogougo the usualexistentialquantifierd(z € S)P(z) in mathematical
logic. The action( do-f or-sone p a) is carriedout whenever the agentdoes
(a x) for somez satisfyingp. Thereis no presuppositiorthatit achievesthis by,

say finding an z that satisfiesp, thendoing (a z) . In the presenftcase,it might

searchfor aplanfor (buy-from nB6 1 b97),wheren®6 andb97 areplace-
holder constantdabeledwith the constraintgshatb97 be RoboSapiensandthat

nmP6 beamerchanthatsellsb97 for lessthan$25.Or it might pursueit in some
otherway entirely;thelogic doesnt care.

In this paper we focuson the questionhow theselogic-basedepresentations
canbe used,andin particularwhathappensfter brokershave donetheir work, so
that two or more agentsknow of eachother’s existenceand possibleusefulness.
At that point the taskbecomegyettingthe agentsto talk to eachotherin orderto
solve acommonproblem.For clarity, we will adoptthefollowing terminology:the
planningagentis the onewhosepoint of view we aretaking, i.e., the buyerin our
example;thetarget agent(s)arethosethe planningagentis trying to interactwith.
We assumethe target agentsare not underour control. They sharesomeof the
notationalassumptionsve make, but we musttake their notationsaswe find them.

2 Using Self-Describing Agents

Oneof our notationalassumptionss thateachtargetagentwill have a servicede-
scription embeddedn the interfaceit presentgo the world, which onemay visu-
alize asa web page.This descriptionwill have aninternalandan externalform.
The external form is “web-friendly,” in the sensethat it looks like XML, and,
whenappropriatecanbe displayedand browsedthrough.Sucha languages un-
der developmentunderthe label “DARPA Agent Markup Languag€, or DAML

(http:// ww. dani . or g), which is an extensionof RDF, the ResourceDe-
scriptionFramavork.

(Seehtt p: // www. W3. or g/ TR/ 1999/ REC- r df - synt ax- 19990222.)

Sowhatwe have beenwriting as
(book-i sbn book21 "0-262-13383-0")

might beencodednthewebmorelik e this:

<rdf: Description about=""#book21'’ >
<pub: book_.i sbn>0-262- 13383- 0</ pub: book . sbn>
</rdf: Description>

However, theseare simply two alternatve syntaesfor the samething, which is
representeihternallyasanabstracsyntacticobject.

Thefirst hurdleto overcomeis thatthe two agentsmust“speakthe samelan-
guage€. Two differentbooksellerde.g.,Amazon.comand Barnes& Noble) must
usethesamandustry-specifizocahularyin their servicedescriptionslf they don't,
thenwe have anontolagy translationproblem,anissuewe’ll addressn section??,
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making only two remarkshere: (1) Within an industrytherewill be strongmoti-
vationto adopta standardvocahulary, asis indeedalreadyhappeningwith XML;
(2) the main placethe translationproblemwill ariseis when satisfyinga request
requiresinteractionof agentdrom multiple communities.

Assumingfor now thatthe servicedescriptionis in the samelanguageasour
servicerequestwhatwe have to dois verify thatthereis away of carryingoutthe
requesby talkingto thetargetagent(ln generalwe mayhave a collectionof target
agentdo talk to, but we’'ll ignorethat.)

Thiskind of verificationis closeto whatAl researchersall aplanningproblem
Givenadescriptionof a systemaninitial stateof the systemandagoal,find ase-
guenceof actionsthatachiere the goalin thatsystem Herethe servicedescription
playstherole of systemdescriptionandinitial state.Oncethe actionsequencéas
beenfound, during the planningphase it mustbe executed During this plan exe-
cutionphasetheactionsareexecutedn order It is reasonabléwe hope)to assume
thatthe planningagentwill succeedf it executeshe plan; but theremay well be
situationswherethe plan exits prematurelywith somesort of failure indication.In
that casethe agentmay give up, or replan startingfrom the situationit findsitself
in halfway throughthe original plan.

Let'slook at anexampleof planningandexecution,involving afictional book-
seller “Nile.com.” . Onething you cando at Nile.com’s web pageis find out if
they have a bookin stock.Nowadaysthis is doneby usingthe searchfacility, and
visually inspectingthe output,looking for phrasesuchas“In stock,usuallyships
within 24 hours! In anagent-orientedvorld, actionssuchasfilling in a form and
pushinga buttonwill have dualdescriptionsn termsof agentssendingmessages.
Similarly, outputswill be definedin termsof formal languagesaswell asbeing
displayablegor humanconsumption.

We will formalizethis by having send andr ecei ve actions:

e (send agentmessge) : Sendthegivenmessagéo thegivenagenticreates
amessagéd thatthe sendingagentcanuseto identify replies.

e (recei ve agentmessge-id) : Receveamessagesentin replytotheorig-
inal senders message.

Themessagéo thebookselleis of theform ( sear ch {<key;, valh>, ...,
<keyy, valz>}) .2 Theresponsés alist of “book descriptions, giving important
informationabouteachbookthatmatcheghe searchkeys. Thesedescriptionswill
alsobein an XML dialect,but asusualwe will useamorecompactotation.

Sotheplanwe arelooking for might begin:

(series (tag sl
(send Nile.com
(test-in-stock
<<aut hor "Philip K Dick">
<title "Ubik">>)))
(tag r2 (receive Nile.com(value sl1))))
(test (= (value r2) enpty-set)

3As before,what'’s actuallysentis a pieceof XML. This is anongoingareaof research\WW3C'’s effort is
describedatht t p: / / wwww. w3. or g/ Mar kUp/ For s/ .
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(fail (not-in-stock ... ))

)

In this plan,thet ags allow usto give namedo stepsin the plan.Theval ue of a
stepis theresultit returns.Thevalueof s 1 is amessagé thatlaterr ecei vescan
referto. Thevalueof r 2 is the setof tuplesrecevedin answerto thei n- st ock
query

To formalizethisin termsaplannercanunderstandye createactiondefinitions
suchas

(:action (send ?a - agent ?nsg - Message)
:vars (?id - Message-id)
:value ?id
reffect (reply-pending ?a ?id ?msQ))

(:action (receive ?a - agent ?id - Message-id)
:vars (?msg - Message)
:precondition (reply-pending ?a ?id ?nsg)
reffect (forall (?d - (Lst (Tup Attribute String))
?sv - Message)
(when (and (= ?nmsg (test-in-stock ?d))
(this-step-val ?sv))
(knowval (has-in-stock ?a ?d)

?sv))))

This is an extensionof PDDL (PlanningDomain Definition Language)notation,
whichis in standardisein the Al planningworld[?, ?]. The detailsof the notation
arenotimportanthere,but the gistis thatsendinga messagereatesa messagéd,
sothata later receptioncanknow whatit's a responsdo. In addition,in the case
wherethe messagsentwasan“in-stock” inquiry, oneresultof theactionis thatthe
planningagenknowswhetherthetargetagentasthebookin stock.In otherwords,
by executingthis actionthe planningagentwill have acquirednew information.

This way of representinghe effectsof r ecei ve is too clumsyfor practical
use,becausdo berealisticsthe effect specificationwvould have to list the effectsof
all thepossiblesendsthatther ecei ve couldbein answerto. A betterideais to
have assertion®f theform

(message- exchange messge-id
sent-mesgge
received-mesge
effec

andhavethe: ef f ect field of : r ecei ve consulttheseassertions:

.effect (when (and (this-step-val ?sv)
(message-exchange ?id ?snsg ?sv ?e))
?e)

Obviously, anAl plannercansolve problemsinvolving actionsthatacquirein-
formationonly if it canreasonaboutsituationsin which it doesnt alreadyknow
everything.As it happensmary planningalgorithms,including someof the most
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efficient, cannot.They requireit to bethe casethattheinitial stateof theworld, the
setof possibleactions,andthe effectsof every actionareall known. The only un-
certaintyis which actionsequencevill bring abouta desiredresult. Therehasbeen
much researchon relaxing theseassumptionsbut no approachthatis obviously
correct.

Fortunately the versionof the problemwe areconfrontedwith is notasbadas
thegenerakase pecaus®ur agentknows at planningtime exactly whatit will and
will notknow at plan-ececutiontime. In addition,we canavoid tackling extremely
generalformalizationsof whatit meansfor an agentto know something.For au-
tomatedagentswe canappealo the differencebetweencomputableandnoncom-
putableterms.A termis computablé if it canbe“evaluated, yielding a canonical
termfor anobjectof its type. For instancetheterm(+ 5 4) is computablepe-
causewe canhandit to aprogramming-languagprocessoandgetback9. We will
usethetermcomputationafor atermlike 9 thatis canonicain thesensalludedto,
meaninghatit cantake partin furthercomputationsisingstandardalgorithms.We
write (val (+ 5 4) 9), whereval is avariantof equalitythatappliesonly
to computablgermsandtheir computationalalues.By contrast( nunber - of -
pl anet s sun), while it mayalsohapperto denotenine,is nota computational
representationf ninein theway theterm9 is. It is not evencomputablepecause
we cannotsimply aska Lisp systemto evaluate( nunber - of - pl anet's sun)
andexpectto getback9.®

A plausibleprinciplefor agentds

To knowsomethings to havea computabléermwhose
valueis (a computationalrepresentationof) that some-
thing.

We formalize this principle by introducing predicatesexpressingwhat the plan-
ning agentknows. (We currentlydo not provide for reasoningaboutwhatthetarget
agentsknow; we believe that thereis little symmetrybetweenthe two casespe-
causesvenif the planningagentbelievesthata targetagenthasa computablgerm
denotingsomething the planningagentwon’t know what that termis or how to
evaluateit.)

Onesuchpredicateis ( know- val e r), which meanghatthe agentknows
the valueof expressiore, andthatthe valueis the valueof computablgerm. For
example theagentmightrecord

(knowval (book-isbn book21) (value stepl4d))

meaningthat(val (val ue stepl4) s) if andonlyif s is astringgiving a
legal ISBN (InternationalStandardook Number)for book21. Herewe make use
of thefactthataftera planstepp hasbeenexecuted( val ue p) is acomputable

term.
We will alsorequireapredicate( know-val -i s e r v), whichis roughly
equialentto

“We adoptthistermwith somehesitationpecauséts usualmeaninghassomevhatdifferentconnotations.
However, we cant think of abetterone.

50f coursetheremaybe programssay afront endto a databasef astronomicafacts,in which onecan
do exactly this; in thatcontect theterm( nunber - of - pl anet s sun) wouldbecomputable.
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(and (knowval e r) (val r v)))

exceptthatthe plannerwill avoid trying to make sucha goaltrue by changingthe
valueof r.

A computationalterm representinga finite setis the familiar {ry,... ,74},
wherer; is a computationaterm representinghe i’th elementof the set. Some-
timesit is sufficient for anagentto have a partial listing of a set.To representhat
situation,we have two furtherpredicates

e (known-el enents S r): Meaningthatr is a computableerm whose
valueis a computationatepresentationf the setof all objectsthe planning
agentknowsto beelementof S.

e (known-elenents-are S r {ry,...,rt}): Inwhichtheelementsare
spelledout.

2.1 ProposedPlanningAlgorithm

Most previouswork in the areaof planningwith incompleteknowledge—so-called
contingzntplanning—hasbeendonein the contet of partial-ordermplanning[?, ?,
?]. Thisfactis mainly a historicalaccidentbecausevork on planningwith incom-
plete knowledgehappenedo coincidewith a period when partial-orderplanning
waspopular

We are addinga contingent-planningbility to our Unpop planner[?], which
is in thefamily of estimated-egressionseach plannerq?]. Thesesystemsuild a
plan by startingwith a null seriesof actionsandaddingactionsto its trailing end.
At eachstageijt attemptdo addtheactionthatwill maximallyreducetheestimated
effort requiredto finish the plan. The effort is estimatedoy constructinga tree of
subgoalghatrelatesthe original goalto the currentsituation. The branchef the
treeare simplified versionsof the actualsequenc®f actionsthatwill berequired
to solve the problem.The tree, calledthe regressiongraph, canbe computedeffi-
ciently, but is only a heuristicestimateof the actualactionsrequired becausenary
interactiondbetweeractionsareignored.

To handlecontingentplanning,Unpopmustbe modifiedthus:

1. Theoutputof the plannercan't be a simplesequencef actions;it mustin-
cludei f - t hen- el se teststhatsendexecutionin differentdirectionshased
oninformationgathered.

2. Asaconsequencghespacesearchetby theplannercannotbeasimplespace
of actionsequencefnealternatve would be to let the spacebe the setof
“action trees; eachbranchof which correspondgo a sequenceHowever,
thisideahasa coupleof bugsthatwe will discuselow.

3. Givenagoaloftheform( know val e ... ), theplannemusteitherver-
ify thatthe planningagentalreadyknows e, or find anactionwhoseval ue
canbebeusedo constructk. Foragoalof theform ( send a m) , theplan-
nermustverify thatit knows, or cancometo know, sufficientinformationto
build m

To dealwith this lastissue,the plannermustindex actionsby the valuesthey
computejn muchtheway thatplannergraditionallyindex themby theeffectsthey
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can bring about. However, there are somedifferences.Therewill seldombe an
exactalignmentbetweenwhatthe planningagentknows andwhatit needgo know.
For instancejf thevalueof anaction( ask- nane ?c) is<(| ast - name ?c)

(first-name ?c)>, andthe planningagentwantsto know the last-nameof
D, it will have agoal (know val (last-nane D) ?r).Theterm(| ast -

name D) canbeextractedromtheactionvalueby usingthefunction(elt ¢ i),
which getsthei’'th elementof atuplet. Soall the plannerhasto do is proposethe
action( ask- nane D), whichwill have,amongotherthings,the effect ( know-

val (last-name D) (elt (value S) 1)),assumingS isthestepwith
action (ask- nane D). A bit of caremustbe taken hereto ensurethat S is a
placeholdefor the correctstep,which of coursedoesnt exist yet. We discusshis
issueat greatelengthin section3.1.

Let's look morecloselyat the search-spacissue.As we saidabove, the most
straightforvardideais to think of a partially constructeglan asa tree of actions,
with the branchpointsoccurringafterinformation-gatheringteps A planis com-
pletedsuccessfullywhenevery branchleadsto a successfutonclusion.One bug
with thisideais thatit maybeaskingtoo muchto requireevery branchof aplanto
succeedOftenthereis a“normal” resultof aninformation-gatheringtep,suchthat
it is reasonabléo expectthe normalresultto occur If it might not occur, the best
thing for theplannerto dois tackon a shortbranchsaying“Give up!” Theresulting
branchingplan hasonebranchthatsucceedsindonethatfails, which is perfectly
all right. If Nile.commight not have your book,thatis no reasorto give up onthe
attemptto dealwith them.Henceratherthanrequireall branchedo succeedywe
requirejust oneto succeedhopefullythe mostlikely one.

Anotherproblemhasto do with efficiency. Supposea plan hasa branchpoint
fairly early, leadingto subplansP; and P». In general,the plannerhasto do a
searchthroughdifferentpartial versionsof P; and P,. Supposeét eventuallyfinds
versionsPy1, Pis, ..., Py, of P;, andversionsPyy, ... P, of P,. Usingthetree
representationwe mustrepresentheseasmn distincttrees.The numbersn and
n might be around50 in a realisticcase sowe have 2500differentplansto think
about.Worse thecomputatiortheplannerdoesfor, say P »3 is thesameregardless
of whetherit is pairedwith P, ;5 or P» 35, sotheplannemwill have to do thesame
work overandover.

The bestsearchspacethereforeturnsout to bethe onewe startedwith: a setof
sequencesf stepsgachrepresentin@partialplan. Theonly differenceis thateach
sequencenay be annotatedvith zeroor moreknowledg notesrecordingwhatthe
plannemill havelearnedatvariouspointsin thesequencelhereis alsoadifference
in whattheplannemustdowhenacompletesequencés found.It now maydiscard
all thecompetingplansthatreflectthe sameknowledgenotes andkeepworking on
plansthat represenbtherknowledgestates.For instance the plannermay find a
planfor buying abookassuminghatthereis a paperbacledition. Having foundit,
it may continueto look for a planto handlethe casewhereit discoversthatthereis
no paperbacledition.

Whenthe plannerrunsout of patienceit returnshowever mary branchest can
cobbletogetherlf duringexecutionit divergesfrom thebranchedt predictedvould
succeedit mustreplan.In somesuchcasesthenew informationit haswill allow it
to find agoodplan; but mary timesthe problemwill justnothave asolution.
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2.2 ScriptsandHierarchical Planning

Sofar, we seemto be assuminghat servicedescriptionscontainspecificationof
the effectsof individual atomictransactionsvith the sener. Theseareindeedim-
portant,but in practicemary senerswill alsoprovide “scripts; thatis, standard
sequencesf transactionshatcanbe usedto accomplishcommongoals.

Forinstanceabooksellemight provide ascriptfor theaction( buy-from m
n d), meaning‘Buy n copiesof somethingansweringto the descriptiond.” (To
keepthings simple, we suppresghe price agumentwe usedearlier) That script
mightlook like:

(: met hod buy-from
:params (?m - Merchant
?quant - | nteger
?d - ltemdescription)
;vars (?r - (Set ISBN) ?isbn - |SBN)
:precondition
(and (forall (x) (if (?d x) (is Book x)))
(knowval -is (inmge book-isbn
(set-of-all ?d))
?r {?isbn}))
: expansi on
(series (send ?m
(verify-in-stock ?ishbn))

)

The notation(set - of -al | ?d) is the setof all objectsmatchingdescription
?d. In traditionalnotationthatwould bewritten {z|( ?d ?x) }. Thefunction

(image f 1)
createslistwith elementg f 1) ,(f l1),...,(f ln_1),s0(i mage book-
i sbn ... ) changes list of booksinto a list of their ISBNs, a computational
object.

Theideabehindscriptsis thatif the planningagentjust wantsto carry out the
action(buy-from ... ), or ary actionthatfits one of the scripts,it cansase
searchindor aplanby justfinding andtuningthe appropriatescript. (Tuningmight
includefilling in actionsto achieve goalsfor which the scriptsuppliesno action.)

This style of planningis usuallycalledhierarchical, becausehe problemis to
instantiatehierarchief actionsusinglargebuilding blocksratherthanassembling
sequencedf individualactionsHierarchicalplanningis fairly well understoodand
tendsto be efficient whenit is applicableat all (becausehe scriptwriter hasdone
mostof thework already).Thereis aninterestingresearctyuestiorhereabouthow
to geta plannerto do both hierarchicalandsequentiaplanning.Our approachwill
beto augmenthenotionof partialplanto includepartially expandedscriptsaswell
asopengoals,but thefocusof this paperis on agent-communicatioissuessowe
won't go into this ary further. However, we do point out that the goal we started
with, (do-for-sonme ... (AX( ... ) (buy-fromm1 b))), isactually
anactionratherthana propositionalgoal, sowe've beenassuminghatactionsare
partof problemspecificationall along.
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(A

3 Ontology and Data Structure Trandation

It's time we turnedto our principaltopic, which is how to copewith ontologyand
data-structurenismatch We begin with thelatter.

3.1 GlueCode

Assumingthatthe planningagentandtargetagentusethe sameontology, thereis
still a potentialmismatchproblem.Supposéhatthe planningagentis dealingwith
abooksellerthatoffersadiscountf youorder10or morebooks,not countingbulk
orders.Somevhat artificially, let's supposehat the planningagentis responsible
for sendingthe total at somepoint. Thatis, the plannercontemplategxecutingthe
action:

(send G (non-bul k-t ot al
(size (set-of-all
(A (b)
(intention (buy-fromG1 b)))))))

Thislookscomple, solet’s breakit down into parts.
(set-of-all (A (b) (intention (buy-fromG 1 b))))

is thesetof all booksh suchthattheplanningagentintendsto buy exactly 1 copy of
b from G Thefunctionnon- bul k- t ot al is aconstructothatbuilds amessage
to sendto thetargetagent— a computationabbject.

Olviously, theplanningagentshouldknow whatit plansto buy. Usingtheprin-
ciple of section2, thatmeansit musthave a computableterm for it. Supposehe
following is truein theinitial situation:

(knowval (inmage (bk)
(set-of-all
(A (b k)
(intention
(buy-fromG k b)))))
pendi ng- or ders)

This formulastateghatthe computablevariablependi ng- or der s containg(by
stipulation)a set of triples <author title quantity> for every book the planning
agentintendsto buy somequantityof. Let's explainthatmoregradually Theset -
of - al | expressiorhereis similarto theonewe needo sendexceptthatit denotes
a setof tuples<b k> for every book b that the agentplansto buy & copiesof.
Thesetuplesare not computationalput we cancorwvertit to somethingthatis by
usingi mage. While a book or an authoris an abstractobjectin a universeof
discoursethe nameof thebookor authoris just a string,andthe numberof copies
theagentintendsto buy is representedsa sequencef binarydigits. Furthermore,
theuseof know val announceshatthevariablestoredin pendi ng- or der s is
computableandits valuewill beapurelycomputationabbject,namelyanordinary
tuple holdingtwo stringsandaninteger.

The messagéhe agentneedsto send,andthe datait hasin its possessiorare
tantalizingly closelyrelated,but not identical. We needa procedurghattranslates
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from whatthe agentknows to whatit needso send.We call sucha procedureglue
code becausét connectdwo thingstogetherin [?] we discussedhow to generate
glue codeautomatically;the sameapproachwill work in this context, with some
minor modificationsto theassumptionsve make aboutthe sourceside.In theorig-
inal paperwe assumedhat the thingsthe agent“knows” are strungtogetherin a
tuple; now we positthattheseentitiesarethe valuesof an unordereccollectionof
computablegerms,of which only a subsetmay be relevantto building a particular
datastructure.

Spacedoesnot permitusto explainin detailhow the algorithmworks.We treat
the glue-code-generatigoroblemasfinding a computabldunction f suchthat

( f “things agentknows” = *“things agentneeds”

Theright-handsideis calledthe target, the agumentsto f are calledthe source
The algorithmoperatesy transformingthe targetuntil it containsonly termsthat
appeaiin the sourcejn which casef canbe producedby A-abstraction(replacing
termswith variables).

Theoutputof thealgorithmin our exampleshouldbe

(non- bul k-t ot al
(size (filter (A (b k) (= k 1))
pendi ng- orders)))

Thevalueof
(filter p )

is acopy of list [ containingjustthe elementsatisfyingpredicatep. In this context,
it meanghatwe discardfrom pendi ng- or der s all thetuplescorrespondingo
bulk orders.

The planningcontext addsanotherdimensionto the problemof glue-codegen-
eration.In additionto the computablgermsthat the plannerknows about,it must
alsoentertairthepossibilityof generatingien computabléermsof theform ( val ue
step , wherestepis anew stepaddedo theplan.Theopenresearclyuestioris how
to fit this into the computatiorof the regressiorgraph.

3.2 Ontolagy Translation

We now turn to the mostdifficult problemthatweb-basedgentsmustcopewith,

the problemof reconcilingdisparateontologies,or representationdrameworks.
The reasonit is sodifficult is thatit often requiressubtlejudgmentsaboutthe re-

lationshipsbetweerthe meaningsf formulasin onenotationandthe meaning<of

formulasin anotherFurthermorethereis no obvious“oracle” thatwill make these
judgments For instancewe cannotassumehatthereis an overarching(possibly
“global”) ontologythatsenesasa courtof appealdor semantigudgmentsThere
aretimeswhensucha stratgy will work, but only after someonéehasprovided a
translationfrom eachof thedisparateontologiego the overarchingramework, and
thereis noreasorto expecteitherof thesetranslationtasksto beary easiethanthe
onewe startedwith. Indeed themoretheoverarchingramewvork encompassethe
harderit will beto relatelocal ontologiesto it. Hencethework of ontologyrecon-
ciliation inevitably involvesa humanbeingto dotheheavy lifting. Themostwe can
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hopefor is to provide a formal definition of the problem,andsoftwaretool’ to aid
in solvingit.

Thegoalof theseoolsis to developandmaintainontolagy transformationsAn
ontologytransformatioris a mechanisnfor translatinga setof factsexpressedn
oneontology(0;) into a setof expressionsn anotherontology(02), suchthatthe
new set“saysthe samething” astheoriginal set.

Ontologytranslationis partly a matterof syntaxand partly a matterof logic.
Thelogicalissuednclude:

e \ocahulary: Whatsymbolsdoesthe ontologyuseandwhatdo they referto?
o ExpressivenesaVhatlogical constructsareallowed?

The expressvenessssuemay not soundontological,but it canbe.For instancejf
the ontologyallows usto talk aboutpossibletruth, it may commitusto assuming
the existenceof possiblebut nonactualworlds in which propositionsfalsein this
world aretrue.

In additionto suchpurely logical issues,computationalquestionsabouthow
factsarestructurecandaccessedreoftenmixedinto the ontologyquestion Exam-
ples:

e Implicit content:Whatfactsarerepresentednplicitly in agivenformalism?
For instancejf the formalismallows a list of objectsat a certainpoint, does
it imply thatthelist comprisesall the objectswith a certainproperty?

¢ Indexing: How arefactsassociatedvith “keys” sothatthey canberetrieved
whennecessary3pecifically is every factassociatedvith a classof object
it is true of?

o Efficiency:ls thelanguageaestrictedin suchaway asto make someclassof
inferencesnoreefficient?

Pastwork in theareaof ontologytransformatiori?, ?] hasaddresseothlogi-
calandcomputationaissuesWe think it is moreenlighteningo separat¢hemout.
From the point of view of logic, computationaissuesaffect mainly the concrete
syntaxof anontology Thereforeit oughtto be possibleto find anabstractversion
0O, of ary ontology O, suchthatany setof factsexpressedn O canbetranslated
into a setof factsin O,. Furthermoreall abstracontologiesusethe samesyntax,
sothatthereis no longerary needto mix syntacticandcomputationalssuesinto
logical ones.In otherwords,we assumehatan ontologytransformatiorO; — O,
canalwaysbe factoredinto threetransformation®); — 0O;, = 05, — O,. This
may not seemlik e animprovementat first, but it hassomeadwantagesFirst, it al-
lows usto focuson abstractsabstractransformationsandput syntaxon the back
burner SecondthetranslationO — O, shouldnot be very difficult, becauset is
essentiallyamatterof “parsing”asetof facts;goingin theotherdirection,0, — O
is a matterof “generating”the concreterepresentationf a setof facts.Third, the
transformatiorO « O, hasto bedonejustoncefor eachontology

Onemight objectthatnotall the contentof a setof factscanbe pulled outand
madeinto explicit formulas,andthereforethat our decompositionhowever tidy,
will notwork in practice We take this objectionseriously but for now our principal

6Suchasthosedescribedy [?].
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reply is that for ontologiesin which it is valid the transformationproblemis not
very well definedno matterwhatapproactyou take to it.

Hencewe will continueto employ ourtactic of focusingon abstractatherthan
concretedatastructuresWe will assumehat all factsare expressedn termsof
formal theories,eachof which we take to containthe following elements:

1. A setof types
2. A setof symbolseachwith atype.
3. A setof axiomsinvolving the symbols.

In additionweintroducetheconcepbf adatasetthatis, asetof factsexpressed
usinga particularontology This conceptabstractsaway from the actualrepresen-
tationsof, say Nile.com’s currentinventory andtreatsit asa setof identifiersand
factsaboutthem,which usessymbolsfrom thatontology

Oncewehaveclearedawaythesyntacticunderbrushtheontology-transformation
problem becomesmuch clearer One is likely, in fact, to seeit as trivial. Sup-
poseone booksellerhasa theory O, with a predicate(i n- st ock x - Book
t - Duration), meaningthatx isin stockandmaybe shippedin timet . An-
otherbooksellerexpresseshe sameinformationin its theory O, with two predi-
cates{in-stock y - Book) and(deliverable d - Durationy -
Book) . We arepresentedvith a datasetD, thatis in termsof Oy, which contains
fragmentssuchas

(:constants ubi k bl ade-runner - Book)
(:axionms (in-stock ubik (* 24 hr))
(i n-stock bl ade-runner (* 4 day))

)

To translatethis into an equivalentdatasethat usesO-, we mustat leastfind a
translationfor the axioms.Thetypesandconstantfieedto be handledaswell, but
we'll setthatasidefor amomentWewill usethenotationD; — D, asamnemonic
for this sortof transformatiorproblem.

With this narrav focus,it becomesalmostobvious how to proceed:Treatthe
problemasadeductionfrom thetermsof onetheoryto thetermsof the other That
is, combinethetwo theoriesby “brute force; taggingevery symbolwith asubscript
indicatingwhich theoryit comesrom. Thenall we needto dois supplya“bridging
axiom” suchas

(forall (b t) (iff (in-stocky b t)
(and (in-stocky b)
(deliverables t b))))

which we canuseto translateevery axiomin D;. More precisely we canuseit to
augmenthe contentsof D,. Any time we needaninstanceof (i n- st ocky X)
and(del i verabl e; y x), thebridgingaxiomwill tell usthat(i n- st ocks
ubi k) and(deliverable, (* 24 hr) ubik) aretrue (andmaybeother
propositionsaswell). We thendiscardthe subscriptsandwe’re done.Furthermore,
elementarytypeanalysigells usthatubi k is of type Book.

Thisideais similar to thelifting axiomsof [?]. The maindifferences thatthey
focusedon axiomsof the form (i f (‘axiomin one domain)axiomin another)
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whereaswe usei f f . The reasonfor the differenceis that we are interestedin
inferring factsof the form (not (i n-stocks x)); we could avoid this sort
of inferenceif we couldrely on a closed-vorld assumptiorfor the predicatei n-
st ock.

Of coursethedeductve approactdoesnot solve all problemsHereis alist of
someof theremainingissues:

1. It is potentiallyrecklesgo reduceontologytransformatiorto theoremprov-
ing. In the example,the requireddeductionwaseasy but in generaliit could
beundecidableafterfinding zero,one,or two axioms,whetherthereareary
more. However, we areinclined to think that mostof the theorem-preing
problemsthatariseduringontologytranslationarestraightforvard.

2. We attachedsubscriptgo predicatesandtypes,but not to otheridentifiers.
That implies that we can just take a symbollike ubi k over to the tamget
theory But supposehetargetdatasetustbe compatiblewith someexisting
0, datasetandthesymbolubi k is alreadyin use.In principlethedeductve
framewvork canaccommodatéhis situation,by including a testfor whether
ubi k; andubi k, referto the sameobject,i.e., whetherwe canprove ( =
ubi k1 ubi ko) . It is ofteneasyto shav thatthey arenotequal by shaving
thatthey areof differenttypes.But supposave cant proveeitherthatthetwo
identifiersareequalor thatthey areunequal Whatdo we do then?Also, do
we have to testall pairsof symbolsfor equality?(Two symbolscould easily
be provably equaleventhoughthey arespelleddifferently,)

Weglossedversimilar problemswith variablesandtypes Wewrote( f or al |
(x y) ... ),implyingthatx andy couldlivein bothontologiesWe may
wantto allow thatasa specialcase but in the generalcaseit is necessaryo
provide transformationgor the valuesof variables.To modify our example
somavhat, supposehat the typesof the agumentsof del i ver abl e are
actuallyl nt eger andBook, sothat(del i verabl e 24 b) meanghat
b shipswithin 24 hours But let’salsosupposéehatthe symbolBook happens
to denoteexactly the samesortof thing in bothdomains.Thenour bridging
axiommightbecome:

(forall (b - Book
t; - Duration; to - Integer)
(if (=ty (* ta hr)))
(iff (in-stock; by ty)
(and (in-stocks bs)
(deliverables ty b2)))))

Note that equality and Integer are not domain-specific(Put anotherway,
thereis a standardntologywheresuchgeneral-purposthingslive, andall
otherontologiesinheritfromiit.)

3. As hasbeenobsenedbefore two ontologiesoftencare theworld up differ-
ently. They may have different“granularity” meaningthatone makesfiner
distinctionsthanthe other;of course 0O; might make finer distinctionsthan
O, in onerespectgoarsedistinctionsin another
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The lastissueis likely to be the mosttroublesomeHere's an example: Sup-
poseO; is the ontologywe have beendrawving examplesfrom, a standardor the
mainstreanmbookindustry Now suppos&), is anontologyusedby therare book
industry The maindifferenceis thatthe rare-bookpeopledealin individual books,
eachwith its own provenanceand specialfeatures(e.g.,an autographby the au-
thor). Hencethe word “book” meanddifferentthingsto thesetwo groups.For the
mainstreangroup,a bookis an abstractobject, of which thereareassumedo be
mary copies.If a customerbuys a book, it is assumedhat he or shedoesnt care
which copy is sent,providedit’s in good condition. For the rare-bookindustry a
bookis a particularobject.It may be an“instance”of an abstractbook, but this is
nota definingfactaboutit.

For example,if you buy Walt Whitman’s Leavesof Grassfrom Amazon.com,
you canprobablychoosdrom differentpublishersdifferentdurabilities(hardcaver
vs. paperbackpageweight), differentprices,andvariousotherfeaturegscholarly
annotationslarge print, spiral binding, etc.). However, you certainlycan't choose
exactly which copy you will receve of the book you ordered;and you probably
can't choosewhich poemsareincluded,even thoughWhitman revised the book
throughouthis life. The versionsin print today include the last versionof each
poemincludedin ary edition.

If you buy the book from RareBooks.comthenthereis no suchthing asan
abstracbookof whichyouwishto purchasecopy. Insteadgveryconcreténstance
of Leaveof Grassmustbejudgedon its own merits.Indeed makingthis purchase
is hardlyajob for anautomatedgentalthoughit couldbeusefulto setupanagent
to tell youwhenapossiblyinterestingcopy comesinto theshop.

Let's look at all this more formally. Supposehat the planningagentusesthe
industry-standardntology(O-), andthebrokerputsit in touchwith RareBooks.com,
with anotethatalthoughit bills itself assellingbooks,its servicedescriptiorusesa
differentontology(0O,). If aftertrying moreaccessiblsourcegheplanningagents
goal cant be achieved, thenthe broker may searchfor an existing ontologytrans-
formationthatcanbe usedto translateRareBookss servicedescriptionfrom O; to
0,."

Let ussketchwhatsomeof the bridgingaxiomsbetweer0O; andO, mightlook
like. In particular we needto infer instancesof (i s Books z) givenvarious
objectsof type Book; with variouspropertiesObjectsof type Book; we will call
commoditybooks anexampleis the Poclet Booksedition of Mein Kampf Objects
of typeBook; we will call collectablebooks anexampleis a copy of Mein Kampf
onceowned by JosefStalin. It is roughly true that mary, but not all, rare books
canbethoughtof asinstancef particularcommoditybooks.Two rarebooksare
instancesf the samecommoditybookif they have the samepublisher the same
title, the“same” contentsandthe samecharacteristicg¢e.g.,hardcwer, large print,
andsuch)® We canproducethefollowing bridgeaxioms:

(:functions (book-type x - Book;) - Books)

’If it cant find one,all it cando s notify the maintainerf theontologiesof the problem;thereis noway

for thebroker, the planningagent,or theenduserto find atransformatioron thefly.
8An easyway to tell if they arethe samewould be to checkif they have the samelSBN, but the ISBN

systemhasbeenin effectfor only thirty years,soit won’t applyto mary rarebooks.
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(:axionms (forall (bl; b2; - Booky)
(iff (and (= (publisher; bly)
(publisher; b2,))
(= (titley; bly) (title; b2y))
(= (phys-charac; bly)
(phys-charac; b2;))
(< (revision-dif; bl; b2;) 1.5))
(= (book-type bl;) (book-type b2:))))
(forall (b; - Bookj)
(= (buy; by)
(buy: (book-type bi)))))

Thisshouldall beself-explanatoryexceptfor thepredicate evi si on- di f ,which
we supposes in usein therarebook businesgo expresshow mary revisionsare
foundbetweeranearlierandlater copy of anauthorswork. We have introduceda
new functionbook- t ype, whichmapsindividual collectablebooksto their types,
which arecommoditybooks.

For axiomssuchastheseto do the planningagentary good,it mustbe possible
for the planningagentto usethemto translatea rare-bookdealers servicedescrip-
tion. Supposehe agentis trying to buy a copy of Lady Chatterly’s Other Lover, a
little-known® sequeto D.H. Lawrences famouswork. Having exhaustedhe usual
sourcesit attemptgo dealwith RareBooks.comlhe planningagentfirst translates
theservicedescriptionsothatall actionsarein termsof ( book-t ype b) instead
of b. Assumingit canfind away to carryoutits plan,atthelaststageit musttrans-
lateits messagebackinto talking aboutcollectablebooks.This requiregproducing
glue-coddn thecombinedaxiomset.Similarly, thefirst stepin decipheringames-
sagefrom thetargetagentis to applyglue codeto rearrangehe datastructuresnto
somethingheplanningagentcandecode.

4 Conclusions

Herearethe main pointswe have tried to make:

1. Interagencommunicatiorrequiresa sophisticatedevel of representatioof
knowledgestatesactiondefinitions,andplans.

2. This representatiortan only be logic-basedno other notationhasthe ex-
pressve power. Embeddingthis logic in someform of XML/RDF/DAML
notationis agoodideafor web-basedgentshput putsnontrivial demand®n
therepresentationagower of thosenotations.

3. In spiteof theexpressvity, therearealgorithmsfor manipulatingogic-based
expressionghatmight overcomecomputational-compbéty problems.

4. In particular planningalgorithmsarea naturalfit to theideaof a servicede-
scription The servicedescriptionspecifieshe possibleinteractionswith an
agentiaplanis asequencef interactiongo achieve a specificgoal. Finding
suchplansis moreor lesswhatplanningalgorithmsdo.

9n fact, fictitious
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5. Planningalgorithmswill, however, have to be extendedin variousways,in
orderto copewith disparitiesbetweenwhat it knows and what the target
agentwantsto receve.

6. Therearetwo key disparitiesthat mustbe dealtwith: ontology mismatches
anddata-structurenismatchesThe former requireshumanmanagemenof
aformalinter-theoryinferenceprocessThe latter requiresautomatiogener
ationof “glue code”to translatedatastructures.

This is obviously work in progressWe arein the processof adaptingour Un-
pop plannerto handlehierarchicaland contingeng planning,andconnectingt to
the glue-codegeneratarWe are building the architecturefor managingontology
transformations.

Adknowledg@ments:This work was supportedby DARPA, the DefenseAd-
vancedResearchiProjectsAgeng. Thanksto Dejing Dou for input.
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