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Abstract.  The recent and growing interest in the Semantic Web has given rise to a
flurry of activity in standardization bodies (such as the W3C) to specify semantics
using formal languages and inference mechanisms. The real challenge, however, is
to link formal semantics with deeper meaning as reflected by consensus discovered
among users on the Semantic Web. We believe the process of deriving and formally
describing ontologies for the Web (expressed using standardized languages) is
necessarily a social-cultural one; hence, new consensus-based tools are required to
derive shared semantic systems for different communities of interest. This paper
introduces Consensus Analysis as a means for deriving semantic knowledge from the
information provided by subject matter experts and describes the Schemer System
prototype for acquiring and processing this information.  The results of a trial
application of this approach and prototype on technologists asked to identify current
mass market consumer trends in the domain of Internet privacy and security are
reported.  These findings implicate Consensus Analysis as a powerful tool capable of
enabling the semantic Web by yielding core knowledge such as controlled
vocabularies and domain ontologies.

1.  Introduction

Recently there has been a great interest in the Semantic Web and issues related to
specification and exploitation of semantics on the WWW. In particular, shared ontologies are
being proposed for representing the core knowledge that forms the foundation for semantic
information on the Web. Fensel [1] has identified two broad research thrusts related to
ontologies:

1) Approaches to standardize the formal semantics of information to enable machine
processing. Work being done as a part of the W3C RDF working group [2] and the
DAML+OIL initiative [3] falls within this category.

2) Approaches to define real world semantics linking machine processable content
with meaning for humans based on consensual terminologies.
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To realize the goals of the Semantic Web, there is a need to wed approaches centered on the
formal representation of semantics with approaches to systematically acquire terminologies
that best express shared systems of meaning among users.  We believe the process of
deriving and describing domain ontologies necessarily involves the search for consensus
among domain experts and, therefore, is inherently a social-cultural one.  As such, the proper
approach to deriving knowledge, like domain ontologies, ought to be sensitive to the
semantic context of information, and should be informed by the real-world bottom-up,
decentralized process in which knowledge typically evolves.  After all, decentralized models
for consensus achievement better reflect the dynamic sociological characteristics of the Web
(which have been the cause for its rapid acceptance and success). In this manner more
meaningful ontologies (expressed in standardized formal languages) can emerge through
more natural interactions of Web users within their respective communities.  We agree with
Fensel [1] who claims that the real challenge for making the semantic Web a reality is, "a
model for driving the network that maintains the process of evolving ontologies."

Consistent with this claim, similar interest in Knowledge Management processes has
motivated new research in automatic knowledge acquisition, classification, and
representation [4].  Much of the discussion on Knowledge Management has focused on
information technology, e.g., hardware, software and communications networks, but has not
laid out in clear terms what notions of "knowledge" need to be supported by this technology.
For example, there exists in the literature a recurring theme that knowledge is any
information stored in a Knowledge Repository, and that this knowledge can somehow be
acquired or "discovered" automatically from disparate, heterogeneous information sources,
e.g., Web pages and networked document collections.  This approach seems at best naïve as
it ignores the context and intended purpose of source information.  Without establishing this
context and purpose, it seems unlikely that much useful "knowledge" can be discovered as it
leaves matters pertaining to information's meaning and relationships with existing knowledge
open to broad interpretation.

Within the literature there is expressed the idea that not all information is knowledge;
information only becomes knowledge once it is mapped to a knowledge structure, i.e., it is
organized in a way that makes it accessible and comprehensible to users [4].  In fact, this
qualification suggests that there may exist many such structures for organizing the same
information, again supporting the idea that context and purpose are essential for transforming
information to knowledge.  It also implicates the importance of knowing the "community of
interest" (COI) for both the producer and consumer of information to enable this
transformation since members of different COIs may set different contexts or use the
information with very different intentions.  In the emergent Semantic Web, it is critical to
determine the “consensus” knowledge structures for a COI.

The term "community" is becoming ubiquitous, particularly in discussions related to
delivery of personalized services on the Internet, yet there exist distinct usages of the term.
For some, a community seems to consist of all who, because of a shared interest in certain
kinds of information, frequent the same place, real or virtual, regardless of any interaction
among them, e.g., all those who browse the same Web site [5].  A more social usage entails
information exchanges among a collection of individuals, e.g., all those who exchange useful
information about some topic of mutual interest through email or chat rooms [6].  A more
sophisticated "cultural" notion of community refers to all who, in addition to meeting the two
preceding conditions, share a vocabulary, semantics and theory for organizing information.



For members of this class of community there exists some common purpose and key
concepts for communicating ideas and sharing experiences.  In this paper, this last notion of
community is adopted because, as it will be demonstrated, it provides an opportunity to
analyze knowledge, and its variations among individuals, with greater formal rigor.  It also
helps to more clearly draw the lines operationally between information, individual
knowledge, and what will be referred to later as "cultural knowledge."

Much research has already been conducted in the social sciences, particularly cognitive
anthropology and cognitive psychology, on modeling knowledge domains, i.e., conceptual
categories that include other semantically-related categories, and eliciting the information
needed to build these models. However, most of these methods are extremely time-
consuming, taxing the attention of a few SMEs (Subject Matter Experts), those recognized as
experienced and possessing specialized domain knowledge. Consensus building is another
approach to building knowledge representations that is gaining increasing popularity in the
Information Processing standards community and elsewhere [7, 8]. New information
technology could be applied to eliminate much of the need (and enormous cost) of face-to-
face group decision-making meetings, e.g., read [9] and [10] for examples of IT approaches
to collaborative knowledge construction.

Previous methods for building knowledge from consensus have been tried, e.g., Delphi
approaches [11, 12], but these are typically iterative and require much human intervention.
While the importance of consensus to achieving views that best represent collective thinking
is often stressed, too often views are biased strongly by the force of individual personalities
and are not representative of any particular COI.  Other problems arise from the
heterogeneous composition of decision-making groups whose members conceptualize the
same problem from widely different perspectives, i.e., those of different COIs. Moreover,
simple polling methods that only average expert opinion do not usually yield results with the
depth and logical properties of real domain knowledge, nor do they exploit the contributions
of the most competent SMEs. Thus, there is need for a different approach that derives, rather
than forces, consensus views, does so without the need for much human intervention and
many iterations, acquires useful information from SMEs (weighted by their competence) at
their convenience, and is capable of yielding shared knowledge for a demonstrable domain of
interest.

By combining new formal and more rigorous approaches to consensus-modeling,
specifically powerful methods of Consensus Analysis that already have been tested
successfully by Cognitive Anthropologists in numerous knowledge domains, the network
services approach taken in this research overcomes the limitations of previous computer-
assisted approaches.  This is accomplished by (1) incrementally refining or "evolving"
knowledge, (2)  providing metrics for evaluating the cultural saliency of a domain and the
knowledge-based competency of SMEs in a COI, (3) dynamically assigning SMEs to the
most “appropriate” COI and (4) not only spreading the task of knowledge acquisition among
many SMEs, rather than just a few, but also leveraging Web infrastructure to engage them at
their convenience.



2.  Cultural Knowledge and Consensus Analysis

Consensus Analysis is based on a few simple, but powerful, ideas , i.e., knowledge is both
distributed and shared [13].  For any knowledge domain, and any group of subjects “expert”
in this domain, so-called “SMEs” possess different experiences; hence, they know different
things, and some of them know more than others (see Fig. 1).  Information sharing, e.g.,
among individuals A-H in the figure, facilitates the availability of a much larger pool of
information with non-uniform distribution of knowledge across SMEs.  For example, many
information standards groups are composed of data providers, data users, librarians and
software vendors.  These groups tend to possess different experiences with data, and apply
their own unique views and semantics to describe these data.  Yet, certain individuals (the hi-
tech “gurus”) are recognized as being more knowledgeable than others, i.e., there exist
recognized domain “experts.” Because of their widely regarded and highly-valued
knowledge, these experts are frequently requested to share what they know with others as
consultants or as leaders in standards-setting groups, or render opinions about how best to
describe or classify information in their domain of expertise.  Hence, one typically finds
within any COI that there is differential expertise among its members, but also some
knowledge that is widely-shared and recognized as being “essential.”  In fact, this knowledge
may be so fundamental and its use so widespread that, over time, it becomes logically well-
structured or canonical, e.g., even published as a metadata content standard.   The process of
mapping information onto such a consensus standard is the essence of cultural knowledge
creation.

Cultural knowledge is not all that one knows (e.g., the set of knowledge for each
individual represented in the middle layer of Figure 1); nor is it the sum total of what

Figure 1. Knowledge distribution, knowledge sharing and consensus.



everybody knows (e.g., the union of individual knowledge sets in the middle layer).  Rather,
it is an abstraction, knowledge shared in its “broad design and deeper principles” by
members of a society or community [14].  In other words, while its entire details are not
usually known (or can be always be articulated explicitly) by anyone, cultural knowledge
consists of those things that all members of a COI understand all others hold to be true.

Kroeber [15] referred to this highly-structured, rich form of knowledge as a “systemic
culture pattern,” a coherent subsystem of knowledge that tends to persist as a unit.  This unit
features a semantic system, consisting of an appropriate vocabulary and grammar, for
classifying and talking about elements within a knowledge domain. Examples of cultural
knowledge are: a kinship terminology [16, 17], or perhaps a metadata content standard [18],
a consensus statement for screening cancer [19], or a set of software requirements [20].  It is
this shared pool of structured information, acquired primarily by learning, which constitutes
cultural knowledge [21].

2.1  Robustness of the Consensus Model

The significance of information sharing and distribution of cultural knowledge has
encouraged some researchers to exploit consensus, measured by intersubject agreement, as
an indicator of knowledge.  The method of Consensus Analysis was first presented in several
seminal papers [13, 22, 23].  In addition to introducing the formal foundation for Consensus
Analysis (reviewed later in more detail), the initial papers cited above also provided
examples of its application to modeling knowledge of general information among US college
students, and the classification of illness concepts among urban Guatemalans.   Other more
recent applications of Consensus Analysis have focussed on measuring cultural diversity
within organizations [24].  These successes, obtained for a wide variety of domains and
social-cultural contexts, indicate that the following three explicit assumptions, upon which
Consensus Analysis is based, are extremely robust [13]:

 i)  Common Truth.  There is core knowledge (expressed in a highly probable set of
answers to questions or "items") that is “applicable” to all SMEs or, put another way, all
SMEs are members of the same COI and generally share a common perspective or “cultural
reality.”

 ii)  Local Independence.  The information or responses provided by each SME are
acquired independently from those of other SMEs, i.e., SME item response random variables
satisfy conditional independence for all possible response profiles and the core answer set.

iii)  Homogeneity of Items.  Each SME has a fixed level of “competence” or “expertise”
across all items, i.e., items used to sample what SME's know are equally difficult and provide
representative coverage of a coherent domain.  In practice, this assumption has been found to
be quite robust and requires only that those SMEs who are most knowledgeable in a domain
consistently outperform non-experts.

From these assumptions, it is possible to derive a method for estimating three properties of
interest:  (1) a measure of the overall saliency of the knowledge domain represented by the
pool of items, (2) the level of domain expertise or “cultural competence” for each SME based
on the amount of consensus or agreement between his/her responses to items with those of all
other SMEs, and (3) the most probable set of “correct answers," inferred from the responses



of each SME and weighted by their respective competence measures, i.e., the consensus
view.

2.2  Statistical Methodology

As mentioned earlier, the Consensus Analysis Model can be derived formally from the three
assumptions given in section 2.1.  This formal model consists of a data matrix X containing
the responses Xik of SMEs 1..i..N on items 1..k..M. From this matrix another matrix M* is
estimated and it holds the empirical point estimates M*

ij, the proportion of matching
responses on all items between SMEs i and j, corrected for guessing (if appropriate), on off-
diagonal elements (with M*

ij = M*
ji for all pairs of SMEs i and j).  Alternatively, another

matrix C*, which contains the observed covariances C*
ij between the responses of SMEs i and

j, corrected for variance among SME answers, may be substituted for M* [25].  To obtain D*
i

, an estimate of the proportion of answers SME i “actually” knows and the main diagonal
entries of M* (or C*), a solution to the following system of equations is sought:

M* = D*D*’ or alternatively, (1)
C*  = D*D*’ (2)

where D* is a column vector containing estimates of individual competencies D1..Di..DN and
D*’ is merely its transpose. Since equation 1 (or 2) represents an overspecified set of
equations and because of sampling variability, an exact solution is unlikely.  However, an
approximate solution yielding estimates of the individual SME competencies (the D*

i) can be
obtained by applying Minimum Residual Factor Analysis [26], a least squares approach, to fit
equation 1 (or 2) and solve for the main diagonal values.  The relative magnitude of
HLJHQYDOXHV� �WKH� ILUVW� HLJHQYDOXH� 1 at least three times greater than the second) is used to
determine whether a single factor solution was extracted. All values of the first eigenvector,
v1, should also range between 0 and 1.  These results test the validity of the Common Truth
assumption.

If the criteria above are satisfied, then the individual SME competencies can be estimated
with:

D*
i =  v1i √^ 1} (3)

The D*
i, then, are the loadings for all SMEs on the first factor.  These estimates are required

to complete the analysis, i.e., to infer the “best” answers to the items.  The estimated
competency values (D*

i ) and the profile of responses for item k (Xik,l) are used to compute
the Bayesian a posteriori probabilities for each possible answer.  The formula for the
probability that an answer is “correct” follows:

      N

  Pr(<Xik> i=1 | Zk=l) =   ∏  [D*
i + (1-D*

i)/L]Xik,l [(1-D*
i)(L-1)/L]1-Xik,l (4)

         i = 1 



where Zk is the “correct” answer to item k, l is the lth response to item k, and L is the total
number of possible responses (l1...lL) to item k.  Again, it should be mentioned that the
"correctness" of an answer is relative to the perspective shared by members of a particular
COI, i.e., the one sampled.  Equations 1-4 provide formal motivation for the approach taken
in this research, and indicate algorithms that need to be implemented in software as part of a
network-enabled consensus server.

3.  System Architecture and Prototype

Telcordia researchers have begun to design a software prototype called the Schemer System,
shown in Fig. 2.  Key software components in this design have already been implemented to
communicate better some of the objectives of the approach, stimulate greater interest in it,
and demonstrate the feasibility of automating Knowledge Acquisition and Consensus
Analysis modeling.  Future work will include development of Publication Services and a
fuller integration of software components in a continuous Web-based service.

In our current design, the Schemer System consists of a Schemer Client and Schemer
Server; however the latter really involves the interaction of four services: a Subject Matter
Expert Classification Service, a Knowledge Acquisition Service, a Consensus Engine, and a
Knowledge Publication Service.  These services read and write information to several data
bases, one storing information about SMEs, another storing pools of items used to acquire
information from SMEs, and another which stores the derived knowledge structures, i.e., the
controlled vocabularies, forecasts, ontologies, classification schemes, or productions systems.
Next, each of these services is examined in more detail.
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Figure 2.  Schemer system architecture.



Client.  The job of the Schemer Client is to provide a graphical/text interface through
which a user communicates with the Schemer Server.  It presents information sent by the
Server such as item forms and knowledge visualizations, both textual and graphic.

SME Classification Service.  This service determines a knowledge domain of interest for a
SME, and assigns a SME to his/her proper COI.  Classification is necessary to present a SME
with meaningful items and knowledge derived from a consensus analysis of peer responses.
Knowledge domain identification may be determined either by asking a SME to select a
known knowledge domain from a list or, if unknown to Schemer, the SME is asked to input
the name of this knowledge domain.  COI classification may be accomplished in two stages,
a priori and post hoc.  If nothing is known about the SME, then preliminary COI
classification is made by asking the SME to choose a COI from a list of COIs already known
to Schemer.  If, however, the SME cannot find an appropriate COI in this list (or if the
knowledge domain is unknown to Schemer), then he/she is prompted for a list of key terms
frequently used to describe objects in the knowledge domain of interest.  These terms are
matched against key term lists (if they exist) for known COIs to determine the “best” COI
classification for this SME.  But once an item form has been constructed for this SME and
used to acquire more information, post hoc analysis of results obtained from Consensus
Analysis may be used to reclassify this SME, if he/she so chooses.  To compare new
information obtained from the SME with information known for SMEs already classified, the
Subject Matter Expert Classification Service reads the data it needs from a repository of SME
profile objects.

Knowledge Acquisition Service.  Based on the knowledge domain and preliminary COI
classification obtained for a SME, this service selects an appropriate item pool object and
composes an instrument or form that is used to determine what the SME knows about the
domain.  Items published on these forms are read from a repository of item pool objects, each
identified by knowledge domain and COI.  This service sends the form to the Client where
the SME enters his/her responses to items on the form, then sends these back to the
Knowledge Acquisition Service.  The SME's response pattern, along with his/her ID, is stored
in a repository of SME profile objects, also grouped by COI and knowledge domain.

Consensus Engine.  This service performs a Consensus Analysis of data collected for a
knowledge domain/COI grouping each time new responses are added to a SME's profile, and
stores the updated result in a Knowledge Repository, along with ancillary statistics, e.g.,
Goodness-of-fit indices.  Not only does the Consensus Engine analyze data read from SME
profiles, but it also adds information to these, e.g., a SME's competency score.

Knowledge Publication Service. On a user's request, this service constructs forms with
textual and graphical representations of derived knowledge, stored in the Knowledge
Repository, for presentation on the Schemer Client.  Access to information stored in this
repository is also provided by this service so that a user can retrieve a knowledge object for
use with his/her own software application.

To date, a skeleton Knowledge Acquisition Service has been built, capable of taking as
input from a SME's Web browser a knowledge domain and COI value, then return a form
with an appropriate item set for this knowledge domain/COI combination.  Currently, only
dichotomous (True/False) formats are supported.  Once a SME completes this form and
submits his/her responses to the Knowledge Acquisition Service, it notifies the Consensus
Engine that a SME's profile has been updated.  The Consensus Engine processes all of the
response vectors for SMEs in the same knowledge domain/COI data base, then stores the



results, e.g., eigenvalues, SME competency scores and the estimated answer key, in the
knowledge base.  All of these services have been implemented in Java® and the R®
statistical programming environment, so can run under Unix® or Windows®.

4.  Experiment

The remainder of this paper describes an experiment that was conducted among Telcordia
technologists to derive a consensus view of mass-market consumer trends related to Internet
security and privacy. While no attempt will be made to derive a domain ontology from this
experiment, our intent is to demonstrate how Consensus Analysis works and to further
suggest that it seems well-suited for this purpose.

A prototype of the Schemer system was built and used to deliver a questionnaire
consisting of sixty-seven items related to privacy and security of information on the Internet
(see Appendix A).  These items were derived from Georgia Tech's 10th World Wide Web
User Survey, which includes a section entitled, “Online Privacy and Security”.  A request
was mailed electronically to Research Scientists belonging to two labs within Telcordia
Technologies Applied Research.  These sample SMEs were asked to answer items on the
questionnaire as if they were domain experts being asked for their opinions about mass
market consumer trends within the Web user community, not necessarily with their personal
opinion.  Along with responses to the questionnaire, SMEs were asked for their employee ID
and a list of no more than twenty descriptors that they believed best represented their
professional area of expertise.  The former was used as a pointer to other ancillary
information about the SME, e.g., lab, department, group, and office location, while the latter
was collected to help associate the domain expertise of a SME with that of others in the
sample.  A total of thirty-six Research Scientists responded to the request above.  This
sample was opportunistic, not random; moreover, a special request was made to members of
Telcordia's Computer Networking Research department, which specializes in Internet
security issues, so that the responses of these domain experts could be compared to others in
the sample.

Figure 3.  Plot of MDS results showing similarities
in responses among SMEs.  Similar SMEs are
plotted close to one another.  Stress= 0.260 after 19
iterations.



The similarity or agreement among SME response patterns can be explored in Figure 3.  This
two-dimensional plot was obtained from a Multidimensional Scaling of only the off-diagonal
entries of the consensus matrix (Mij* in Equation 1) calculated for the thirty-six Telcordia
SMEs [27].  In this visualization, the SMEs with similar responses are plotted closest to one
another.  The absence of clustering in this plot suggests that the study sample was drawn
from a single COI whose members share core domain knowledge about "Online Privacy and
Security."  This notion was tested more rigorously by estimating a consensus model for these
data.

4.1  Knowledge Domain Validation

As the review of Consensus Analysis pointed out, knowledge derivation rests on establishing
the validity of the domain to those SMEs in the sample.  This is accomplished by inspecting
the relative magnitudes of the eigenvalues for the first factors extracted from the consensus
matrix using Minimal Residuals Factor Analysis.  Again, the “rule-of-thumb” is that the
eigenvalue of the first factor must be at least three times greater than the second; moreover,
subsequent eigenvalues should all be small and roughly equivalent.  Inspection of the
eigenvalues for the first three factors extracted from the response set collected from
Telcordia SMEs reveals that the first is over six times greater than the second, and the second
and third eigenvalues are almost equal (see Table 1).  This lends strong support to the claim
that the items on the questionnaire are sampling a single, coherent knowledge domain, and
that this domain has salience for the sample of respondents.  Moreover, the high Pseudo-
Reliability Coefficient (0.944) also obtained suggests that these results are stable and would
likely be the same ones obtained with repeated sampling [13].

Factor Eigenvalue Percent Cumulative
%

Ratio

1 11.902 77.8 77.8 6.500
2 1.831 12.0 89.8 1.175
3 1.559 10.2 100.0

15.292 100.0

4.2  Estimation of  SME Competence

Having established the saliency of “Online Privacy and Security” as a knowledge domain for
SMEs in the sample, it is possible to estimate each one's competency in this domain.  The
competencies for this sample of SMEs are listed in Table 2.  This metric can be interpreted as
the probability that a SME would correctly answer an item.  Competencies for this sample
range from 0.32-0.76 with a mean of 0.56± 0.11.  With a sample size of thirty-six, and
average competency level of 0.56, it ought to be possible to correctly classify (as either

Table 1.  Eigenvalues for testing saliency of "Online Privacy and Security"
knowledge domain.



“true” or “false”) at least 95% of the items on the "Online Privacy and Security"
questionnaire with a 0.999 confidence level [13].

SME Competency Organization Location
1 0.48 C2E M3B
2 0.60 C2E M3B
3 0.41 C2E M3B
4 0.56 C2E M3R
5 0.48 C8E M3B
6 0.75 ICI N3X
7 0.75 Missing Missing
8 0.67 I9B M2R
9 0.32 C7H M3B

10 0.58 C8I N1X
11 0.61 C1B M3B
12 0.47 C2I M3B
13 0.52 I0B M2R
14 0.50 C2I M3B
15 0.42 C2F M3R
16 0.52 C8E M3R
17 0.59 I5I M2B
18 0.45 C7E M3B
19 0.59 C8E M3B
20 0.67 C2I M3R
21 0.55 C2A M3B
22 0.67 I5I M2R
23 0.46 C8F M3B
24 0.76 C8B N3Z
25 0.35 I5B M3R
26 0.51 C8F M3B
27 0.67 C8F M3B
28 0.52 I5H M2R
29 0.72 C7H M3B
30 0.52 A4B M2R
31 0.63 Missing Missing
32 0.58 I9D M2B
33 0.64 C2A M3R
34 0.51 I9I M2B
35 0.69 C2A M3B
36 0.59 C2A M3B

Table 2.  Estimates of competency for thirty-six SME’s questioned
about "Online Privacy and  Security."



4.3  Knowledge Derivation

By using SME competencies as weights, the most probable set of answers can be estimated
from SME responses with Bayes’ formulation in Equation 4.  In Table 3 the answers obtained
in this way are compared to the dominant responses given by the 1,482 respondents who
completed the GVU survey.  Pearson’s Chi-square (with Yate’s continuity correction) was
calculated to test for independence between the two sets of answers [28].  A Chi-square value
of 11.852, with one degree of freedom, was obtained from the test, and with a p-value<0.001,
there is strong support to conclude that the answers estimated through Consensus Analysis
are not different from those obtained for the GVU sample.  A Yule’s Q= 0.78 also indicates
that this association is a reasonably strong one.

Telcordia SMEs
GVU Survey False True

Marginal
Totals

  False 20 14 34
True 5 28 33

Marginal Totals 25 42 67

4.4  SME Classification

With estimates of SME competencies in hand, the spatial arrangement of points plotted in
Figure 3 can be given a particularly nice intuitive interpretation.  Those SMEs who knew the
most about “Online Privacy and Security” are plotted in the center of this figure; in fact,
those ten SMEs with the highest competency scores fall within the shaded area; while those
with the lowest scores are located at the periphery of this plot.  However, there also exists
idiosyncratic variation among these SMEs in what they know about this domain, and so
domain expertise seems to cross organizational boundaries.  This idea was tested in several
ways.

The terms that SMEs provided to describe their technical areas of expertise were carefully
enumerated.  Surprisingly, while the frequent use of “hot buzz words” was anticipated, it
seems that SMEs exploited free-listing as an opportunity to create very specialized identities.
In fact this sample of SMEs applied 189 unique descriptors (each consisting of one or more
terms) to characterize their expertise.  The number of descriptors listed by SMEs ranged from
0-16 with an average list size of 5.25 descriptors.  Four SMEs listed no terms.  Only nineteen
of the 189 descriptors were listed by more than one SME and all but two of these nineteen
were listed only twice, further suggesting a reason for the absence of any discernable
clustering of points in Figure 3.  However, the five most competent SMEs (24, 6, 7, 29, and
35) identified themselves as knowing more about business and marketing aspects of
telecommunications, e.g., “Business planning”, “economics”, “market-oriented
programming”; and used terms such as “system administration” and operations “hand-offs”,

Table 3.  Cross tabulation comparing majority
responses on GVU survey to those estimated from
responses of Telcordia SMEs with Consensus
Analysis.



implying greater familiarity with consumer or user-oriented perspectives.  The only shared
concepts expressed in the free lists of those SMEs (9, 25, 3, 15, and 18) with the lowest
competency scores were “distributed computing”, “Internet”, “Internet Protocols”, and to
some degree more abstract interests, e.g., “mathematics”, “formal methods”, and “theory of
distributed systems”.  It seems that this group is focused more on privacy and security from a
network engineering or design perspective, rather than from a consumer's point-of-view.

More rigorous statistical tests of the organizational and locational basis for knowledge
distribution among these SMEs were also made.  For these tests, two other symmetrical
distance matrices were constructed:  the first from SME organization numbers and the second
from their office locations (both listed in Table 2).  The Organization Code consists of three
characters that identify a SME's lab, department and group, respectively.  A matrix, whose
cells express the organizational distance between SMEs, was constructed from this
information in the following manner:  a “0” was assigned to all cells along the superdiagonal,
a “1” was entered into a cell for SMEs belonging to the same lab, department and group, a
“2” for SMEs belonging only to the same lab and department, a “3” to those SME's
belonging only to the same lab, and a “4” to those SMEs in different labs.  The Office
Address also consists of three characters identifying a SME's office site (two possible sites
separated by about 50 miles), floor and wing.  A locational distance matrix for SMEs was
calculated in the following manner: a “0” was assigned to all entries along the superdiagonal,
a “1” was entered in a cell for two SMEs located at  the same site, on the same floor, and in
the same office wing, a “2” for SMEs occupying only the same site and floor, a “3” for those
SMEs only located at the same site, and a “4” to those SMEs located at different sites.

The strength of association between these two distance matrices and each of the two
distance matrices and the consensus matrix was tested using Quadratic Assignment [29].
With Quadratic Assignment a correlation statistic γ is computed between the corresponding
cells in two matrices of observed data.  Then one of these matrices is repeatedly permuted
randomly, each time computing a new γ.  A p-value for this randomization test is determined
by counting the proportion of times the value of γ computed for the data permutations
equaled or exceeded the value calculated for the observed data.  The results obtained from
Quadratic Assignment testing with the Consensus matrix, and the Organizational and
Locational distance matrices, after 1,000 permutations, are given in Table 4.

Association γ
(observed)

Proportion
As Large

Organization/Location 0.586 0.000
Organization/Consensus -0.388 0.810
Location/Consensus -0.187 0.160

Several conclusions can be drawn from these tests.  As one might expect, there does
seem to be some association between a SME's organizational affiliation and the location of
his/her office.  However, there exists little evidence to support the claim that either their

Table 4.  Results from significance testing of relationships
between organizational distance, inter-office distance and amount
of consensus among SME responses.  (Quadratic Assignment with
1,000 permutations used for tests.)



organizational affiliation or the location of their office has much to do with what they know
about "Online Privacy and Security," though location does seem to influence more what one
knows than organizational affiliation, i.e., a possible "water cooler" effect.  Another way of
putting this is that cross-organizational forums and informal sharing of information among
those who experience greater face-to-face contact may contribute more to learning and
knowledge formation than hiring practices and interactions structured more strictly along
organizational boundaries.

5.  Conclusions

The experimental results obtained for the Schemer prototype are promising, especially
considering that the “correct” answers obtained for the GVU sample were in many cases
tentative due to a large, heterogeneous sample.  Moreover, some of these answers were
derived statistically, with no prior analysis to weed-out items with near equal frequencies of
“true” and “false” responses.  This finding implies that meaningful answers to difficult and
“fuzzy” problems might be obtained more quickly, and with less effort and cost, from the
information provided by a few competent SME's, rather than from a very much larger survey
sample [13].

So, what does this experiment have to do with the Semantic Web?  We believe that it
demonstrates a potentially powerful use of consensus for deriving semantically-relevant
ontologies from domain experts.  While this experiment asked SMEs to evaluate items
pertaining to Internet security and privacy, they might instead have been requested to rate
terms in a list on the basis of their salience to a knowledge domain, or to rate the relative
strength of semantic relationships between terms on this list.  The protocol adopted for the
present experiment could be applied to analyze SME responses to these items to determine
(1) those terms that should be part of a controlled vocabulary, and (2) a standard set of
semantic relationships between terms in this vocabulary.  Based on these consensus views
other items could be developed and evaluated by SMEs to derive defining attributes for terms
in the ontology.  At each step in this process, Consensus Analysis provides important
"reality" checks.  The metrics it yields, as computed in this study, more clearly indicate the
saliency of the targeted domain to SMEs and provide an opportunity to assess how much
domain knowledge is possessed by each SME in the sample.  We conclude with the
conjecture that, by interviewing even a small number of competent SMEs, ontologies for
Web catalog and directory services can be similarly constructed in a manner that best
represents the collective wisdom of semantically-specialized communities-of-interest.

6.  Future Work

This study provides motivation for future research in four key areas: Information acquisition,
knowledge derivation, knowledge representation and knowledge reuse.

Information acquisition.  The ubiquity of the Web is encouraging some in the Knowledge
Management community to consider the automation of tried-and-tested information
gathering techniques, e.g., repertory grids [30].  Many such techniques exist, and it isn't
always clear when application of any particular one is appropriate, e.g., see [31, 32, 33].
Thus, there is a need to consider which of the many available information acquisition



techniques are appropriate for gathering the information needed to derive different types of
knowledge, e.g., controlled vocabularies, ontologies or production systems, and how best to
deploy them electronically.  In fact, a taxonomy of knowledge types, with a mapping of
acquisition methods to each, is needed.

Fortunately, this study was able to reuse items developed for the GVU Survey. But this
was only a proof-of-concept.  Any meaningful implementation of the Schemer System (or
another like it) will require support for item development, preferably by incrementally
building pools from items submitted by SMEs.  As in test development, items will have to be
classified by their author’s COI, then carefully pretested and analyzed for their
discriminability before being added to an item pool.  There is also an opportunity for
evaluating alternative protocols for presenting items to subjects based on their background
and the knowledge domain being tested, and more flexible highly-interactive formats for
presenting items to subjects electronically.

Knowledge derivation.  Consensus Analysis provides a rigorous framework for deriving
knowledge from information acquired from a group of SMEs.  However, further refinements
of the method are required to accommodate missing information and guessing, different
difficulty levels of problems, and to enable appropriate classification of decision-makers into
their respective communities-of-interest.  These features are particularly important for
supporting the idea of acquiring information from SME’s incrementally and at their
convenience.  With regards to this last point, we envision the use of wireless communication
devices, e.g., PDAs, as a useful means to acquire information from SMEs in less-intensive,
asynchronous sessions.

Knowledge representation.  For derived knowledge to be useful, it needs to be represented
in a way supported by other tools, but without sacrificing information about the details of its
structure and semantics.  Hence, the expressiveness and adequacy of existing knowledge
representation standards, e.g., KIF [34], KRSL [35], RDF Core [2] and DAML+OIL [3] need
to be reviewed and evaluated.

Knowledge reuse.  A minimal use of derived knowledge would be to publish it
electronically.  However, in the case of some knowledge, e.g., controlled vocabularies or
ontologies, new services will be required to support rapid integration of this knowledge with
other technology.  Thus, there is need to further explore new technologies for making
knowledge more accessible to end-users and software applications.

7.  Summary

This paper described the Schemer prototype, a Web-based infrastructure to acquire
information from domain experts and process this information with a quantitative technique
known as Consensus Analysis.  This approach yields metrics that determine (1) whether a
particular problem domain has salience for a group of subject matter experts, (2) the level of
competency for each of the subject matter experts, (3) the consensus view of this group
weighted by the competency of its members, and (4) a classification of subject matter experts
by their appropriate community-of-interest.

There is an opportunity to harness the same social-cultural processes that fostered the
creation, growth and success of the current Web to evolve rich ontologies. These will be the
focal point of the “emergent” Semantic Web and will be constructed dynamically based on



consensus processes.  Distributed and semantically-rich information spaces, supported by the
infrastructure needed to easily navigate them, promise to be the transforming technology of
the 21st century. New knowledge derivation techniques, such as consensus analysis,
embedded in tools that enable dynamic evolution of ontologies are a critical component of
the semantic Web. We see the Schemer prototype as an important step in the long march
towards realizing a semantic Web infrastructure.
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Appendix A

Items derived from Georgia Tech’s Graphics, Visualization and Usability Center’s 10th World Wide Web User
Survey on "Online Privacy and Security." Answers in parentheses based on simple "majority view" obtained
from survey of 1,482 respondents.  (See http://www.gvu.gatech.edu/gvu/user_surveys/survey-1998-10/.)

In general, how concerned are most WWW users about security on the Internet (e.g., others reading their email,
finding out what websites they visit, etc.)?  Keep in mind that in this context "security" can mean privacy,
confidentiality, and/or proof of identity for a WWW user or for someone else.

1. Older (50+ years old) WWW users tend to be more concerned than younger users.  (F)

2. Experienced (> 4 years experience) WWW users tend to be less concerned than inexperienced
users.  (T)

In general, how concerned are most WWW users about security in relation to making purchases or banking over
the Internet? Keep in mind that "security" can mean privacy, confidentiality, and/or proof of identity for a
WWW user or for someone else.

3. Older (50+ years old) WWW users tend to be more concerned than younger users.  (F)

4. Experienced (> 4 years experience) WWW users tend to be less concerned than inexperienced
users. (T)

One thing that makes it difficult to study Internet security is people’s and business’ reluctance to report security
problems for fear of causing more problems for themselves. In addition, it is not always clear where they should
be reported. One idea is to have a "clearinghouse" where security problems can be studied and tracked. Please
provide you opinions about how such an idea might be received.

5. Most WWW users would be willing to report a security break-in of their personal machine or
network to a clearinghouse that maintained their anonymity?  (T)

6. Most WWW users would be willing to report a security break-in of their business machine or
network to a clearinghouse that maintained their anonymity?  (T)

7. Less than 10% of WWW users have ever had their credit card number stolen (either online or offline)?  (F)

8. More than 50% of WWW users are willing to use their credit card on the web?  (T)

9. Less than 20% of WWW users have an unlisted phone number?  (F)

10. Most WWW users are unwilling to put their name and address in a directory for public access on the Web
(e.g. the online equivalent of a phone company’s "White Pages")?  (F)

11. Most WWW users are willing to conduct banking on the Web without a statement from the bank of the
security procedures used?  (F)



12. WWW users within the United States are more concerned than those in Europe or elsewhere about
conducting business online outside of their own country without a statement of the security procedures
used?  (T)

13. In general, PRIVACY is more important than CONVENIENCE to most WWW users?  (T)

14. WWW users will more likely participate in an "online auction" for something they are interested in
purchasing?  (F)

15. Most WWW users think using the Internet for shopping and banking would make their life easier?  (T)

16. For most WWW users security features are the deciding factor in choosing whether or not to do business
with an Internet-based company?  (F)

17. Most WWW users believe that metrics to measure "how secure" a specific site is rated would not be of any
help or value to them?  (F)

When one views a Web page, they issue a request to a machine that returns the page to them. Which of the
following information do most WWW users believe is technically possible to record/log about their page
request?

18. Their email address  (T)
19. Time of the request  (T)
20. Their machine address  (T)
21. The requested page  (T)
22. An identifier that persists across visits to that site  (T)
23. The type of browser they are using  (T)
24. Their machine’s operating system  (T)
25. Their geographical location  (F)
26. Their screen size  (F)

What information would most WWW users agree ought to be collected for each Web page they request?

27. Their email address  (F)
28. Time of the request  (T)
29. Their machine address  (F)
30. The requested page  (T)
31. An identifier that persists across visits to that site  (F)
32. The type of browser they are using  (F)
33. Their machine’s operating system  (F)
34. Their geographical location  (F)
35. Their screen size  (F)

Most WWW users would give demographic information to a Web site ...

36. if a statement was provided regarding what information was being collected  (T)
37. if a statement was provided regarding how the information was going to be used  (T)
38. in exchange for access to the pages on the Web site  (F)
39. in exchange for a small discount at the Web site’s store or on their products  (F)
40. in exchange for some value-added service (e.g., notification of events, etc.)  (F)
41. if the data would only be used in aggregate form (i.e., not on an individual basis)  (T)

What conditions would cause most WWW users to refrain from filling out online registration forms at sites?

42. Takes too much time  (T)



43. Required to give their name  (F)
44. Required to give an email address  (F)
45. Required to give their mailing address  (F)
46. Information is not provided on how the data is going to be used  (T)
47. Accessing the site is not worth revealing the requested information  (T)
48. The entity collecting the data is not trusted  (T)

Recent attention has been given to mass electronic mailings (a.k.a. spammings) which often contain
advertisements, political statements, get-rich-quick schemes, etc. Among most WWW users, which of the
following policies would most likely find support?

49. The Government ought to pass a law making it illegal.  (F)
50. Mass mailing agencies ought to have to pay an ’impact’ fee.  (F)
51. A blacklist of spammers should be built to allow message filtering.  (F)
52. A registry ought to be created which contains a list of those not wishing to receive mass mailings.

(F)

53. Most of the time upon receiving a mass mailing, WWW users will read the message, then either send a
message back asking not to be included in future mailings, retaliate in some manner (e.g., mailing
bombings, denial of service, etc.), or perform some other action.  (F)

Most WWW users would support which of the following?

54. New laws to protect privacy on the Internet.  (T)
55. The establishment of key escrow encryption (where a trusted party keeps a key that can read

encrypted messages).  (T)
56. Web sites need information about their users to market their site to advertisers.  (T)
57. Content providers have the right to resell information about its users to other companies.  (F)
58. A user ought to have complete control over which sites get what demographic information.  (T)
59. Magazines to which a WWW user subscribes have the right to sell their name and address to

companies they feel will interest that user.  (F)
60. WWW users like receiving mass postal mailings that were specifically targeted to their

demographics.  (F)
61. WWW users like receiving mass electronic mailings.  (F)
62. WWW users ought to be able to take on different aliases/roles at different times on the Internet.

(T)
63. WWW users value being able to visit sites on the Internet in an anonymous manner.  (T)
64. WWW users ought to be able to communicate over the Internet without people being able to read

the content.  (T)
65. WWW users would prefer Internet payment systems that are anonymous to those that are user

identified.  (T)
66. Third party advertising agencies should be able to compile usage behavior across different web

sites for direct marketing purposes.  (F)
67. There ought to be stricter laws to protect children’s privacy than adult’s privacy on the Internet.

(T)


