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Abstract. Annotations are useful to semantically enrich documents and
other datasets with concepts of standardized vocabularies and ontolo-
gies. In the medical domain, many documents are not annotated at all
and manual annotation is a difficult process making automatic annota-
tion methods highly desirable to support human annotators. We propose
a reuse-based annotation approach that utilizes previous annotations to
annotate similar medical documents. The approach clusters items in doc-
uments such as medical forms according to previous ontology-based an-
notations and uses these clusters to determine candidate annotations for
new items. The final annotations are selected according to a new context-
based strategy that considers the co-occurrence and semantic relatedness
of annotating concepts. The evaluation based on previous UMLS anno-
tations of medical forms shows that the new approaches outperform a
baseline approach as well as the use of the MetaMap tool for finding
UMLS concepts in medical documents.
Keywords: Semantic annotation, medical documents, ontology, UMLS.

1 Introduction

The annotation of data with concepts of standardized vocabularies and ontolo-
gies has gained increasing significance due to the huge number and size of avail-
able datasets as well as the need to deal with the resulting data heterogeneity.
In the biomedical domain, gene or protein functions are thus often described
by concepts of the Gene Ontology(GO) [2], scientific publications can be anno-
tated with Medical Subject Headings (MESH) [14], and electronic health records
(EHRs) can be semantically classified by concepts of SNOMED CT [7]. Annota-
tions of medical documents such as EHRs can also support advanced analyses,
e.g. significant co-occurrences between the use of certain drugs and negative side
effects in terms of occurring diseases [12]. Still many medical documents are
not annotated at all, impeding data analysis and data integration. For instance,
more than 200.000 trials are registered on http://clinicaltrials.gov and
every study requires a set of so-called case report forms (CRFs), e.g. to ask for
the medical history of probands. For every new clinical trial, CRFs are usually
built from scratch, although previous forms might already cover similar topics.
CRF annotations are helpful to search for existing form collections, e.g., in the
MDM repository of medical data models [4].

http://clinicaltrials.gov


Confirmed(1) diagnosis(2) of 
AML(3) according to the 
WHO definition (except(4)  
for acute promyelocytic
leukaemia, APL(5))

1 C0750484
label:confirmation
synonyms: confirmatory, confirm

2 C0011900
label: diagnosis (observable entity)
synonyms: diagnostic, diagnosis (DX) ; DX ;…

3 C0023467
label: AML - acute myeloid leukaemia
synonyms: acute myeloid leukaemia ; acute granulocytic
leukaemia ;ANLL; …

4 C1554961 label: exception

5 C0023487
label: acute promyelocytic Leukemia
synonyms: APL; acute myeloid leukaemia, PML/RAR-alpha;…

Question Annotations

yes no

Fig. 1. Example medical form item and associated annotations to UMLS concepts.

To improve the value of medical documents for analysis, reuse and data inte-
gration it is thus crucial to annotate them with concepts of ontologies. Since the
number, size and complexity of medical documents and ontologies can be very
large, a manual annotation process is time-consuming or even infeasible. Hence,
automatic annotation methods become necessary to support human annotators
with recommendations for manual verification. Figure 1 shows an exemplary
annotation for one item in a medical form (CRF) on eligibility criteria for a clin-
ical trial on acute myeloid leukaemia (AML). Such an item comprises a question
as well as a response field or a list of answer options. The shown question has
been manually annotated based on a reference mapping with five concepts of the
Unified Medical Language System (UMLS) [3], a comprehensive knowledge base
integrating many biomedical ontologies. The associated UMLS concepts relate
to different terms of the item text (italicized) as indicated by the numbers (1)
to (5).

The automatic annotation of medical documents is challenging for several
reasons. In particular, it is difficult to correctly identify relevant terms and med-
ical concepts within natural language sentences such as the items (questions)
occurring in medical forms. This is because concepts typically have several syn-
onyms that may occur in sentences in different variations. Furthermore, concepts
are often described by labels or synonyms consisting of several words, e.g., AML-
Acute myeloid leukaemia (C0023467 ), that can match many irrelevant terms in
the items to be annotated. We might further need to identify complex many-to-
many mappings between items and ontology concepts without knowing a priori
how many medical concepts should be associated per item. Moreover, UMLS
is very large (2.8 mio. concepts) making it difficult to identify the best fitting
concepts for annotation.

We recently proposed already an initial approach to annotate medical forms
with UMLS concepts by extracting terms from items and matching these terms
to UMLS concepts based on linguistic ontology matching techniques [5]. The
study revealed the mentioned challenges and showed the difficulty of automat-
ically achieving high quality annotations especially for long natural language
sentences. Moreover, we observed frequent errors due to the high number of
available concept synonyms and misleading terms in synonyms. In this study
we aim at improving the quality of annotations and reducing the manual anno-



tation effort by reusing already determined and manually verified annotations.
This assumes that there are similar questions in different medical forms of a do-
main of interest so that previous annotations can be reapplied. For this purpose,
we propose and evaluate a new reuse-based annotation approach for annotating
medical forms and documents.

Specifically, we make the following contributions:

– To enable annotation reuse, we propose to cluster all previously annotated
items that are annotated with the same medical concept. For such annotation
clusters, we identify representative features that are more compact than the
large set of terms in concept labels and synonyms. We use these clusters
and their features to find likely annotations for new items that are similar
to already annotated ones.

– We propose a new context-based strategy to select the most promising an-
notations from a set of previously determined candidates. The strategy con-
siders both the semantic relatedness of the annotating concepts as well as
their co-occurrence in previously annotated items.

– We evaluate the proposed approaches based on reference mappings between
a set of medical forms and UMLS and compare them with a baseline annota-
tion approach as well as with using the MetaMap tool [1] to identify UMLS
concepts within medical documents.

The remainder of this paper is organized as follows. We first provide a more
formal problem definition and introduce a base workflow for determining anno-
tations (Sec. 2). We then propose our new reuse-based annotation approach and
the context-based selection strategy (Sec. 3). Sec. 4 presents evaluation results
for the new approaches. Finally, we discuss related work in Sec. 5 and conclude
in Sec. 6.

2 Preliminaries

We first present the formal definition of the annotation problem we address.
Next we present a base workflow to determine annotation mappings for medical
forms. This workflow has already been proposed in [5] and serves as a basis for
our new approach that can reuse previous annotations (Sec. 3).

2.1 Problem Definition

We are given a set of medical forms F and an ontology O. Each form F ∈ F
consists of a set of items {i1, i2, ...ik} where each item has a question q and a
response part. The response may be provided as free text or by selecting an
answer from a list of possible values (as in Figure 1). While the list of possible
answers may include valuable information for the annotation of items, in this
work we concentrate on using the question parts for finding suitable annotations.
An ontology O consists of a set of concepts CO = {c1, c2, ..., cl} and a set of re-
lations RO = {(c1, c2, rel type1), ...(ci, cj , rel typek)} interrelating the ontology



concepts by certain relationship types, e.g. is− a, part− of or domain-specific
relationships such as is− located− in. The concepts in O are typically described
by an id, a label and several synonyms as shown on the right side of Figure 1.
The goal is to annotate each question (item) with one or several concepts from
the given ontology O. More specifically, we aim to determine an annotation
mapping MF,O = {(q, c, sim)|q ∈ F, c ∈ O, sim[0, 1]} for each form F . An an-
notation (q, c, sim) in these mappings indicates that question q is semantically
described by concept c; the similarity value sim indicates the strength of the
association according to the underlying method to compute the annotations.

Note that a question may be annotated by several concepts and that a con-
cept may describe several questions. The challenge is to develop automatic meth-
ods that can determine annotation mappings of good quality (recall, precision).
Ideally, all questions are correctly annotated, i.e. they are annotated with the
ontology concepts that provide the best semantic description for the questions.
A secondary goal is to efficiently determine the annotation mappings in a short
time, even for large form collections and large ontologies.

Algorithm 1: annotation method A
Input: Set of forms F , ontology O= (CO, RO), threshold δ
Output: Annotation mapping MF,O

1 O←preprocess (O);
2 MF,O← ∅ ;
3 foreach Fi ∈ F do
4 Fi ← preprocess (Fi);
5 M′

Fi,O ←identifyCandidates (Fi, CO, δ);
6 MFi,O ← selectAnnotations (M′

Fi,O);
7 MF,O←MF,O∪MFi,O;

8 returnMF,O;

2.2 Base Workflow

In our previous work [5] we used the basic workflow shown in Algorithm 1 to
determine annotation mappings for medical forms. The input of the workflow
is a set of forms F , an ontology O, and a similarity threshold δ. First, we nor-
malize the label and synonyms of ontology concepts by removing stop words,
transforming all string values to lower case and removing delimiters. The same
preprocessing steps are applied for each form Fi. We identify an intermediate an-
notation mappingM′Fi,O by lexicographically comparing each question with the
label and synonyms of ontology concepts. For this purpose we apply three string
similarity measures, namely trigram, TF/IDF as well as a longest common se-
quence string similarity approach. We keep an annotation (q, c, sim), if the max-
imal similarity of the three string similarity approaches exceeds the threshold δ.
Finally, we select annotations from the intermediate result by not only choosing
the concepts with the highest similarity but also by considering the similarity
among the concepts. For this purpose, we group the concepts associated with a
question based on their mutual similarity and only choose the concept with the



highest similarity per group in order to avoid the redundant selection of highly
similar concepts. This group-based selection proved to be quite effective in [5]
albeit it only considers the string-based (linguistic) similarity between questions
and concepts, and among concepts.

3 Reuse-based Annotation Approach

In this section we outline an extended workflow to determine annotation map-
pings that reuses previously found annotations for similar questions. The goal is
to reduce the complexity of the annotation problem by avoiding to search a very
large ontology for finding concepts that describe or match terms of a question
to annotate. By reusing verified annotations we also hope to achieve a good an-
notation quality since the previous annotations may include concepts that are
difficult to find by common match techniques based on linguistic similarity. The
reuse approach is also motivated by the existence of a high number of related
forms in a specific domain, e.g. dealing with a specific disease. It would thus be
desirable to reuse the annotations of a subset of these forms to more quickly and
effectively annotate the remaining ones. The proposed approach is not limited
to the annotation of medical forms but could be generalized for other medical
documents such as electronic health records (EHRs) where we would associate
medical concepts from an ontology to specific sentences or sections of the docu-
ment rather than to questions.

We will first outline the new workflow for reuse-based annotation and then
provide more details about its main steps, i.e., the generation of so-called anno-
tation clusters (Sec. 3.2), determination of candidate annotations (Sec. 3.3) and
a context-based strategy for selecting the final annotations (Sec. 3.4).

3.1 Workflow for Reuse-based Annotation

The workflow for the reuse-based annotation approach is shown in Algorithm 2.
Its input includes a set of verified annotation mappings containing the annota-
tions for reuse. The result is a set of annotation mappings MF,O for the input
forms F w.r.t. ontology O. In the first step, we use the verified annotations
to determine a set of annotation clusters AC = {acc1 , acc2 , ..., accm}. For each
concept ci used in the verified annotations, we have an annotation cluster acci
containing all questions that are associated to this concept. To calculate the
similarity between an unannotated question and the questions of an annotation
cluster we determine for each cluster a representative (feature set) acfsci consist-
ing of relevant term groups in this cluster. These term groups are identified based
on common terms between the questions q ∈ acci and the description (label and
synonyms) of the corresponding concept of aci.

After these initial steps we determine the annotation mapping for each unan-
notated input form Fi (lines 3-7 in Algorithm 2). We first preprocess a form as
in the base approach of Algorithm 1. Then we determine an annotation mapping



MReuse
Fi,O for the form based on the annotation clusters. Depending on the de-

gree of reusable annotations the determined mapping is likely to be incomplete.
We thus identify all questions that are not yet covered by the first mapping.
For these questions we apply the base algorithm to match them to the whole
ontology and obtain a second annotation mapping (line 7). We then take the
union of the two partial mappings to obtain the intermediate mapping M′Fi,O.
Finally, we apply a new strategy to select the annotations for the final mapping
MF,O. This selection strategy considers the context of concepts, their linguistic
similarity as well as their co-occurrences in previous annotations.

Algorithm 2: Extended annotation method Areuse

Input: Set of unknown forms F , ontology O= (CO, RO), set of verified
annotation mappings Mverified

F,O , threshold δ
Output: Annotation mapping MF,O

1 AC ←determineAnnotationCluster (Mverified
F,O ) ;

2 AC ← determineFeatureSets (AC, O);
3 O←preprocess (O);
4 foreach Fi ∈ F do
5 Fi ← preprocess (Fi);

6 MReuse
Fi,O ← identifyCandidatesByReuse (Fi,AC, δ);

7 F ′
i ← findUnannotatedQuestions (Fi,MReuse

Fi,O );

8 Mreduced
F ′
i ,O

← identifyCandidates (F ′
i ,O, δ);

9 M′
Fi,O ←M

reduced
F ′
i ,O

∪MReuse
Fi,O ;

10 MFi,O ← selectAnnotationsByContext (M′
Fi,O);

11 MF,O←MF,O∪MFi,O;

12 returnMF,O;

3.2 Generation of Annotation Clusters and Representatives

We build annotation clusters from verified annotation mappings by creating
a cluster for each applied ontology concept ck and associating to it all input
questions that are assigned to this concept. Formally, an annotation cluster acck
is represented as triple:

acck := (ck, Qck , ac
fs
ck

).

It includes the concept ck, the set of questions Qck annotated with ck, as
well as a cluster representative or feature set acfsck . The purpose of the cluster
representative is to provide a compact cluster description that is more suitable
for finding further annotations than the free text questions or the label and
synonym terms of the ontology concept.

A feature set is formed by terms or groups of terms that frequently co-occur
in the questions of the cluster and that are similar to the synonym description
of the corresponding concept. To identify frequently co-occurring terms, we use
a frequent itemset mining algorithm where the frequency of term groups has to
exceed a given min support. Moreover, we only keep term groups that maximize



𝑎𝑐𝐶0023467
𝑓𝑠QC0023467

1. Previous induction-type chemotherapy for MDS or AML
2. Relapsed or treatment refractory AML
3. Patients with relapsed AML
4. Patients older than 60 years with acute myeloid leukemia 

according to FAB (>30 % bone marrow blasts) not 
qualifying for, or not consenting to, standard induction 
chemotherapy or immediate allografting

ANLL,

AML,
Acute myelocytic leukaemia,
AML - Acute myeloid 
leukaemia,
acute myelogenous leukemia 
(AML)

AML,
acute myeloid leukemia,

acute promyelocytic
leukemia,

acute myelodysplastic  
leukaemia

32 synonyms 25 questions 9 term groups

C0023467

Fig. 2. Sample annotation cluster acC0023467 for UMLS concept C0023467 with its set
of associated questions QC0023467 and feature set acfsC0023467.

the overlap between the terms of a question and the synonyms or the label of a
concept, i.e., we do not use term groups that build a subset of another frequently
occurring term group. The resulting feature sets build representatives for the
annotation clusters that will be used to identify new annotations by matching
unannotated forms to cluster representatives.

As an example, Figure 2 shows the resulting annotation cluster acC0023467

for UMLS concept C0023467 about the disease Acute Myeloid Leukaemia. In
the UMLS ontology, this concept is described by a set of 32 synonyms (Figure 2
left). The annotation cluster also contains 25 questions associated to this con-
cept in the verified annotation mappings. Most questions only relate to some
of the synonym terms of the concept while other synonyms remain unused. So
the abbreviation ’AML’ that is a part of some synonyms is often used but the
abbreviation ’ANLL’ does not occur in the medical forms used to build the an-
notation clusters. For this example, we generate only 9 relevant term groups,
i.e., the representative feature set of the cluster is much more compact than the
free text questions and large synonym set.

3.3 Identification of Annotation Candidates

To reuse the confirmed annotations for unannotated forms we have to determine
the annotation clusters (and thus their concepts) that match best the new ques-
tions to be annotated. One difficulty is that we need to find several annotations
per question, i.e., we aim at identifying several annotation clusters. Since we
may find too many related annotation clusters it is also important to select the
most promising ones from the set of candidates.

We first describe how we determine the set of candidate annotation clus-
ters. The example in Figure 1 showed that annotating concepts typically refer to
some portion, i.e., succeeding terms, of the question text. Our approach to find
matching annotation clusters thus uses a sliding window with a specified size
wnd size that partitions a given question into smaller portions according to the
order of words in the question. Every text portion is compared with the feature
set of every existing annotation cluster using a linguistic similarity measure. For
this linguistic comparison we apply a soft TF/IDF string similarity function.
TF/IDF weights the different terms based on their significance in all considered



documents. A soft variant of TF/IDF is more robust than TF/IDF w.r.t. dif-
ferent word forms. An annotation cluster and thus its concept is an annotation
candidate for a given question, if the linguistic similarity exceeds a threshold δ
for one portion of the question.

In the final selection of annotations, we want to avoid choosing similar anno-
tations referring to the same medical concept. We therefore group the annotation
candidates per question that relate to the same tokens and text portions of a
question. For selecting the best matching concept per candidate group we apply
the context-based selection strategy to be described next.

3.4 Context-based Selection of Annotations

The input for the final selection of annotations is a set of grouped candidate
concepts for each question in the medical forms F . To determine the final anno-
tations per question, we rank the candidate concepts within each group based on
a combination of both linguistic and context-based similarity among the candi-
date concepts. For this purpose, we calculate an aggregated similarity (aggSim)
for each question and candidate concept based on weighted linguistic (lsim) and
context (csim) similarity scores:

aggSimq,Candidates(ck) = ωlsim · lsim(q, ck) + ωcsim · csim(ck, Candidates)

The linguistic similarity between candidate concepts is determined by the
linguistic similarity of their concept descriptions, similarly as in the selection
strategy of the base approach (Sec. 2.2). The calculation of the context-based
similarity is more involved and will be described below. For each question in the
set of input forms, we select the concepts with the highest aggSim value per
candidate group to obtain the final set of annotations.

For the context-based similarity between candidate concepts we consider two
criteria: first, the degree to which concepts co-occurred in the annotations for the
same question within the verified annotation mapping, and second, the degree of
semantic (contextual) relatedness of the concepts w.r.t. the ontological structure.
The goal is to give a high contextual similarity (and thus a high chance of being
selected) to frequently co-occurring concepts and to semantically close concepts.
These concepts are more likely to fit the context of a question which is typically
about one subject, e.g. different medical aspects such as medications for a specific
disease.

For the context-based selection of candidate concepts, we construct a context
graph Gq = (Vq, Eq) for each question q. The vertices Vq represent candidate
concepts that are interconnected by two kinds of edges in Eq to express that
concepts have co-occurred in previous annotations or that concepts are semanti-
cally related within the ontology. In both cases we assign distance scores to the
edges that will be used to calculate the context similarity between concepts. Fig-
ure 3 a shows the sample input for annotation selection consisting of a question
and the set of grouped candidate concepts. In the context graph of the question
(Figure 3 b), green edges interconnect concepts that have co-occurred before and
red edges interconnect semantically related concepts.



a) Candidate concept groups b) Context Graph Gq c) Semantic relationship distance
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Fig. 3. Context-based similarity computation. a) candidate concept groups for one
question; b) context graph with different edges for concept co-occurrence (green edges)
and semantic relatedness (red edges); c) computation of semantic relatedness between
concepts with related concepts from UMLS.

To determine the co-occurrence score between concepts c1 and c2 we count
how often the two concepts have been annotated to the same question and
compute the following normalized overlap of their annotation clusters:

cooccDist(c1, c2) = 1− |acc1∩acc2 ||acc1 |
.

Concepts that often co-occur thus have a small distance score.
We further assign a semantic distance between concepts in the context graph

based on the shortest path between two considered concepts in the ontological
structure (see Figure 3 c), similarly to common techniques [18]. The ontologi-
cal structure consists of the is − a, part − of relationships and further domain
specific relationships. We determine the semantic distance between two candi-
date concepts by summarizing the weighted distances of each relationship within
the shortest path. We currently use the same distance 1 for each relationship
type. Hence the semantic distance between two concepts corresponds to the path
length, e.g., distance 4 for the concept pair in the example of Figure 3 c.

Based on the context graph and its distance scores we compute a context-
based similarity for each concept by computing the distance to all other concepts
in the candidate set of a question. Thereby, we favor concepts that often co-
occur and those with a close semantic relatedness for our selection, i.e. selected
concepts should have a small distance to other annotated concepts. We use the
closeness centrality measure cc that computes the reciprocal of the sum of all
distances d between a vertex v and all other vertices w in the graph G:

cc(v) = 1∑
w∈G d(v,w)

We adopt a modified version of the closeness centrality to compute the
context-based similarity score as follows. In our graph concepts can be isolated
in case they do not co-occur with any other concepts and have a very differ-
ent semantic context (e.g., concept c5 in the context graph of Figure 3 b). Such
isolated concepts should get a lower similarity score than concepts in a larger
subgraph of Gq. However, isolated concepts have infinite distances d to all other
vertices such that cc(v) would often converge to zero. To compute a normalized
context-based similarity score csim(ci) ∈ [0, 1] for each concept ci in the set
of vertices V of the context-graph Gq, we sum up single reciprocal values of
distances and normalize it by the number of concepts in the context-graph:



csim(ci, V ) =

∑
cj∈V \{ci}

1
d(ci,cj)

|V |−1

Concepts with a small distance to every other concept in the graph have high
csim values meaning they are highly related to the other candidate concepts due
to annotation co-occurrences and relationships from UMLS.

For instance, the context similarity for the concept c4 is computed by the se-
mantic distance d(c4, c1) = 1 and the co-occurrence distance cooccDist(c4, c6) =
0.7. The distances to the other concepts in the context graph are infinite. There-

fore, we get the following context-similarity csim(c4) =
1
1+

1
0.7+

1
∞+ 1

∞+ 1
∞

6−1 ≈ 0.49.

4 Evaluation

We now evaluate the proposed reuse-based annotation approach for medical
forms and compare it with the baseline approach and the MetaMap tool. In
the next subsection we introduce the used datasets and workflow configurations.
We then evaluate the annotation quality compared to the baseline approach
(Sec. 4.2) and analyze the effectiveness of the context-based selection strategy
(Sec. 4.3). Finally, we provide the comparison with MetaMap (Sec. 4.4).

4.1 Evaluation Setting

Our evaluation uses medical forms about eligibility criteria EC and about quality
assurance QA w.r.t cardiovascular procedures from the MDM platform [4]. The
forms in the first dataset are used to recruit patients in clinical trials. Most ques-
tions in this dataset are long natural language sentences since the recruitment
of clinical trial participants requires a precise definition of inclusion and exclu-
sion criteria. The sentences contain ∼ 8 tokens on average and often mention
several medical concepts. The QA forms are used by health service providers in
Germany since 2000 to document the quality of their services. The questions of
the QA forms are shorter than the eligibility criteria (∼ 3 tokens on average),
therefore a question is probably annotated with only one concept. The forms
will be annotated with concepts of a reduced version of UMLS [3] covering all
UMLS concepts that possess at least one preferred label or synonym (∼1 Mio.
concepts with ∼ 7 Mio. labels/synonyms). Moreover, we do not consider general
concepts (∼ 12000 concepts) that are associated with one of the following se-
mantic types: Qualitative Concept, Quantitative Concept, Functional Concept,
Conceptual Entity.

To evaluate the quality of automatically generated annotations, we use man-
ually created reference mappings from the MDM portal [4]. These reference map-
pings might not be perfect (”a silver standard”) since the huge size of UMLS
makes it hard to manually identify the most suitable concepts for each item. We
divide the set of input forms into disjoint reuse and evaluation datasets. For both
use cases, EC and QA, we consider two reuse datasets of different sizes to study
the impact of the amount of reusable annotations. Table 4 shows the number
of forms, items and verified annotations for the reuse and evaluation datasets.



To analyze the quality of the resulting annotation mappings, we compute pre-
cision, recall and F-measure using the union of all annotated form items in the
evaluation dataset.

dataset ECRD1 ECRD2 ECeval QARD1 QARD2 QAEval

#forms 100 200 25 16 32 23

#items 1638 3125 310 453 795 609

#annotations 6911 13027 578 694 1054 668

Table 4. Statistics on the reuse and evaluation datasets for EC and QA

For our reuse-based annotation workflow, we set a fixed window size wnd size
of five tokens for the Candidate Identification and fixed weights ω lsim/ω csim
to 0.5 for the Context-based Selection. In our experiments, we observe that these
parameters only slightly affected the results for the considered datasets. We
evaluate different thresholds δ = {0.5, 0.6, 0.7} to present the recall and preci-
sion trends. For the selection strategy we consider both the previously proposed
group-based strategy [5] as well as the new context-based strategy. Note that we
can use the group-based strategy not only for the base workflow but also in the
reuse-based approach by setting the weight ωcsim for the context similarity to 0.

4.2 Reuse-based Annotation

Figure 5 shows evaluation results w.r.t. the mapping quality (precision, recall,
F-measure) for the baseline approach and the different configurations of the
reuse-based approach for the two datasets. For the baseline approach we only
show the results for the best threshold of δ = 0.7 for both datasets. The reuse-
based approaches uses the context-based selection strategy. We observe that the
reuse-based approach can significantly improve the annotation quality and that
the improvement grows with the amount of annotations that we can reuse. Com-
pared to the baseline approach, the reuse of existing annotations increases the
F-measure from 39.1% to 50.7% for the EC dataset and from 57.5% to 59% for
the QA dataset for the best threshold setting of δ = 0.6. Using more existing
annotations (ECRD2 and QARD2) improves the mapping quality - and especially

b)a)
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45.4% 46.7%
43.2%
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0.7 0.5 0.6 0.7 0.5 0.6 0.7

baseline ECRD1 ECRD2
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57.5% 57.2% 58.0%

51.13%

56.4% 59.0%
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30.0%

40.0%

50.0%
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0.7 0.5 0.6 0.7 0.5 0.6 0.7
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f-measure

baseline QARD1                                                          QARD2

b) Quality Assurance QA

Fig. 5. Results on the quality of annotation results for the baseline and reuse-based
annotation using the EC dataset and the QA dataset with both configurations.



recall - compared to the smaller reuse datasets (ECRD1 and QARD1) since an-
notation clusters and their feature sets become more accurate and are thus more
valuable to match to unannotated questions. The reuse-based approach is es-
pecially effective for the EC dataset where we could apply more annotations
(Table 4) to build the annotation clusters compared to the QA dataset. The
results confirm that matching questions to the feature sets of annotation clus-
ters (reuse-based) helps to identify more correct annotations than trying to find
the best matches in the UMLS (baseline). At the same time, the reuse-based
approaches with the context-based selection strategy usually improve precision
compared to the baseline approach.

An added benefit is that the execution time of the reuse-based approaches is
lower than for the baseline approaches since matching questions with the com-
pact annotation clusters is much faster than matching with the large UMLS
ontology. Overall, runtimes could be reduced by half for our experiments com-
pared to the baseline. Moreover, the execution time depends on the number of
reused forms and the coverage of reused annotation clusters.

4.3 Context-based Selection

To analyze the effectiveness of the proposed context-based selection strategy
(CS ), we now compare its use with the group-based selection strategy (GS ) that
was used in the baseline approach but can also be applied for the reuse-based
approaches. Table 6 shows the resulting mapping quality for the two selection
strategies for the different EC and QA reuse configurations and threshold 0.6
that led to the best mapping quality for the reuse-based approach. The results
show that the context-based selection strategy improves F-measure in all cases
(up to 2.2%) compared to the simpler group-based approach. While recall is
generally reduced this is more than outweighed by an increase in precision by up
to almost ∼7% (ECRD2). This indicates that considering the context eliminates
many false candidates.

datasetconfiguration

selection-strategy gs cs gs cs gs cs gs cs

precision 45.9% 52.1% 47.9% 54.5% 61.9% 67.0% 60.4% 66.9%

recall 43.6% 42.2% 49.2% 47.3% 51.0% 51.2% 54.6% 52.8%
f-measure 44.7% 46.7% 48.5% 50.7% 55.9% 58.0% 57.4% 59.0%

ECRD1 ECRD2 QARD1 QARD2

Table 6. Results on the quality of annotation results for the group-based (GS) and
context-based (CS) selection strategies for both datasets

4.4 Comparing reuse-based annotation approach with MetaMap

We finally compare our reuse-based annotation method with the MetaMap tool
that is commonly used for annotating medical documents (see Sec. 5). We gen-
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Fig. 7. Comparison of the quality for the resulting annotation mappings from the
baseline approach, reuse-based approach and MetaMap.

erate the annotations with a local installation of a MetaMap server and the
MetaMapAPI and use the provided word sense disambiguation service and the
configuration considering several variants for a concept. We select annotations
based on the generated MetaMap score. This score ranges from 0 to 1000 and
is computed by applying several ranking functions for each identified term. If
MetaMap generates more than one annotation per question, we select the an-
notations with an aggregated score above a threshold. We normalize the scores
by dividing by 1000 for comparing with our approach and evaluate different
thresholds δ = {0.6, 0.7, 0.8} for selecting the candidates.

Figure 7 shows the results for the two datasets and different configurations.
Our reuse-based approach outperforms Meta-Map in terms of mapping quality
for each dataset. For the EC dataset, F-Measure is improved by ∼4%(ECRD1)
and ∼8.6% (ECRD2) indicating that the the computed annotation clusters al-
low a more effective identification of annotations than with the original concept
definition. In addition, our approach benefits from using the ontological rela-
tionships for selecting annotations resulting in a much better precision than
using MetaMap (54.5% for ECRD2 than compared to 43.1%). While MetaMap
achieved a better F-Measure than the baseline approach for the EC dataset it
performed poorly for the QA dataset where its best F-Measure of 44.8% was
much lower for the baseline approach and reuse-based approaches (57.5 and
59%), mainly because of a very low recall for Metamap.

A positive side of MetaMap is its high performance due to the use of an in-
dexed database for finding annotations. Its runtimes were up to 13 times faster
than for the baseline approach and it was also faster than the reuse-based ap-
proach. In future work we will study whether the use of MetaMap in combination
with the reuse approach, either as an alternative or in addition to the baseline
approach, can further improve the annotation quality.

5 Related Work

The automatic annotation of medical forms and documents with concepts of
standardized vocabularies is related to the well-studied fields of ontology match-
ing [20,8] and entity linking [22]. Both research domains provide useful generic
methods to identify concepts or names in full-text documents and match them
to concepts or entities of a knowledge base or standardized vocabulary. These



techniques can also be applied to the medical domain. In fact, our base work-
flow proposed in [5] uses linguistic ontology matching techniques to map terms
of medical forms to the concepts and their synonyms of the UMLS ontology.
Entity linking approaches focus on the identification of named entities in text
documents and their linking to corresponding entities of a knowledge base for
enrichment. Many approaches (e.g. [6,16,24]) use a dictionary-based strategy to
identify entity occurrences by searching the whole knowledge base.

Moreover, there are many approaches to select the correct entities from a
set of candidates (e.g. [6,11,9]). For instance, in [9] co-occurrences of entities in
Wikipedia articles are transformed into a graph model to consider the global
interdependence between different candidate entities in a document.

There is also some research focusing on the manual or automatic annota-
tion of certain kinds of medical documents. The MetaMap tool [1] considered in
our evaluation applies information retrieval methods such as tokenization, lexi-
cal lookup and term-based ranking methods to retrieve UMLS concepts within
medical documents. There is evidence in the literature that MetaMap results
are not fine-grained enough [15], contain many spurious annotations [19] and
do not cover mappings to longer medical terms [21]. These observations confirm
that a correct annotation of medical documents with UMLS concepts is chal-
lenging. Our reuse-based approach could significantly outperform MetaMap due
to its use of annotation clusters derived from verified annotations and due to its
context-based approach to select and disambiguate concept candidates.

In the medical domain, the standardization of eligibility criteria has become
an active field of research and datasets from this subdomain are often used for
method evaluation (e.g. [10,13,23,17]). For instance, the study in [23] identified
the most frequent ECs in clinical trial forms and performed a manual annotation
of eligibility criteria top terms. In [10], similar clinical trials have been clustered
by performing nearest neighbor search using annotated eligibility criteria, and
the application of a dictionary-based pre-annotation method [13] showed to im-
prove the speed of manual annotation for clinical trial announcements. In [17],
a set of eligibility criteria in the context of clinical trials on breast cancer is
formalized by defining eligibility criteria specific patterns in order to improve
their comparability.

In contrast to previous research we propose a novel reuse-based annotation
approach for medical documents. Our method is especially valuable to annotate
documents from different biomedical domains with ontology concepts, i.e. it is
not restricted to a specific medical subdomain. The proposed use of annota-
tion clusters and their feature sets has not been explored before. Furthermore,
we apply a novel context-based selection of annotations considering both, the
co-occurrences of verified annotations as well as the semantic relatedness of con-
cepts. Our comparative evaluation showed that the new approaches outperform
previous annotation schemes including tools like MetaMap.



6 Conclusion

We proposed and evaluated a new reuse-based approach to semantically annotate
medical documents such as CRFs with concepts of an ontology. The approach
utilizes already found and verified annotations for similar CRFs. It builds so-
called annotation clusters combining all previously annotated questions related
to the same medical concept. Clusters are represented by features covering mean-
ingful term groups from the annotated questions and concept description. New
questions are matched with these cluster representatives to find candidates for
annotating concepts. We further presented a context-based selection strategy
to identify the most promising annotations based on the semantic relatedness
of concept candidates and well as known co-occurrences from previous annota-
tions. In a real-world evaluation, our methods showed to be effective and we
could generate valuable recommendations to reduce the manual annotation ef-
fort. Moreover, reusing annotation clusters is more efficient than searching a
large knowledge base such as UMLS for suitable annotation candidates.

For future work, we plan to evaluate further annotation approaches, in partic-
ular the combined use of several reuse-based and other techniques. For example,
the MetaMap tool alone was inferior to the reuse-based scheme but it could be
used in a combined scheme to find further annotation candidates. We also plan
to build a reuse repository covering annotation clusters and their feature sets for
different medical subdomains. Such a repository can be used to efficiently and
effectively identify annotations for new medical documents. It further enables a
semantic search for existing medical document annotations. This can be useful
to define new medical forms by finding and reusing suitable annotated items
instead of creating new forms from scratch.
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