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Abstract

This paper describes a new application of the the-
ory of cladistics to automatic acquisition of lex-
ical ontologies. In the case of life forms, those
which are phylogenetically related are expected
to share common properties and hence to appear
in similar contexts in texts. The procedure has
been tested with other words that do not refer
to life beings, and a standard phylogenetic algo-
rithm is used to learn automatically lexical on-
tologies from free text. The resulting ontologies
are semantically coherent, as shown by compar-
ing them with WordNet.

1 Introduction
Cladistics is a method for phylogenetic classification ini-
tially proposed by the German entomologist W. Hennig.
Compared to previous approaches to phylogeny, it offered
the advantage that it was based on a repeatable method of
evaluating relationships. Cladistics studies the systematic
classification of groups of organisms based on the charac-
teristics that are shared among them.

The method of cladistics is based on three basic assump-
tions. The first of them states that any group of organisms
has a common antecessor. Secondly, it is assumed that
the taxonomic trees will be binary. Finally, evolutionary
changes (mutations) occur over time. Some approaches
might make further assumptions. Finally, the method for
scoring trees, which assigns the highest score to a tree with
the least amount of mutations, is calledparsimony. For
an introduction to cladistics, refer to[Page and Holmes,
1998].

The cladistic theories have been applied to study the the
evolution of cultures[Alfonseca, 1979; Cavalli-Sforza and
Feldman, 1981; Boyd and Richerson, 1985], anthropology
[Holden and Mace, 2002], and language evolution[Gray
and Jordan, 2000].

1.1 A phylogenetic theory of lexical semantics
It might come as a surprise that lexical ontologies of life
forms tend to parallel biological phylogenetic trees. In
most examples of lexical ontologies that contain living or-
ganisms, these have been structured in the same way as they
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would be by a biologist. This can be observed in general-
purpose lexical ontologies such as WordNet[Miller, 1995]
or the Cyc upper level ontology[Lenat and Guha, 1990].
However, in reality, life beings which are very close in
the evolutionary tree usually share many properties, such
as their appearance and abilities, and therefore they will
appear near a similar set of words. For instance, most
names for mammals can appear with the adjectivefurred
or with the nounplacenta, and only subtypes of horses
can appear as subject of the verbneighor whinny). More
specialised beings are expected to appear in more spe-
cialised contexts. In fact, most approaches for automatic
ontology construction from text use contextual informa-
tion to structure the concepts in a tree (e.g.[Lee, 1997;
Alfonseca and Manandhar, 2002; Pekar and Staab, 2003]).

Therefore, by examining distributional properties of
words it should be possible to generate the most parsimo-
nious tree. For instance, features such as the abilityto in-
gest, to reproduceor to breathcan be used by cladistic al-
gorithms to group together most of the organisms that have
those faculties as descendants of a single antecessor. If the
wordshorse, roanandmarehave those properties, together
with a few others, e.g.to neigh, to whinnyand to gallop,
then they might be grouped together in a cluster.

Furthermore, in principle it might be possible to apply
the same argumentation to other kinds of entities apart from
life forms. For instance, all kinds of knives can appear in all
the contexts in which the termknifeappears, and possibly
in a few ones, more specialised. In this way, in the field of
lexical semantics, we can study the progressive specifica-
tion of the qualities of the concepts represented by words,
and use that for obtaining the equivalent to anevolutionary
tree. The application to ontology building would be in this
way: we can characterise every term with a phenotype de-
scribing the contexts in which that term appears, and use a
cladistic analysis to obtain a phylogenetic tree.

For illustration, let us consider the seven conceptsbody
of water, river, organism, plant, animal, bear andhorse,
and the eight features (eight verbs) listed at the bottom of
Figure 1. The Figure also shows the concepts organised in
a standard taxonomy, where the concepts are ordered from
the most general to the most specific. For each concept
and feature, we can assign it the value 1 if the concept has
that feature (i.e., if the concept appears in the context of the
word that represents the feature), and the value 0 otherwise.
The phenotype of each concept is shown below its name as
a boolean vector.
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sprout mature displace evaporate hybernate neigh breath pour

Figure 1: Example ontology of concepts, and features.

Figure 2: One of the most parsimonious tree obtained with
a cladistic analysis of the seven concepts studied.

If we consider the vector of features as the phenotype of
each concept, and we establish that the root ancestor is the
one for which all features have value 0, then we can use one
of the many cladistic algorithms to derive the phylogenetic
tree. Figure 2 shows a tree obtained with thephylip toolset
[Felsenstein, 1993], using theDollo algorithm. As can be
seen, it shares the same structure as the conventional tree,
except that, in cladistic trees, every concept must always
be a leaf node; therefore, instead of placingorganismas
parent ofanimal, it is set as an “uncle” node in the tree.

2 Experiment and conclusions
This method has been used to organise 100 concepts
(synsets) chosen randomly from the hierarchy of physical
entities in WordNet. The procedure has been the following:

1. For each conceptc,
(a) Download up to 500 documents from the Internet

where that concept appears, using the automatic
procedure described in[Agirre et al., 2000].

(b) Parse all the sentences from the documents where
any ofc’s words appears[Alfonseca, 2003].

(c) Collect automatically all the verbs for which any
of c’s words was the head of the subject.

(d) Represent the concept as a boolean vector, where
a 1 in theith position means thatc appears as
subject of theith verb.

2. Derive a phylogenetic tree from that data using the
Dollo procedure[Farris, 1977].

For evaluation, we have pruned WordNet to include only
the 100 synsets selected, and we compare it against the phy-

logenetic tree obtained. The metric used is the following:
for each cluster in the original tree, we calculate its F-score
compared against the original WordNet[Zhao and Karypis,
2002]. In this first experiment, the mean of the F-scores
for every cluster was 54.96%, a result similar to other ex-
periments (not really comparable, as the datasets used are
different)[Cimianoet al., 2004].

For future work, we plan to extend this experiment along
the following lines: (a) study how the choice of the parsi-
mony algorithm affects the results; (b) extend the descrip-
tion of the phenotypes with adjectives and with words that
hold other syntactic dependences; (c) perform a statistical
analysis, such as the one we did in[Alfonseca and Man-
andhar, 2002], to remove from the phenotypes contextual
terms that might be due to irregular use of words and very
general term which are probably not very informative.
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