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Introduction

The Department of Informatics (IFI) of the University of Zürich, Switzerland works on
research and teaching in the area of communication systems. One of the driving topics in
applying communications technology is addressing investigations of their use and applica-
tion under economic constraints and technical optimization measures. Therefore, during
the autumn term HS 2014 a new instance of the Internet Economics seminar has been
prepared and students as well as supervisors worked on this topic.
Even today, Internet Economics are run rarely as a teaching unit. This observation seems
to be a little in contrast to the fact that research on Internet Economics has been es-
tablished as an important area in the center of technology and economics on networked
environments. After some careful investigations it can be found that during the last ten
years, the underlying communication technology applied for the Internet and the way elec-
tronic business transactions are performed on top of the network have changed. Although,
a variety of support functionality has been developed for the Internet case, the core func-
tionality of delivering data, bits, and bytes remained unchanged. Nevertheless, changes
and updates occur with respect to the use, the application area, and the technology itself.
Therefore, another review of a selected number of topics has been undertaken.

Content

This new edition of the seminar entitled “Internet Economics IX” discusses a number of
selected topics in the area of Internet Economics. The first talk “IP Flow Information
Export (IPFIX) Protocol” provides a detailed characterization of IPFIX. Talk two “Feasi-
bility of Multisig in CoinBlesk”discusses security-related aspects of CoinBlesk with special
reference to using multiple private keys. Talk three “Cloud-based Services: To Move or
Not to Move” discusses the various aspects that need to be taken into consideration when
deciding whether to move services to a cloud or not. Talk four “Applicability of Cryp-
tographic Protocols to Support Service Level Agreements” introduces secure mechanisms
which can be used for automated monetary compensations in case of SLA violations. Talk
five on “QoE-based Charging” presents a financial framework and current research in the
area of QoE-based charging. Talk six on “QoS in Mobile Ad-hoc Networks (MANET)”
introduces MANETs, the underlying technologies, as well as QoS aspects. Talk seven
on “Municipal Wireless Networks” presents technological and economic aspects of Mu-
nicipal Wireless Networks. Talk 8 on “Fairness Indices and Notions in Communication
Systems” is divided in two parts: 8a discusses specific problems arising in the context
of multi-resource allocation along with current solutions, 8b discussess fairness measure-
ment mechanisms. Finally, “Internet Service Providers: Peering and Charging” discussess
peering and charging aspects among network providers in today’s Internet.
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Seminar Operation

Based on well-developed experiences of former seminars, held in different academic en-
vironments, all interested students worked on an initially offered set of papers and book
chapters. Those relate to the topic titles as presented in the Table of Content below.
They prepared a written essay as a clearly focused presentation, an evaluation, and a
summary of those topics. Each of these essays is included in this technical report as a
separate section and allows for an overview on important areas of concern, sometimes
business models in operation, and problems encountered.
In addition, every group of students prepared a slide presentation of approximately 45
minutes to present his findings and summaries to the audience of students attending the
seminar and other interested students, research assistants, and professors. Following a
general question and answer phase, a student-lead discussion debated open issues and
critical statements with the audience.
Local IFI support for preparing talks, reports, and their preparation by students had
been granted by Daniel Dönni, Lisa Kristiana, Patrick Poullie, Guilherme Machado, Andri
Lareida, Corinna Schmitt, Thomas Bocek, Radhika Garg, Christos Tsiaras, and Burkhard
Stiller. In particular, many thanks are addressed to Daniel Dönni for his strong commit-
ment on getting this technical report ready and quickly published. A larger number of
pre-presentation discussions have provided valuable insights in the emerging and moving
field of Internet Economics, both for all students and supervisors. Many thanks to all
people contributing to the success of this event, which has happened in a lively group of
highly motivated and technically qualified students and people.

Zürich, January 2015
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Chapter 1

IP Flow Information Export (IPFIX)
Protocol

Anaxamene Dimitriades, Simon Hodel

The IP Flow Information Export (IPFIX) Protocol was developed by the Internet Engi-
neering Task Force (IETF) for transmitting flow information between different instances
in the network. After defining the requirements, NetFlow v9 was chosen as the base proto-
col among others to develop IPFIX upon. The aim of the new protocol still was to provide
a set of instruments for measuring network traffic. With the template-based approach that
was developed, a major improvement on NetFlow v9 has been achieved. Going beyond the
limits of a simple protocol, IPFIX has become a data format, which enables efficient self-
description of the actual data as well as an highly flexible information model that provides
the vocabulary for its initial purpose, but furthermore facilitating the use of the protocol
in a customized way for any purpose with similar architecture. This feature makes IPFIX
interesting for different business approaches, starting from performant network analysis
going on to sensor networks.
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1.1 Introduction

The idea of IPFIX was to develop a flexible protocol that at the same time serves as an
information model in order to leave the rigid frame of network traffic analysis and mea-
surement, which its predecessor NetFlow v9 was caught in. After a basic determination
of requirements for the new protocol to be developed, NetFlow v9 was elected as the base
protocol for IPFIX. The development started with the goal of keeping NetFlow’s good
aspects and instruments and enriching those with extensible and customizable features,
in order to serve technical needs aside of network analysis which although share the same
elementary logical structure of devices and communication in between. So the interesting
part about IPFIX is its customizability for anyone and any specific needs resembling the
architecture of a typical IPFIX setting.
This paper aims at presenting the brief history of IPFIX, its characteristics, its strengths
and its usage areas. First, some basic concepts and the predecessor of IPFIX, NetFlow
v9, will be presented. After a detailed introduction to IPFIX itself, it will be compared
with NetFlow v9. Finally, the real life use of IPFIX will be shown in two cases, as well as
the benefits of using it.

1.2 Network Flow

In the context of IPFIX and its requirements defined in advance, it has been decided
that IPFIX operates on network flows. This means network traffic is grouped into flows,
which will be measured by IPFIX. An IP flow ”is defined as a set of IP packets passing an
observation point in the network during a certain time interval. All packets belonging to
a particular flow have a set of common properties.” [11] A set can consist of one or more
IP packets. A flow definition can be made out of one or more properties:

1. ”One or more packet header field (e.g., destination IP address), transport header
field (e.g., destination port number), or application header field (e.g., RTP header
fields [RFC3550]).

2. One or more characteristics of the packet itself (e.g., number of MPLS labels, etc.).

3. One or more of fields derived from packet treatment (e.g., next hop IP address, the
output interface, etc.).” [11]

A flow definition is also referred to as a Flow Key. Every IP packet passing the observation
point, which is a certain predefined node in a network (see chapter 1.3.1 for exact term
definition in the IPFIX context), will be checked against the flow definition. If it satisfies
every predefined flow property, it belongs to the flow, otherwise it does not.

1.2.1 Key Data about Cisco’s NetFlow

NetFlow is a protocol developed by Cisco Systems, a US enterprise in the field of network-
ing equipment, with its first version being released in 1990 [8]. Even though the names
are quite similar, NetFlow must not be confused with Network Flow, whereas the former
denotes the protocol and the latter the concept of traffic and packet flow in a network (see
chapter 1.2). The current proper NetFlow release is Version 9. A renaming of NetFlow
v10 to IPFIX was made later on.
The protocol’s aim is to provide information about IP flows in networks, which is gath-
ered at different network nodes like routers or switches, and then forwarded to NetFlow
Collectors, that ”receives Flow Records from one or more Exporters. It processes the
received Export Packet(s); that is, it parses and stores the Flow Record information”
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[3], which collect and parse and/or store them for applications that process these data.
NetFlow v9 uses a template-based approach to export flow data. ”A template defines a
collection of fields, with corresponding descriptions of structure and semantics.” [3] The
use of templates provides mainly two advantages: On the one hand, the data overhead is
reduced, since meta information has to be sent only once in a template, and not together
with every Flow Record. This reduces the data volume, which allows memory savings on
both the NetFlow Exporter’s, that is the ”device that monitors packets” [3] and ”creates
Flows from these packets” [3], which are being exported afterwards, and the NetFlow
Collector’s side. On the other hand, the use of the protocol is more flexible. Changing
the content structure of the actual data recorded on network flows (the so called Flow
Records, transferred inside Export Packets) does not lead to the need of a new definition
of the export format, like it was in previous NetFlow versions.
Originally 79 different Field Types were defined in RFC 3954 for NetFlow v9, describing
various kinds of information that may be supported by a NetFlow Exporter [3]. RFC 3954
was released in October 2004, and it stated that ”when extensibility is required, the new
field types will be added to the list” [3], which will be updated and available on Cisco’s
website 1. A key point about those Field Types is that they only may be extended by
Cisco itself and not by anyone. As of May 2011, totally 104 Field Types were defined.
The introduction of the template-based approach in v9 was the main improvement on
the widespread v5, which does not allow customized Flow Keys, but defines 18 exported
fields, which are fixed for every Flow Record and will be transmitted in every single of
those Flow Records. [12]

Figure 1.1: A typical setup of a NetFlow implementation on a sample network. [1]

In Figure 1.1 a typical setup of a NetFlow implementation is shown: The router connects
a LAN and Remote Sites #1 and #2 with the Internet in a network architecture. It serves
as the NetFlow Exporter device, aggregating passing packets to flows and generates Flow
Records upon them. Those Flow Records are exported in NetFlow Packets to a server,
which itself serves as the NetFlow Collector. The server collects and stores the data and

1http://www.cisco.com/en/US/technologies/tk648/tk362/technologies_white_

paper09186a00800a3db9.html
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serves as an interface for the Analysis Console (controlled and/or programmed by a user),
which runs queries on the data in order to gather information about the network traffic.

1.3 IPFIX: NetFlow v10

IPFIX denotes basically a set of instruments for collecting and exporting information
about network traffic.
It is based on NetFlow v9, which has been selected after an evaluation of several candidate
base protocols in RFC 3955 [9]. The Internet Engineering Task Force (IETF) is the devel-
oper of IPFIX. After having elaborated the requirements (RFC 3917 [11]) and evaluating
the candidate protocols in 2004, the actual protocol was specified in 2008 (RFC 5101 [4],
obsoleted by RFC 7011 [6]), as well as the information model (RFC 5102 [10], obsoleted
by RFC 7012 [5].
Furthermore, the architecture of IPFIX was defined in 2009 (RFC 5470 [13]).
The initial purpose was to provide a standard of tools for network measurements, more
precise focussing on the network layer in the OSI model. As of today, IPFIX can be
characterized mainly by three manners [15]:

1. It is a unidirectional protocol for data export, operating on the application layers.

2. It is a template-driven data format, where template-driven means the customizable
composition of the data structure for the data to export.

3. It is an information model that provides a large vocabulary for the data format.
More than 430 standardized information elements are currently available, with focus
on measurement and logging tasks on the network and transport layers.

1.3.1 Terminology and Architecture

In this subsection, the most important terms of IPFIX architecture will briefly be intro-
duced:

� Flow Record: ”A Flow Record contains information about a specific Flow that was
observed at an Observation Point. A Flow Record contains measured properties of
the Flow (for example the total number of bytes for all the Flow’s packets) and
usually contains characteristic properties of the Flow (for example the source IP
address).” [6]

� Observation Point: ”An Observation Point is a location in the network where
packets can be observed.” [6] This can be an entire LAN or also a single port of a
router for example. Every observation point belongs to an observation domain and
can optionally be a superset of other observation points.

� Observation Domain: ”An Observation Domain is the largest set of Observation
Points for which Flow information can be aggregated by a Metering Process. For
example, a router line card may be an Observation Domain if it is composed of
several interfaces, each of which is an Observation Point.” [6] Every Observation
Domain has a unique ID that will be included in the concerning IPFIX Messages.

� Packet Treatment: ”Packet Treatment refers to action(s) performed on a packet
by a forwarding device or other middlebox, including forwarding, dropping, delaying
for traffic-shaping purposes” [6] and so on.
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� Metering Process: ”The Metering Process generates Flow Records. Inputs to the
process are packet headers, characteristics, and Packet Treatment observed at one
or more Observation Points. The Metering Process consists of a set of functions
that includes packet header capturing, timestamping, sampling, classifying, and
maintaining Flow Records.” [6]

� Exporting Process: ”The Exporting Process sends IPFIX Messages to one or
more Collecting Processes. The Flow Records in the Messages are generated by one
or more Metering Processes.” [6]

� Collecting Process: ”A Collecting Process receives IPFIX Messages from one or
more Exporting Processes. The Collecting Process might process or store Flow
Records received within these Messages” [6].

� Exporter: ”A device that hosts one or more Exporting Processes” [6].

� Collector: ”A device that hosts one or more Collecting Processes” [6].

� IPFIX Device: ”An IPFIX Device hosts at least one Exporting Process. It may
host further Exporting Processes as well as arbitrary numbers of Observation Points
and Metering Processes.” [6]

� Set: ”A Set is a collection of records that have a similar structure” [6].

Figure 1.2: The general architecture of IPFIX processes and devices. [15]

In Figure 1.2 a caption of a network running IPFIX is shown. There are four network
nodes, of which the two on the left hand side serve as Exporters and IPFIX Devices at the
same time, and the two on the right hand side serve as Collectors. The Exporters each
host three Metering Processes (marked as ”MP”), which analyze the network traffic (on
the very left side) and each generate (different) Flow Records out of these observations.
Those are forwarded to the one Exporting Process (marked as ”EP”) running on the same
device. The Exporting Processes each propagate the Flow Records as IPFIX Messages to
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the both Collectors (where the arrows indicate the message routes and their direction),
on which one Collecting Process (marked as ”CP”) is running each. In this specific case,
those store the received messages in a local memory.

1.3.2 Messages and Templates

All IPFIX information is grouped and sent as messages. An IPFIX Message by definition
is ”a message that originates at the Exporting Process and carries the IPFIX records of
this Exporting Process, and whose destination is a Collecting Process. An IPFIX Message
is encapsulated at the transport layer” [6]. Every IPFIX message consists of a Message
Header, followed by zero or more Sets.
The Message Header has the following format: [6]

1. Version: IPFIX Version number.

2. Length: Total message length in octets.

3. Export Time: Time at which the header leaves the Exporter.

4. Sequence Number: Incremental sequence counter for all Data Records sent in the
current stream from the current Observation Domain by the Exporting Process.

5. Observation Domain ID: Locally unique to the Exporting Process.

After the Message Header, an arbitrary number of sets may be attached to the message.
Within a single Set, the records must all be of the same type. There are three different
types of sets [6]:

1. Data Set: One or more Data Records, of the same type, that are grouped together.
Each Data Record is previously defined by a Template Record or an Options Tem-
plate Record.

2. Template Set: A collection of one or more Template Records.

3. Options Template Set: A collection of one or more Options Template Records.

Figure 1.3: Example of an IPFIX Message. [6]

In Figure 1.3 an example of an IPFIX Message is shown. It consists of all set types. In
this specific case, the first Template Set contains the definitions for the following Data
Set, same as the Options Template Set defining the data structure for its following Data
Set.
An essential aspect of IPFIX is the Template concept. A Template defines the structure
and the semantics of a Data Record in advance, such that a Collecting Process knows
what the information it collects in a Data Record is about. This helps to reduce traffic
overhead and allows the use of IPFIX in a flexible way. A Template is propagated in
a Template Record, which consists of pairs of the types Information Element and Field
Length. Every template is identified by a unique ID, which a Data Record later on refers
to in order to provide the meta information to the Collecting Process.
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An Information Element is a protocol- and encoding-independent description of an at-
tribute that may appear in an IPFIX Record. Information Elements are defined in the
IANA ”IPFIX Information Elements” registry 2. The type associated with an Informa-
tion Element indicates constraints on what it may contain and also determines the valid
encoding mechanisms for use in IPFIX. Currently over 430 standardized Information El-
ements are available. Examples for such Information Elements are sourceIPv4Address,
destinationIPv4Address, sourceTransportPort, destinationTransportPort or protocolIden-
tifier, which grouped together are known as the ”Traditional Five Tuple” that builds a
popular Flow Key. Moreover multiple counters like PacketDeltaCount or timestamps for
certain events such as flowEndSysUpTime are contained in the registry. A notable feature
of IPFIX is the possibility of using self-defined Information Elements. The semantics of
such customized Information Elements are not bound to any constraint, they only have to
be registered at IANA, which will assign a unique ID together with an Enterprise Num-
ber to a new Information Element. The assigned Information Element ID and Enterprise
Number will appear as an identifier for the new Information Element in the Field Specifier
inside a Template Record or Options Template Record, which refers to a certain value in
a corresponding Flow Record delivered afterwards.

Figure 1.4: Combined functionality of a Template with the actual data in a Flow Record. [15]

In Figure 1.4 the mode of operation of a Template is shown. The Template on the top
was assigned the ID 261 and it counts 9 Information Elements (marked as ”IEs”), which
is indicated in the Template Header. The 9 types of Information Elements contain the
”Traditional Five Tuple”, as well as two timestamps and two counters. (In the actual
protocol only the number in brackets is included, which refers to the entries in the IANA
registry.) Together with each Information Element the length in octets is indicated. The
Data Set at the bottom left corner is sent after the Template and contains the Template ID
261 as a Set Header element. The arrows between the Template and the Data Set indicate
the transmission order as well as the logical connection between these two messages: The

2http://www.iana.org/assignments/ipfix/
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Data Set is sent after the Template (thick blue arrow), and the Data Set contains Flow
Records with the structure defined in the Template with the ID 261 (thin blue arrow).
This link ensures the correct interpretation of the following Flow Records in the Data Set.
The blue thick arrow connecting the Data Set with the Flow Record on the right hand
side symbolizes a zoom-in on one particular Flow Record that the Data Set contains: It
is shown in detail on the right hand side, and as defined in the template, there are the 9
fields of information containing the actual value.
Options Templates define records to a specific Scope. A Scope gives the context of the
reported Information Elements in the Data Records and is only available in Options
Template Sets. It refers to an entity in real world or in IPFIX architecture or protocol,
such as an entire LAN, a single router interface, an Exporting Process or a Template.
Those are defined by the use of a set of Information Elements. Collecting Processes
should minimally support observationDomainId, exportingProcessId, meteringProcessId,
templateId, lineCardId, exporterIPv4Address, exporterIPv6Address, and ingressInterface
as Scope Information Elements. An Option Template is used to describe information
about the collection infrastructure, metadata about flows (or a set of flows) or common
properties of a set of flows [15].

Figure 1.5: Example of the functionality of an Options Template. [15]

In Figure 1.5 the functionality of an Options Template is visualized. The Options Tem-
plate on the top is sent first to a Collecting Process. In its header, it is uniquely identified
by the Template ID 265. The second header field indicates the total number 2 of Infor-
mation Elements (marked as ”IEs”) of the Options Template, including those which serve
as Scope identifier. The Scope field determines which Information Elements belong to
the Scope definition, starting from the first straight up to the last Information Element,
which here is only one. So the Information Element templateId serves as the Scope iden-
tifier and has a length of 2 octets, whereas the second Information Element is the Option.
In the Data Set that is received by the Collecting Process afterwards (indicated by the
thick blue arrow showing the transmission order), the Set ID in the header, 265, refers
to the Options Template above (indicated by the thin black arrow connecting Data Set
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and Options Template). The thick blue arrow connecting the Data Set and the Options
[Template] Record symbolizes a zoom-in on the only Options [Template] Record (”de-
fines how to scope the applicability of the Data Record” [6]) that the Data Set contains,
which itself consists of the actual data. The Template ID 261 specifies the corresponding
Template as the Scope (sent even before the Options Template and thus already known
by the Collecting Process), which is indicated by the first thin black arrow connecting
the Options Record and the Template, whereas the flowKeyIndicator value describes this
scope, indicated by the second thin black arrow pointing from the flowKeyIndicator to
the five Information Elements in the Template.

1.3.3 Transport

IPFIX was designed to be transport protocol independent. However, PR-SCTP (Stream
Control Transport Protocol with Partial Reliability extension) must be implemented in
every IPFIX installation. It should ”be used in deployments where Exporters and Collec-
tors are communicating over links that are susceptible to congestion. SCTP is capable of
providing any required degree of reliability when used with the PR-SCTP extension.” [6]
SCTP-PR provides several features more than TCP/UDP like multiple streams between
sender (Exporter) and receiver (Collector), partial reliability, where certain packets can
be skipped for retransmissions, allows unordered delivery of packets and has all in all a
simpler state machine than TCP. Especially the partial reliability is important for IPFIX,
since Templates must be sent reliably in order to guarantee the correct data interpretation
at the Collector. Hence SCTP-PR allows best-effort reliability on a UDP-level, but still
provides TCP-level congestion control, that aims to ensure the performance of a network
as good as possible by using several mechanisms that should prevent congestion and the
consequential (partial) collapse of the network [15].
The connection-oriented and reliable TCP (Transport Control Protocol) may be used for
IPFIX installations, even though the use of SCTP-PR is recommended. The implemen-
tation of TCP makes sense if IPFIX data has to be transferred over links that are prone
to congestion, such as the Internet [15].
The connection-less and unreliable UDP (User Datagram Protocol) may be used as well,
but should only be used on ”dedicated networks within a single administrative domain”
[15] due to its characteristics. Again, the use of SCTP-PR is preferred to UDP.

1.3.4 Security

As the requirements for IPFIX were defined, three basic security principles were raised:
Confidentiality, integrity, and authenticity should be granted by the final version, with
regard to the capability of using IPFIX securely on the Internet. [11] This lead to a more
precise wording of the security requirements, as well as the protocols that are used within
IPFIX.

1.3.4.1 Requirements

There are three basic security requirements for IPFIX:

1. ”It must provide a mechanism to ensure the confidentiality of IPFIX data transferred
from an Exporting Process to a Collecting Process, in order to prevent disclosure of
Flow Records transported via IPFIX.” [6]

2. ”It must provide a mechanism to ensure the integrity of IPFIX data transferred from
an Exporting Process to a Collecting Process, in order to prevent the injection of
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incorrect data or control information (for example Templates), or the duplication of
Messages, in an IPFIX Message stream.” [6]

3. ”It must provide a mechanism to authenticate IPFIX Collecting and Exporting
Processes, to prevent the collection of data from an unauthorized Exporting Process
or the export of data to an unauthorized Collecting Process.” [6]

In order to fulfill these requirements, combined with the characteristics of the proposed
protocols on the transport layer (see section 1.3.3), the pairs of transport and session layer
protocols in the following section are recommended to use.

1.3.4.2 Protocols

Depending on the used protocol on the transport layer, one of the two following protocols
should be applied on the session layer [6]:

� If TCP is used as the transport protocol, TLS (Transport Layer Security) is applied.

� With UDP or SCTP(-PR) used on network layer, the quasi datagram version of
TLS, DTLS (Datagram Transport Layer Security), is applied.

Both of them were designed to fulfill the three security concepts, which are requirements
for IPFIX and are implemented for the use in uncontrolled or non-dedicated networks.
The alternative to using those security protocols is to run the IPFIX installation inside a
dedicated secure tunnel. In the latter case, security issues are shifted to the responsibility
of the network tunnel that has to grant the secure transport of the messages. Hence, the
application of the security protocols are not an IPFIX-specific issue anymore.

1.4 Comparison of IPFIX and NetFlow

Basically, NetFlow and IPFIX widely correspond, since IPFIX is the further development
of NetFlow v9, from which it adopted the core concepts and refined it according to the
determined requirements.
The main difference concerns the information model. While NetFlow provides 79 prede-
fined ”Fields” for different information content, IPFIX provides currently more than 430
standardized Information Elements. The range of 1 - 127 of IPFIX Information Elements
is compatible with the ”Fields” used by NetFlow v9. [5] The significant difference however
is the customizability of the information transfered by IPFIX. The user is free to define
individual Information Elements that can be used enterprise-independent. New Infor-
mation Elements do not have to be linked to network traffic measurement at all, which
offers a new horizont of a generic information model coming along with a data exchange
protocol. Customized Information Elements have to be registered at IANA, which assigns
a Type ID and an Enterprise ID to the new Information Element, such that it is globally
unique and can be identified by this tuple. NetFlow does not provide this option.
This feature makes IPFIX interesting for purposes beyond of network traffic measurement.
Basically everywhere a similar architecture exists with data sources and sinks, IPFIX can
be customized and implemented for any individual purpose.
In Figure 1.6 five imaginary new Information Elements to be registered at IANA are
shown. Beside the information about the platform, the kind of the sensor and the vendor of
the technical unit, both Enterprise ID and Type ID are indicated. Whereas the Enterprise
ID for two different Information Elements can be the same, like for the first and the second
row, this holds as well for the Type ID, like in the first and the third row. However, the
tuple <Enterprise ID, Type ID> is unique and provides for a global identification of the



18 IP Flow Information Export (IPFIX) Protocol

Figure 1.6: Table of custom Information Elements. [14]

Information Element. None of the Information Elements in the list does denote data in
the native field of network traffic measurement, but in sensor networks, what the flexible
Information Model of IPFIX allows.

1.5 IPFIX Applications

As it will be seen in the following, IPFIX can be used to solve diverse problems, and
present some great benefits. Thos use case of IPFIX are presented for two real life cases,
with the use of a production interface to illustrate our cases. This shows in what manner
IPFIX can be used, and how easy it may be to use.

1.5.1 Case: Server unavailable

This case comes from CA Technologies [2] as well as the figures shown below.
In this case, the issue is the following:

”In the last 10 minutes, users in the New York office have suddenly started
calling to complain that they cannot access key financial applications or server
resources in the London data center.” [2]

From there a technician is able to use the IPFIX interface to get the information he needs.
He is able to create a report and make a first step for the localisation of the issue.

Figure 1.7: Interface Timeframe Report. [2]

On Figure 1.7 one can see the interface he can use. On the left the selection parameter
appears, where the date and time can be picked. On the right is the actual data corre-
sponding to the request. In this case, a peak can be localised between 22:50 and 23:00
where Outs are reaching an unusual high level.
By using the interface it is possible to zoom in on the issue. A detailed report like Figure
1.8 is obtained. On the right are present protocols and their use of the network, and on
the left a pie chart representation of those data. It is easy to see that there is a problem
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Figure 1.8: Detail Protocol Report. [2]

located on the protocol ”ms-sql-m”, as the allocation for this protocol is taking 84 percent
of the total capacity, which is very high.
At this point, the issue is localised but the reason of the problem is not found yet. The

Figure 1.9: Results Report. [2]

choice is made to dig deeper in the protocol’s information, the Figure 1.9 shows the results
of this request. On the figure is the report under table format corresponding to the use of
the network (in packets and bytes). It’s observable that six components take the most of
the bandwith, the technician is able to diagnose that the problem was caused by a virus.
In the present case, IPFIX helped the technician to identifiy a known virus, that he was
able to remove, which fixed the issue.

1.5.2 Case: Poor performances

This case comes from CA Technologies [2] as well as the figures shown below.
In this case, the issue is the following:

”Users in Singapore are complaining about poor performance when accessing
critical business applications in the Houston Data Center. The network man-
ager has suggested a 120,000 dollar bandwidth upgrade to fix the problem;
however, the network engineer is not confident that this will resolve the issue.
The network engineer uses ReporterAnalyzer to understand the cause of the
poor performance.” [2]
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Figure 1.10: Top Out Report. [2]

Figure 1.11: Utilization Report. [2]

Figure 1.10 presents the utilization (in %) of the Outs on a bar graph, it is visible that
the network in Houston is used too much. It is also visible in Figure 1.11, which displays
In and Out utilization in excess (over 90% or over 25% for 20% of reporting period), that
Houston In and Out reaches an average utilization over 90%, that is not adequate.

Figure 1.12: Protocol Calendar Chart. [2]

Another aspect of the IPFIX interface allows to see the data on a calendar chart like in
Figure 1.12. Utilization is made clear for each day and hour for each month. Here, it can
be spot an unusual activity on the 25 May where the utilization goes beyond 90%.
In this case as well, the engineer can go deeper into the data and spot the protocol usages
that are unusual. As shown in Figure 1.13 (similar in style to 1.8), the http protocol asks
for further investigation.
The interface allows to access a different view of the traffic like Figure 1.14, with this
graph form is easily visible the behavior of the http traffic compared to a baseline, In on
top, and Out down. Here the http traffic Out present unusual peaks. Those peaks are
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Figure 1.13: Protocol Report. [2]

Figure 1.14: ’http’ Report. [2]

explained in the Figure 1.15, that the reason for this use of the http protocol is the US
Web Proxy Server that is using the most this host (9̃0%).
Later on the engineer could find out that the reason on the issue was that Singapore’s
users changed the internet proxy to US servers (in order to, presumably, get faster internet
access).
A clear advantage of IPFIX is that it allowed to fix the issue and to avoid the department
to spend money on material that is not needed.

1.5.3 Business’ benefits of IPFIX

There are several benefits inherent in using IPFIX.
IPFIX is good to have a system of traffic sources association, which allows for optimization
of the network (finding bottlenecks, fixing inefficiencies) and to make investment on the
network infrastructure. For this use, IPFIX allows to work with precise numbers and may
allow to save money while still being able to build a good network system.
Another benefits of IPFIX is its capacity to work with real time information. This is
useful to perform a constant following of the performances to keep track of the activity
on the network. Yet, it also allows to solve more rapidly the problem that may occur, by
using the IPFIX interface which allows a quick access to the required information.
A different benefit of IPFIX is that it is implemented within the network, so it does
not need for a heavy added infrastructure like probes. This makes it more scalable and
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Figure 1.15: Hosts Report. [2]

cheaper as there is no maintenance cost or heavy investment. Moreover it allows to gather
data that are more ”complete” compared to other systems, due to the implementation of
IPFIX on every network gear, so that there is no undefined area.

1.6 Conclusion

This paper highlighted several aspects of IPFIX, such as it being built on a previous
Cisco work, NetFlow v9. IPFIX covers the important improvement on NetFlow of the
extensible and customizable Information Elements, which leads to the freedom of the field
of application, going beyond the area of network analysis and supervision.
The main purpose of IPFIX were presented, they are its ability to measure the traffic
network (in real time) and to give more flexibility for the network administrator. To
finish, it is also indicated that IPFIX is not only interesting from a technical point of
view, but it also allows for very powerful usage in the real world.
In a few words, though IPFIX is technically interesting, the more fascinating about it are
the possibilities that it offers. The increased usability and functionalities compared to
other solutions are great assets that make it a very interesting tool to use in complement
with the Cisco products.
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Chapter 2

Feasibility of Multisig in CoinBlesk

Andreas Albrecht, Adrian Gasparini

Bitcoin is a digital payment system that works without any centralized authorities or ser-
vices. It is built as a fully distributed peer-to-peer (P2P) system which is open to everyone.
CoinBlesk is an online Bitcoin wallet service targeting mobile devices such as smartphones
and tablets. It enables instant payments in Bitcoins between users over near field com-
munication (NFC). In general, the technical foundation of Bitcoin is able to cope with
the standard use case of a payment system. However, users face many challenges which
are increasingly important now that Bitcoin has become much more popular. One crucial
aspect is the safety of Bitcoins because many users and services were and still are tar-
gets of criminals, victims of fraud or have lost money due to missing wallet backups or
theft. The multisig concept is a technical answer to these issues. While traditional Bitcoin
transactions need to be signed by one private key, multisig enables the use of more than
one private key associated with a transaction. For instance, it is possible to create an
address associated with three private keys out of which two are required to spend money.
As a consequence, a lost key does not lead to loss of money and the level of security is
increased because more than one key is required. This paper discusses the feasibility of the
multisig concept in CoinBlesk.
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2.1 Introduction and Problem Statement

Bitcoin [37, 7] is a digital payment system that works without any centralized authorities
or services. It is built as a fully distributed peer-to-peer (P2P) system which is open to
everyone. Bitcoin has received much attention in the past as it is the first implementation
of a fully distributed cash system with economic success. The current market capitaliza-
tion is approximately 4.6 billion USD [16, 23], which reflects that people are willing to
pay fiat money such as USD in exchange for BTC.
A downside of the economic success is that it is attractive for criminals to attack users
and steal Bitcoins from them accordingly or to commit fraud. Even though Bitcoin is
a public system, it is difficult to prosecute such incidents due to the non-reversibility
of transactions and the pseudonymity of users in the network. Hence, a crucial part of
Bitcoin and probably its future is the security of the user’s assets in particular if Bitcoin is
used as a replacement for traditional currency and payment systems such as credit cards
or PayPal.

2.1.1 Motivation

Multisig [8, 2, 18, 19] is a concept in Bitcoin that enables additional security features.
Users sign their regular Bitcoin transactions with their private key to spend coins. On
the other hand, multisig transactions require one or more signatures, i.e. they need to
be signed with one or more private keys. For instance, it is possible to specify that
two signatures of private keys out of three are required to create a valid transaction and
hence, to spend money. This is very powerful and flexible and allows implementing many
additional features such as contracts or access restrictions.
A key feature of multisig is that it allows implementing customer protection by means
of escrow services in a distributed and secure fashion. Traditional payment systems like
credit card system or PayPal [40] allow customers to file for a refund if they do not agree
with a transaction. Since transactions are non-reversible in Bitcoin, the receiving party
has - once a transaction is issued - more power compared with the sender in a case of a
dispute. Since there is no central authority that can mediate between disagreeing payer
and payee, technical countermeasures are required.
Furthermore, multisig can be used to distribute control over money by distributing keys
either by storing them at different places or by giving them to multiple people.

2.1.2 Feasibility of Multisig in CoinBlesk

CoinBlesk [22] is an online Bitcoin wallet service targeting mobile devices such as smart-
phones and tablets. It is developed by students and staff members of the Communication
Systems Research Group (CSG) of the University of Zurich. It enables instant payments
in Bitcoins between users over near field communication (NFC), i.e. by holding mobile
devices together.
To achieve this, CoinBlesk does not simply rely on the Bitcoin network and its public
ledger, but introduces a centrally managed service that operates as a trusted mediator
between payer and payee and keeps track of transactions. As a result, the service needs
to be in full control of the assets of its users and executes payments between them on
demand. This avoids that users can spend money without the service noticing it. A
consequence of this design is that users must fully trust the CoinBlesk service operator as
they give up full control over their Bitcoins. This is very similar to a bank in traditional
payment systems.
This paper investigates how multisig can mitigate these issues and analyzes how the
multisig concept can be integrated into the CoinBlesk architecture. Furthermore, the
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legal situation of Bitcoin services and CoinBlesk in Switzerland is described followed by
a discussion of how multisig addresses law and regulation issues (e.g. banking license).

2.1.3 Outline

The remaining part of this paper is organized as follows. Section 2.2 gives a short intro-
duction to Bitcoin basics followed by a presentation of CoinBlesk and its design in Section
2.3. Multiple multisig techniques are introduced in Section 2.4. In particular, multisig
as implemented in the Bitcoin protocol and alternatives are studied. The integration of
multisig in CoinBlesk and its implications are described in Section 2.5. Related work is
discussed in Section 2.6. The focus is on techniques used in Bitcoin payment solutions,
wallet services and concepts that use multisig or offer similar functionality as CoinBlesk.
Finally, the summary and conclusions follow in Section 2.7.

2.2 Bitcoin

Bitcoin is a digital payment system that works without any centralized authorities or
services. It is built as a fully distributed peer-to-peer (P2P) system which is open to
everyone.
Participating peers have one or more associated Bitcoin addresses which they can use to
receive and send Bitcoins (BTC). Note that the term Bitcoin refers to both, the system as
well as the unit of the currency. Transactions of users are public and broadcasted within
the network. As a result, all peers can keep track of all payments and there is no need
to trust single entities. The nodes collectively build a distributed public ledger called
blockchain that includes all transactions ever made.
The blockchain records all payment activity between users by including new transactions
in blocks that are chained together, which orders the transactions by time. Hence, the
network agrees on a unique history, which prevents that users can cheat and, for instance,
spend the same Bitcoin multiple times. The process of building the public ledger is called
mining and is done by so-called miners. Miners collect broadcasted transactions and
add them to a set of transactions called block. They then try to solve a difficult time
and resource consuming cryptographic puzzle. Solving the puzzle takes approximately 10
minutes for all miners of the network. Once a miner finds the solution to the puzzle, he
is rewarded with a certain amount of Bitcoins. Furthermore, the corresponding block is
appended at the end of the blockchain.
Due to the decentralized nature and the unique history, transactions cannot be reversed
once they are acknowledged by the network and included in the ledger. This is because
it would take too much time and computational power to rebuild the blockchain.
Cryptography is a fundamental part of Bitcoin. In particular, public key cryptography is
used to send and receive money. Each user has at least one address that is derived from
his public key. To spend money, the sender creates a transaction that transfers money to
the address of the receiver. In addition, he signs the transaction with the private key that
corresponds to the address where the money to spend was received in the past.

2.3 CoinBlesk

CoinBlesk is a mobile Bitcoin payment system (MBPS) that is developed by students and
staff members of the Communication Systems Research Group (CSG) of the University of
Zurich. It enables instant Bitcoin money exchange between two parties over NFC (near
field communication) and supports two typical use cases. First, it allows merchants to
request money from customers at a point of sale (POS). Second, it allows sending money
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between users directly in a peer-to-peer (P2P) fashion. The use cases mainly differ in two
aspects: the direction of money and the party who initiates the transaction and specifies
the amount of money to transfer.
In the remaining part of this section CoinBlesk and its motivation is presented in Section
2.3.1 followed by a discussion of the architecture in Section 2.3.2. The focus of Section 2.3.3
is on open issues of CoinBlesk. In particular, payment authorization issues are outlined
as well as legal questions that play a role if Bitcoin services are offered in Switzerland.

2.3.1 CoinBlesk Overview

Bitcoin is fast compared with traditional bank wire transfers, which typically take at least
a day to be processed. However, Bitcoin is slow in comparison with instant credit card
payments. This is because Bitcoin transactions need to be verified by the network in a
distributed fashion. It takes approximately 10 minutes on average for a transaction to
be confirmed once in a newly mined block in the blockchain. If six confirmations are
requested for a reliable verification, it already takes about an hour. For some situations,
like everyday payments in a shop or restaurant, this is far too long because waiting times
are not acceptable in these situations. Sellers can lower the number of confirmations to,
for instance, one or even zero. This avoids waiting time by the cost of increased risk to
lose money due to failed transactions which will never be confirmed by the network.
Users who pay with Bitcoin usually pay a fee for each transaction. The fee is an incentive
for the nodes in the Bitcoin network to process the transaction. In particular, a miner
creating a new block collects all fees of the transaction included. For small payments the
fee may become a substantial part of the total amount to pay. Hence, it is desirable to
avoid transaction fees for these payments. Today, this is not a huge issue because the fees
are not very high, but they may increase in the future.
A further problem with Bitcoin is that both, the customer and the merchant need to be
connected to the Internet to send and receive transactions form the Bitcoin network. This
is problematic for roaming users without Internet connection abroad, as well as for points
of sale in areas with bad mobile Internet coverage, e.g. in buildings.
CoinBlesk addresses these issues by introducing a centralized service. The next section
presents the CoinBlesk architecture and discusses how it tries to eliminate the aforemen-
tioned shortcomings of Bitcoin.

2.3.2 CoinBlesk Architecture

The CoinBlesk architecture consists of a server and a client application, which is installed
on the devices of users, i.e. on smartphones and tablets of merchants and customers.
Figure 2.1 shows an overview of CoinBlesk’s architecture [31]. Currently, the client appli-
cation is available for Android devices only running Android 4.4+.
Using the CoinBlesk app, a user creates a Bitcoin address, whose corresponding private
key is stored on the CoinBlesk server. Then, the user can pay in an amount of Bitcoins
to his/her address.
In order to make a deal between two parties, their client devices communicate with each
other via NFC. The customer’s device issues a request to pay the negotiated amount,
signs it with the customer’s private key (note: this is not a private key corresponding to a
Bitcoin address) and sends it to the merchant’s device (via NFC). The merchant’s device
forwards the signed payment request to the CoinBlesk server (via a RESTful service).
The server verifies the signature of the payment request. As the server is in control of the
users’ Bitcoin private keys, users cannot spend money without the server knowing it. The
server thus keeps track of the users’ account balances and can confirm payments between
them instantly (as there is no need to wait for confirmations by the Bitcoin network).
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Figure 2.1: CoinBlesk Architecture [31]

There is no need to actually issue Bitcoin transactions until a user wants to pay out his
account balance to a Bitcoin address that is not controlled by CoinBlesk. As the account
balance of a user may be higher than the amount associated with the user’s Bitcoin
address (such as in the case of a merchant who has received payments from customers),
CoinBlesk takes the required amount of bitcoins as transaction inputs from some of the
Bitcoin addresses controlled by CoinBlesk.

2.3.3 CoinBlesk Issues

In the following subsections security issues and the legal situation of Bitcoin services are
discussed.

2.3.3.1 Security

A consequence of the centralized design is that users must fully trust the CoinBlesk service
operator as they give up full control over their Bitcoins. If the CoinBlesk server fails, the
Bitcoins are no longer accessible and may even be lost forever (due to loss of the private
keys). Furthermore, if the CoinBlesk server gets compromised, the intruder is in control
of the Bitcoins (i.e. key theft). In addition, users are always in a weaker position and
CoinBlesk can hold the user’s money hostage and deny payments.

2.3.3.2 Legal Situation of Bitcoin Services

Besides the technical view there is also the legal situation that needs to be looked at.
Does controlling the users’ Bitcoin balance require a license and which regulations may
apply? This depends on the country where the service operates. Thus, the focus is on
the situation of Switzerland.
In Switzerland there are no Bitcoin-specific laws in place and payments in Bitcoin are legal
and unregulated [46, 45] according to the Swiss Financial Market Supervisory Authority
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(FINMA). Nevertheless, regulations and laws may apply for services that manage user
accounts. The Swiss parliament is aware of Bitcoin and has submitted two postulates
regarding Bitcoin [48, 49], to which the Swiss Federal Council has responded with a
report [25]. In this report the following is stated regarding the Banking Act:
”Only banks are allowed to accept deposits from the public on a professional basis. Indi-
viduals or legal persons who intend to accept deposits from third parties on a professional
basis must obtain a banking licence before commencing their activities. [...], an entity
acts on a professional basis if it accepts deposits on a permanent basis from more than 20
people or if it advertises such services in any form, [...].”
There are some exceptions to this rule. A banking license is not required if the payment
system is only used to acquire goods and services. This holds if no interests are paid
and the account balance of each customer is below 3000 CHF. CoinBlesk is intended for
the acquisition of goods or services. However, CoinBlesk does not preclude the transfer
of money for other purposes. So, it appears questionable if this exception applies. In
particular, as users also can send each other money using the CoinBlesk platform which
indicates that CoinBlesk may be considered as a sort of trading platform.
A banking license is further required if there is no other institution such as a bank that
guarantees the user assets. However, if users have access to their account at all time
without participation of the service, a license is not required. Since the private keys are
managed by CoinBlesk, this does not apply at the moment.
Furthermore, FINMA states that anti money laundering regulations apply if a service
allows purchasing and selling Bitcoins. These rules do not apply as long as CoinBlesk
does not allow exchanging (i.e. sell and buy) Bitcoins directly but relies on other existing
services such as Bitcoin ATMs to deposit user funds. These regulations further apply for
trading services.

2.4 Multisig

In order to spend Bitcoins received to an address, users have to sign the spending transac-
tion with the corresponding private key. Thus, as long as the private key is kept in a safe
and secure place, the funds sent to the particular address are safe. However, as soon as
the private key is compromised the funds are not secure anymore. Since the private key
is the only way to grant access to coins, lost private keys implicate lost coins. In the past,
many users lost Bitcoins due to lost private keys, fraud or theft [34, 29, 13]. There are
several approaches that tackle these issues and try to secure and protect Bitcoin accounts.
Many of them use common practices that are known from other online services.
First, backups of Bitcoin wallets including private keys are very crucial and an easy way to
protect against key loss. Furthermore, hierarchical deterministic wallets [52] simplify key
management and backups as addresses and private keys are generated deterministically
given a seed and hence, only the seed (e.g. a mnemonic) needs to be protected instead of
a set of private keys. This eliminates the need of continuous and repeated backups since
all private keys are derived from a seed.
Second, centralized services such as Coinbase [21], BitGo [14] or Blockchain.info [17] that
are maintained by a service provider and possibly secured by security experts are another
option. Many users may think that these systems are more secure than smartphones or
home computers due to advertised security and audits. These services may help to protect
against attackers that try to steal private keys on user devices. In addition, centralized
services often offer additional security measures such as two-factor authentication. How-
ever, many users do not trust centralized services because they have full access to the
user funds and they probably do not guarantee full protection. In particular, inside at-
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Figure 2.2: Creating redeem script and receiving Bitcoins to script hash. [8]

tacks, social engineering attacks, phishing and other attacks are still feasible and common
[34, 13, 33].
Third, there are offline wallets [5, 24], paper wallets [38, 6] or hardware wallets [50, 41]
that do not connect to the Internet. They store the private key in a hardware token, on
an offline computer or on paper, which reduces attack vectors that require an Internet
connection (e.g. malware distributed using mail).
Even though these techniques help to protect Bitcoin funds, they still have flaws. All these
approaches have in common that they eventually reveal or grant access to the private key.
Hence, the private key represents a single point of failure or attack point. Multisig is an
approach that eliminates this. In contrast to regular Bitcoin addresses and transactions,
multisig addresses require multiple keys and possibly multiple signatures to be valid.
In the remaining part of this section, multiple multisig approaches are introduced. Two
implementation types are discussed: multisig inside the Bitcoin protocol in Section 2.4.1
and alternatives in Section 2.4.2 that are more general and outside of the Bitcoin protocol.

2.4.1 P2SH Multisig

The motivation of pay-to-script-hash (P2SH) [3] is that the sender of coins usually only
wants to simply send money, but has little interest in future transactions of the receiver or
security measures at the receiver [8]. The receiver, however, is interested in the security
of the coins and the conditions for the next spending transaction. Bitcoin introduced
a simple scripting language and a technique called P2SH to achieve this, which allows
receivers to define conditions in a redeem script that must be met in order to spend
money. As the name suggests, payments go to a hash of a script, which means that P2SH
uses another addressing scheme in which addresses are derived from a script. Regular
addresses, on the other hand, are derived directly from a public key.
Section 2.4.1.1 first shows how P2SH transactions work in general including the new
address scheme as they are a means to implement multisig in Bitcoin, which is discussed
in Section 2.4.1.2.

2.4.1.1 P2SH Addresses and Transactions

To illustrate P2SH, the following situation based on [8] is considered in which Alice as the
sender wants to give Bitcoins to the receiver Bob, who further spends the received money.
P2SH consists of two parts: receiving payments and spending funds. Figure 2.2 depicts
the first part. Bob needs to give his Bitcoin address to Alice as she needs to include this
information in the transaction. Thus, Bob generates a P2SH address [4] as follows. He
creates a redeem script using the scripting language. Next, he hashes the script, which
results in his Bitcoin address where Alice can send Bitcoins to. Bob does not discard
the redeem script as he needs it to spend received coins in the future. Alice creates a
transaction that transfers some Bitcoins to the hash of the redeem script. She does not
need to possess the actual redeem script in its serialized form. Bob receives the coins
eventually once the transaction is broadcasted and confirmed.
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Figure 2.3: Spending Bitcoins paid to a script hash. [8]

In order to spend money sent to a script hash as illustrated in Figure 2.3, Bob creates a
transaction as well and a corresponding signature script which includes the redeem script
in its serialized form. Furthermore, he signs the transaction with his private key. Miners
who validate the transaction process it as follows. First, they check that the hash of
the redeem script in Bobs transaction matches the hash included in Alice’s transaction.
This ensures that Bob provided the same redeem script which was used to generate the
Bitcoin address. Second, the script is executed. It may evaluate to true or false and
the transaction is only considered valid and included in a block in the former case. The
evaluation ensures that the conditions specified in the script are indeed satisfied.
Another simple approach to achieve the aforementioned goal of specifying spending con-
ditions would be to give the script in a serialized form directly to Alice who then could
include the script in the transaction. However, this solution has shortcomings because it
would require more knowledge at the sender. It would reveal the script content to the
sender and would require more data to be transferred. Eventually, however, the script is
published as Bob spends the coins. In contrast, the hash of a script is small in size such
that it even fits in a QR code, which is in particular beneficial for mobile devices.

2.4.1.2 M-of-N Multisig using P2SH

P2SH allows implementing multisig in Bitcoin [8, 9, 11, 2, 3] by putting the condition
that multiple signatures are required into the redeem script. An M-of-N scheme is used
where a threshold of M signatures out of N are required for the script to evaluate to true.
In general, an M-of-N multisig redeem script looks as follows:

OP_M [pubkey 1] [pubkey 2] ... [pubkey N] OP_N OP_CHECKMULTISIG

OP_M specifies the number of required signatures and OP_N the total number of included
public keys in the script. In theory M and N are integers between 1 and 15. In practice they
are limited because size limits of scripts apply for standard transactions. Currently, M+N

should not exceed 7 if uncompressed keys are used. The instruction OP_CHECKMULTISIG

tells others how they should process the signature script respectively verify the transaction.
To spend coins, a signature script has to be created which looks as follows:

OP_0 [signature x] ... [signature y] [serialized redeem script]

It consists of a list of signatures as demanded by the specified threshold M of required
signatures and the redeem script itself in its serialized form. OP_0 is a workaround for an
implemented off-by-one bug [8].
As a transaction is broadcasted and received by other peers, they validate it by processing
the signature script in reverse order from right to left (because the statements are pushed
onto a stack). The first statement is OP_CHECKMULTISIG and tells a peer to read an integer
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N followed by that many public keys. Next, the threshold M is consumed followed by that
many signatures. Given the public keys, the peer can verify the signatures and return
true or false, which makes a transaction either valid or invalid.

2.4.1.3 Multisig Use in Bitcoin

Some already marked the year 2014 as ”the year of multisig” [32] and predict that multisig
is ”the future of Bitcoin” [18]. Since transactions are public, it is possible to investigate
how popular multisig actually is at the moment and how the adoption evolved until now.
According to [39] approximately 1.5% of all Bitcoins that currently exist are held in a
P2SH account. This already shows that P2SH and multisig are not widely used today.
The problem is probably that many wallets may be able to process transactions with
P2SH outputs (i.e. sending to), but they do not offer the corresponding user interface
to manage multisig accounts efficiently and in a convenient way (i.e. receiving to and
sending from). However, wallets such as GreenAddress [27], Armory [5] and BitPay [15]
start offering these techniques and if the technical multisig details become less visible
due to an user interface, it can be expected that the adoption will increase in the future.
Furthermore, many Bitcoin services are still in an early stage and may not offer the most
recent features yet.

2.4.2 Alternatives

In the following subsections Shamir’s secret sharing and threshold signatures are discussed.

2.4.2.1 Shamir’s Secret Sharing

Shamir’s secret sharing [43] is a cryptographic technique that allows splitting a given
secret into multiple parts. To reconstruct the initial secret, a subset of the parts is
required. At the beginning when the individual parts are created, it is possible to define a
minimum number of parts (threshold) that are required for reconstructing the secret. The
individual parts do not leak any information about the secret and hence, the possession
of any number of pieces below the threshold is useless for an adversary. The main idea
is that the secret is split into parts which then are distributed among different devices,
locations or users that jointly reconstruct and use the information at a later point.
The technique uses the fact that a polynomial of degree k − 1 is uniquely defined by at
least k points. For instance, it takes 3 points to define a unique parabola (degree 2) and
there are infinitely many parabolas going through 2 points. Given this idea, the secret has
to be represented by a curve of a certain degree k−1 where k is the desired threshold, i.e.
the number of pieces that are needed to reconstruct the secret. Furthermore, there are
infinitely many points on a curve, which means that every point on the curve represents
the secret partially. Hence, to split a secret into n parts, n points on the curve have to be
selected.
Shamir’s Secret Sharing and Bitcoin Shamir’s secret sharing can be used to split
a wallet seed or a private key corresponding to a Bitcoin address into multiple pieces of
information. As a consequence, multiple pieces are required to spend coins. It is similar to
multisig in the sense that multiple parts of a private key are requires to sign a transaction.
However, the transaction is signed only once as the private key is reconstructed. Thus, it
is not multisig, but can be seen as an alternative in certain use cases where the flexible
and powerful features of P2SH multisig are not required. Even though the private key can
be discarded after the splitting step, the technique is not guaranteed to be safe because
the secret information is available on a machine at least twice: once at the beginning in
order to create the pieces and every time after reconstruction. This means that the key
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generation must be secured and that the machine must not be compromised during these
steps since an adversary could steal the information accordingly. Due to these drawbacks,
Shamir’s secret sharing should be used with care and is safe for one-time use (e.g. private
keys should be changed after each reconstruction). The advantage of this approach is that
arbitrary data can be split and there is no support of others required to use this technique
as it only depends on user’s decision to use it and not on the Bitcoin protocol itself or
miners.
Currently, Shamir’s secret sharing is mostly used to protect wallet backups, passwords and
wallet seeds or private keys. For instance, BitAddress.org [6] allows creating a split wallet
which splits the private key into multiple pieces. Armory [5] offers a feature which they
call fragmented backup that allows creating wallet backups that need multiple fragments
to be reconstructed. Ryan Shea [44] implemented a Python module (secretsharing)
that offers sharing Bitcoin private keys out of the box.

2.4.2.2 Threshold Signatures

Threshold signatures [30] are another technique to split control and its high level idea is
very similar compared to Shamir’s secret sharing. However, instead of splitting a secret
such as a private key among participants, the power of signing is distributed. The meaning
of this is that given a threshold t and n players each having a share of a private key, t or
more players are required to jointly create a signature. Thus, the capability of executing
a cryptographic operation is split rather than the information itself. This eliminates
the reconstruction of the private key, which makes it possible to create a signature in a
distributed fashion without ever revealing the private key to any participant during the
signing procedure. Furthermore, no information is leaked over time even if multiple data
are signed. This is a huge advantage compared with Shamir as there is no need to trust
that others do not abuse the secret once revealed.
Threshold Signatures in Bitcoin Goldfeder et al. [26] demonstrated that threshold
signatures are compatible with Bitcoin signatures and that there is no difference between
a jointly signed transaction and a regular transaction. This makes threshold signatures
an alternative to multisig using P2SH of the Bitcoin protocol. The advantage is that no
Bitcoin support is required which leads to more flexibility. Furthermore, anonymity and
confidentiality are increased because the possible signing participants are not published.
In P2SH multisig, every public key is included in the redeem script, which reveals the
security mechanisms implemented at the owner of the coins to some extent. Since thresh-
old signatures are compatible with regular Bitcoin addresses and signatures, it is fully
backward compatible and it scales in the same way as regular transactions do. P2SH
transactions, on the other hand, tend to be bigger in size since the redeem script is in-
cluded. Furthermore, the size limitations of standard transactions restrict the number of
signing participants of P2SH multisig. A drawback of threshold signatures is that it oper-
ates in rounds which means that participants have to interact with each other continuously
and they cannot sequentially sign a transaction independent from each other.

2.5 Multisig in CoinBlesk

As discussed in Section 2.3.3, there are security (i.e. key loss and key theft) as well as
legal (i.e. possible obligation for a banking license) issues with CoinBlesk. This section
discusses how multisig can mitigate these issues and describes how the multisig concept
can be integrated into the CoinBlesk architecture. In general, multisig can improve the
trust in the overall CoinBlesk solution by giving the user more control over his Bitcoins
as transactions need to be signed by both, the CoinBlesk server as well as by the user.



36 Feasibility of Multisig in CoinBlesk

These measures may also mitigate the legal issues to a certain extent, however it cannot
be inferred from this that no banking license is required.

2.5.1 2-of-2 Multisig

With 2-of-2 multisig the server and the user both have a key and both have to express
consent regarding a transaction. Since multiple keys and signing operations are required,
several modifications of CoinBlesk are discussed starting with the address generation and
how users can deposit money into a CoinBlesk account followed by the use cases sending
and receiving money.

2.5.1.1 Address Generation and Bitcoin Deposit

Currently, the server manages an address for each user. If a user wants to deposit money,
he just sends the desired amount to the address associated with his user profile by issuing
a regular transaction from a wallet or using a Bitcoin ATM. As soon as the transaction
is broadcasted and confirmed by the network, the balance is updated. This procedure
works fine as long as the server manages the addresses and the association between an
address and a user on its own. However, the process of depositing Bitcoins to a multisig
address requires some modifications because the address is derived from multiple public
keys one of which created by the user itself. As a result, the address has to be created
with direct participation of the client device such that the user can contribute a public
key to the redeem script. Figure 2.1 outlines the procedure and how the client is involved
in the address generation. Each step is described further in detail.

(DEP-1) As a user registers a new account, the CoinBlesk client creates a new key
pair that can be used for the user’s multisig address. After key generation,
the client requests the deposit address from the server. The request includes
the public key to be included in the multisig address.

(DEP-2) The server creates a key pair as well and generates a new multisig address
associated with the user. The address is derived from the public key of the
user and the public key of the server. This results in a redeem script and
a hash of the redeem script, which is the P2SH address. All information is
stored on the server in the database. Finally, the server returns the address
and the redeem script to the client.

(DEP-3) The client checks that (1) his public key is included in the redeem script
and (2) that the multisig address is 2-of-2. Furthermore, the client verifies
that the hash of the redeem script results in the address. This ensures that
the private key can generate valid signatures for transactions containing the
script and address.

(DEP-4) Once an address is associated with the user, he can send funds into the
multisig address using either a Bitcoin ATM or issuing a regular transaction
from his own wallet. In either way, the server eventually gets a notification
from the Bitcoin network and updates the user’s account balance accord-
ingly. After this, the amount of money is bound to the multisig address and
spending requires consent from the server and client.
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Figure 2.4: Multisig address generation and Bitcoin deposit

2.5.1.2 Point of Sale Transaction (Request Money)

In the point of sale use case, the payee requests a payment from the payer. The payee
specifies the amount and currency and the payer gives his consent to the given contract.
With multisig, the protocol needs to be adapted because the Bitcoin transaction needs
to be signed by the payer. The extension is based on the current design of CoinBlesk as
described in [35]. An overview of the protocol is depicted in Figure 2.5 and the interactions
are further discussed next.

(POS-1) The payee enters the amount that he wants to receive as well as the currency.
To proceed, the devices of the payee and payer need to be tapped together.

(POS-2) In order to create a transaction, the payee and payer have to get to know
each other’s username and negotiate the payment details, which works as
follows.
First, the payee sends a payment request to the payer. The request includes
information such as the username, the amount requested and the currency.
Second, the payer confirms with a payment request as well if he agrees with
the outlined contract. By sending back the payment request, he indicates
that he is willing to create this transaction and pay the amount to the payee.
The message includes the username of the payee, the username of the payer,
the amount and the currency.
The current protocol uses only the payment requests of the payee and payer
to create and execute a transaction. With multisig, this does not suffice as
a Bitcoin transaction needs to be signed eventually. The requests, however,
are used to inform the server about the ongoing transaction.
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(POS-3) The requests are forwarded to the server who checks that the requests match
by comparing the usernames of payee and payer, the amount, etc. In ad-
dition, the server verifies that the amount to transfer does not exceed the
account balance of the payer.
Next, the server prepares a Bitcoin transaction that transfers the specified
amount in BTC from the payer’s multisig address to the payee’s multisig
address. The transaction is not signed by the server yet because it needs
to be in control of the final steps of the process such that it can keep track
of the account balances and confirm the payment immediately without the
risk of double spending. Finally, the unsigned transaction is forwarded from
the server via payee to the payer.

(POS-4) The payer checks the amount of the transaction and signs it with his private
key. To finalize the transaction, the partially signed Bitcoin transaction is
sent back to the server.

(POS-5) The server verifies the signature of the transaction using the payer’s pub-
lic key and checks that the transaction itself was not modified. Next, the
transaction is signed with the server’s private key as well and persisted in
the database (update account balances). In addition, the signed transaction
is broadcasted into the Bitcoin network and the clients get a confirmation
from the server that the transaction succeeded. After this, the payee can
be sure to eventually receive the amount in Bitcoins because he trusts that
the server does not cheat (e.g. by not broadcasting the transaction) and
prevents double spending.

2.5.1.3 Peer-to-Peer Transaction (Send Money)

In the peer-to-peer use case, the payer sends money to the payee. This is simpler as it
does not require any intervention from the payee. The payer specifies the amount and
currency and negotiates the Bitcoin transactions details with the server. Figure 2.6 shows
the design of the protocol.

(P2P-1) The payer enters the amount that he wants to send as well as the currency.
To proceed, the devices of the payer and payee need to be tapped together.

(P2P-2) In order to create a payment request, the payer needs to know the username
of the receiver. Hence, he requests the username from the payee, who returns
this information.
The payer creates a payment request which includes the username of the
payer, the username of the payee, the amount to pay, the currency and a
timestamp. The client sends this request to the server to proceed.

(P2P-3) The server checks the payment request and that the amount to pay does
not exceed the payer’s account balance. Furthermore, a Bitcoin transaction
is prepared that transfers the specified amount in BTC from the payer’s
multisig address to the receiver’s multisig address. The unsigned transaction
is sent back to the payer to sign.

(P2P-4) The payer checks the amount of the transaction and signs it with his private
key. To finish the transaction, the partially signed BTC transaction is sent
back to the server to sign.
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(P2P-5) The server verifies the signature of the transaction using the payer’s pub-
lic key and checks that the transaction itself was not modified. Next, the
transaction is signed with the server’s private key as well and persisted in
the database (update account balances). Moreover, the signed transaction
is broadcasted into the Bitcoin network and the payer gets a confirmation
from the server that the transaction succeeded which is also forwarded to
the payee.

2.5.1.4 Implications of the New Protocol

The new protocol has certain implications on the current protocol, which are outlined
next. This is in particular the case for Bitcoin related aspects because the current imple-
mentation does not rely on the network for transferring money.
Key Generation There are multiple possibilities to create the key pair: the keys may
be generated randomly or derived from a passphrase. The former is more secure, but
it requires that the user creates a backup of the keys to prevent loss. The latter is less
secure as the security depends on the strength of the passphrase that the user enters. The
passphrase, however, can be human readable and the user can memorize it or write it down
on paper more easily. In addition, it is less complex in the presence of multiple devices of
a user as no files respectively keys need to be transferred. In either way a backup of the
private key is important as payments can only be issued with a valid signature.
Messages and Size This new protocol requires more messages and the total size of data
transferred is increased. This is due to the required signature of the Bitcoin transaction
and their size. With multisig this cannot be avoided since the client needs to sign the
particular transaction content. An alternative would be to have a full-fledged Bitcoin
wallet running on the client such that the client itself can assemble the transaction on
its own and sign it directly. However, this only works if the client has an up to date
wallet and can retrieve transactions using the Internet. One requirement of CoinBlesk
is that it should work without requiring Internet on both clients since mobile Internet
is not available everywhere and for everyone. A simple optimization is to only transfer
the signature back from the client to the server instead of the full transaction. The total
traffic of a payment procedure is important because NFC is rather slow and the longer
users have to wait the more likely a connection may break because devices are not held
together anymore.
Signatures Messages between server and clients are signed to prevent manipulation of the
content. Thus, it is not possible that a device that forwards a message to another client
on behalf of the server can modify the message and, for instance, change the amount to
pay. To avoid confusion between message signatures and Bitcoin transaction signatures,
the focus is on the signatures that are relevant for the Bitcoin network.
Transaction Fees Since actual Bitcoin transactions are used and broadcasted, regular
fees apply and cannot be avoided anymore. This contradicts the goal of CoinBlesk to re-
duce fees and make Bitcoin payments between any participants feasible for small payments
as well. For larger amounts this is not that important as fees are small in comparison.

2.5.2 2-of-2 Multisig with Refund

An important aspect of 2-of-2 multisig is that money of users may be held hostage by
CoinBlesk and that users cannot spend their coins if the service is shut down because the
second signature is mandatory. Thus, a mechanism is required that proves and ensures
that (1) the user and CoinBlesk have joint control over a certain amount of money and
(2) the user gets all the escrowed deposit back if the server denies access or the service
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Figure 2.5: Point of sale transaction: request money

disappears. This problem can be solved by making deposits expire after a predefined time
period. The user gets either a full or partial refund after that time period depending on
how much money was spent.
The design and technique behind this approach is discussed next. First, delayed trans-
actions are introduced in Section 2.5.2.1. They are a means to implement refunding of
Bitcoins. The integration into CoinBlesk follows in Section 2.5.2.2.

2.5.2.1 Delayed Transactions (locktime)

Transactions can have an additional optional attribute called locktime (nLockTime) [8,
10]. It specifies the earliest point in time where the transaction can be included in the
blockchain where the time is given either by a number referring to a block or by a times-
tamp (Unix time). The transaction does not lock the inputs itself and a user can spend
them by creating another transaction without a locktime. Since the second transaction
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Figure 2.6: P2P transaction: send money

does not have a locktime, it will be added to the blockchain in the near future. This inval-
idates the other transaction with a locktime. Since blocks are created in a non-predictable
fashion, it is important to note that invalidating locktime transactions must happen a few
hours before the specified point in time rather than minutes.

2.5.2.2 Payment Channel Setup

Using the locktime feature, a setup can be created where the user gets his deposit back
from CoinBlesk in the future. Furthermore, the amount of the refund can be adjusted
dynamically during the time until the expiry time. This is known as (micro-)payment
channel in Bitcoin [8, 12].
To configure this setup, the deposit procedure has to be extended. Most steps are the
same when compared with our proposal in section 2.5.1.1. Thus, the focus is on the
part where the protocols differ which is mainly the last step of sending Bitcoins to the
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CoinBlesk server. Figure 2.7 shows how to set up the payment channel with a locktime
refund transaction.

(DEPR-1) The client creates a transaction that pays to the multisig address in control
of the client and server. The transaction is not broadcasted or sent to the
server yet, but stored on the client. Otherwise, the money would be already
locked in the multisig address.

(DEPR-2) The client creates a refund transaction to an address in full control of the
user. The input is the previously created deposit transaction, i.e. it sends
coins to the user from the multisig account. As a consequence, two signa-
tures are required. In addition, the transaction has a locktime in the future
defining the earliest point in time where the refund may become valid. This
is the expiry time of the deposit.

(DEPR-3) The client requests a signature for the refund transaction from the server.
The server has to check that the transaction has a locktime in the future.
In addition, the transaction is signed, persisted and returned to the client,
who signs the transaction as well. Since the refund transaction refers to
the deposit transaction, the latter is a precondition of the former to become
valid. This makes it safe for the client to deposit money because he already
is in possession of the refund transaction.

(DEPR-4) Until this point, the server does not know the deposit transaction because
the refund has to be negotiated before. The server requests the deposit
transaction from the client, who returns it. The transaction is compared
with the refund transaction on the server and broadcasted to the Bitcoin
network. The deposit transaction closes the gap between the refund and the
users account. It shows that the user is the owner of the coins and that he
sent it to the multisig address.

(DEPR-5) After some time, the deposit transaction will be confirmed by the network
and the server can update the account balance accordingly. This completes
the deposit procedure and the user can start spending.

Once the confirmation of the network is received by the server, the deposit is locked in
the multisig account. Neither the server nor the client can spend without agreeing on
the transaction. Both the server and client already agreed on one transaction: the refund
transaction. It is fully signed and gives control over the money back to the user. The
locktime specifies the earliest point in time where the refund can become valid and hence,
temporarily locks the money in the multisig account. However, the server and the client
can negotiate on a different refund during the time period until the expiry time.

2.5.2.3 Payments and Adjustment of Refund Amount

Payments work similar as discussed in section 2.5.1. Instead of creating a new transaction
for every payment, a refund transaction is created and adapted for each payment. With
each transaction, the user’s account balance is split into two outputs until the expiry time
of the deposit. One output goes to an address of the CoinBlesk server and the other
output goes back to the user’s refund address. The client signs each transaction but the
server does not sign or broadcast any of these transactions except the last one just before
the expiry time is up.
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Figure 2.7: Deposit with Refund Transaction (Payment Channel Setup)

For instance, consider an account balance of 1 BTC (initial deposit). The user buys
something for 0.1 BTC. Thus, the transaction spends 1 BTC by sending 0.9 BTC to the
refund address of the user and 0.1 BTC to the server’s address. The next day, the user
makes another payment of 0.3 BTC which results in a transaction splitting 1 BTC into
0.6 BTC sent to the user and 0.4 BTC to the server.
The server can broadcast the most recent transaction any time which closes the payment
channel and makes the accumulated payments final. Note that the intermediate transac-
tions are not chained. Each intermediate transaction splits the deposit transaction into
two parts and only the ratio or the amount of Bitcoins sent to the server and user is
adjusted. Thus, only the most recent transaction has to be broadcasted. The amount
that is sent to the server is never decreased (e.g. due to an incoming payment to the
user). It certainly could be decreased but there would no way for the user to prevent that
the server does not broadcast the transaction with the higher amount anyways.
A consequence of this design is that the CoinBlesk server is an intermediate receiver of
each payment because it is not possible to have intermediate transactions to multiple
receivers. In theory, it would be possible to specify more than two outputs, i.e. for
each payee an output. However, payees would not have access to the Bitcoins until the
transaction is broadcasted right before the expiry time. Thus, the CoinBlesk service has
to issue transactions from the server’s account to the recipient. This means that the
service has to provide a certain amount of spare funds that can be sent to the user.
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2.5.2.4 Implications of the Refund Protocol

Refund Address An important aspect of this design is the refund address where refunds
are sent to. It has to be ensured that the user is in control of the refund address and owns
the associated private key. This becomes more interesting when considering cases where
the user uses third party services to make a deposit. For instance, a Bitcoin ATM may
send Bitcoins to an address of the user’s choice. However, the user certainly does not want
that the refund is sent back to the Bitcoin ATM (respectively an address of the ATM).
Thus, it is probably not advisable to send the refund back to an associated address of the
inputs of the deposit transaction. Similar concerns apply for exchange services such as
Bitstamp.
A simple solution would be that (1) the user specifies the address or (2) CoinBlesk offers
a refund address included in the application. The address can, for instance, be derived
from the public key that is already used in the multisig address.
Automatic Deposit A user may still want to use CoinBlesk after a refund. Thus, a
convenient feature is to allow for automatic deposits after a refund. If a refund address
is used that is under control of the CoinBlesk application, the user can configure an
automatic deposit after a refund. Moreover, this prevents the case where the user wants
to pay for something but first has to deposit money again and wait due to a very recent
refund. This is in particular relevant because certain implementations of the payment
channel have limits regarding the expiry period in place. For instance, BitcoinJ [12]
currently uses an expiry period of one day.
Time Dimension In this design time becomes relevant for the server because the server
has to claim the money spent by the user before the expiry time. If the server does not
broadcast the last transaction before the expiry, the user receives a full refund and the
service loses money. Thus, a reliable Internet connection and service is very important in
this scenario. Furthermore, the locktime is not a hard limit but rather a soft limit because
the exact point in time cannot be predicted in advance. As a result, the server has to
broadcast the transaction hours before the locktime such that the network can confirm
the transaction before the full refund.

2.5.3 Multisig with More than Two Keys

Even though 2-of-2 multisig may be the most feasible approach in terms of resolving issues
in CoinBlesk and offering desired functionality, there are other solutions that involve more
than two keys.
A central question with more than two keys is: who gets the additional keys? To guar-
antee the CoinBlesk functionality, the user should never have full control over the funds
because instant confirmation relies on having at least partial control over a transaction.
Furthermore, it should not be possible to spend money without the service noticing it in
order to keep track of the account balances.

2.5.3.1 2-of-3 Multisig

In a 2-of-3 scenario, the user and CoinBlesk each have one key. The third key serves as
a backup key that can be stored by a trusted third party such as an escrow service or
notarial service which can mediate in case of a dispute. This avoids that CoinBlesk can
hold user funds hostage and prevent access to it or that funds are lost if the service is shut
down. Escrow services are already known from traditional contracts and multisig enables
this in the Bitcoin world using cryptography and the blockchain.
Escrow services are a key feature of multisig and mentioned frequently by the Bitcoin
community [18, 51]. However, systems will get more complex because an additional party
is introduced and setting up accounts and exchanging keys requires some coordination
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between all participants. Furthermore, the reputation of escrow services becomes relevant
for users since they need to decide whether they trust a service or not.

2.5.3.2 Even More Keys

The 2-of-3 scenario already shows how third parties can provide services that allow imple-
menting additional functionality. For instance, other functionality could be fraud detec-
tion where an oracle analyzes transaction and computes a probability or some risk score
based on past behavior of the user and other data such as the location. Depending on the
outcome the transaction is signed or not and hence, can be broadcasted and become valid
or not. CryptoCorp [20] is a company that proposes such a solution where they provide
similar functionality as credit card companies that try to detect and prevent fraudulent
usage of credit cards. This can be achieved with 3 required signatures out of 4 where
the user, CoinBlesk and an oracle have to sign a transaction. The fourth key would be a
backup key that allows spending without the oracle if desired.

2.6 Related Work

GreenAddress [27] is an online wallet service targeting mobile devices and desktops (browser).
They focus on security and use P2SH wallets to secure the funds of the users. In its default
configuration, GreenAddress locks the funds in 2-of-2 addresses that require a signature
of the user and the service provider. Furthermore, they offer 2-of-3 addresses to give users
more control over their account. A key feature of GreenAddress is instant confirmation
which eliminates the need to wait until transactions are confirmed by the network. 2-of-2
addresses are used for this purpose and the service denies signing if it detects a double
spending attempt [36]. The service is similar to CoinBlesk, which offers instant payments
without any waiting time. The current CoinBlesk implementation controls the private
keys to avoid double spending and confirmations. To further protect user funds locked
in a 2-of-2 address, GreenAddress mails pre-signed transactions to the user that can be
redeemed after a user-defined time [28]. The pre-signed transactions send the funds from
the multisig address to a regular address that only requires the user’s signature. As a con-
sequence, users have full control over their funds even if the service would be shut down.
However, users have to keep and backup these pre-signed transactions. Users have to sign
and broadcast these transactions if they want to withdraw funds without the service’s
signature.
The Bitcoin Improvement Proposal (BIP) 70 [1] outlines a protocol for communication
between merchants and customers. The aim is to improve the user experience and protect
the payments against attacks. Lawrence Nahum [36] from GreenAddress proposed an
extension to BIP 70 which enables instant confirmations using multisig addresses. It uses
the aforementioned concept and even aims at interoperability between services as long
as they trust each other. It proposes a mechanism that allows merchants to ask for a
signature from the trusted service that the transaction actually was issued. CoinBlesk
tries to achieve a similar goal but currently only within service boundaries and not beyond
multiple services. The extension is purely informational and not standardized or accepted
as an official part of Bitcoin by the community.
Sigsafe [41] is a project with the aim to secure Bitcoin transactions. The general idea is
that users have an NFC enabled hardware token that can be used to sign transactions.
This integrates nicely with multisig where the hardware token provides one signature and
a computer or mobile device the other one. It targets end-users and their personal wallets
and is not a service itself that acts as mediator between payer and payee. Sigsafe is not
a wallet itself but a device to sign transactions over a channel that is difficult to exploit
(short air distance of NFC).
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BitPay [15] is a service provider for merchants that want to get paid in Bitcoins. It does
not target end-users in particular but rather point of sale businesses with direct customer
interaction. In addition, it offers instant confirmations by detecting double spend attempts
of payers. This is done without cryptographic techniques such as multisig. Transactions
are accepted with zero confirmations from the network if the service is confident that
there is no double spending. Furthermore, BitPay offers mobile payments using NFC by
transmitting the payment details to the customer who then uses his regular Bitcoin wallet
to finish the purchase. This is different compared to CoinBlesk, where the payee and payer
use the same software or service and there is a custom communication protocol in place to
negotiate payment details. BitPay tries to be more general which means that they cannot
implement custom protocols between client software as the BitPay terminals need to be
compatible with existing wallets. CoinBlesk, on the other hand, trades generality and
in turn offers additional functionality such as offline payments. Due to the way BitPay
works, their solution requires an Internet connection.
Goldfeder et al. [26] proposed threshold signatures as an alternative to the multisig
mechanism of Bitcoin. They demonstrated that this technique works with Bitcoin private
keys and is beneficial for many use case scenarios. Threshold signatures can be used to
achieve joint control over Bitcoins by requiring multiple private key shares to create a
signature for a transaction.

2.7 Summary and Conclusions

A few years have passed since the introduction of the Bitcoin cash system in 2008, during
which an ecosystem of services and users evolved driven by enthusiastic early adopters
and startup companies. In general, the technical foundation of Bitcoin is able to cope
with the standard use case of a payment system: sending and receiving money. However,
users face many challenges which are increasingly important now that Bitcoin has become
much more popular. One crucial aspect is the safety of Bitcoins because many users and
services were and still are targets of criminals, victims of fraud or have lost money due to
missing wallet backups or theft.
The multisig concept is a technical answer to these issues. While traditional Bitcoin
transactions need to be signed by one private key, multisig enables the use of more than
one private key associated with a transaction. For instance, it is possible to create an
address associated with three private keys out of which two are required to spend money.
As a consequence, a lost key does not lead to loss of money and the level of security is
increased because more than one key is required.
Furthermore, the multisig concept allows implementing customer protection by the use
of escrow services. This is important because transactions are not reversible and there
is no centralized authority that could solve disputes between a sender and a receiver of
Bitcoins.
This paper discusses the feasibility of the multisig concept in CoinBlesk, a mobile payment
solution for Bitcoins that allows payments with smartphones over NFC. CoinBlesk is built
as a client-server architecture where private keys of clients are kept on the server. The
motivation for multisig in CoinBlesk is manyfold. (1) It should not be possible to spend
money without a user approving the transaction. With multisig, one key can be held by
the user and one key can be stored on the server. Each transaction then needs to be
signed by both parties in order to be valid. (2) A compromised server should not lead
to lost money. This can be satisfied as soon as more than one key is used. However,
depending on the number of keys that are used, a lost key immediately means that the
coins are lost and cannot be retrieved anymore. (3) Since the private keys essentially
correspond to assets of users, it may be required to comply with financial regulations and
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law. In Switzerland, a banking license is required as soon as 20 customers deposit money.
Whether multisig helps is not clear as specific laws are not in place. On the one hand, it
may not avoid the requirement of a license because no matter how keys are distributed,
the customer is not able to withdraw money without the consent of the CoinBlesk server
operator. On the other hand, automatic refunds allow locking deposits temporarily and
give control over the assets back to the user after a certain time which may avoid a license.
(4) Customer protection is not of great concern in CoinBlesk because users usually meet
in person for each transaction.
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Chapter 3

Cloud-based Services: To Move or
Not To Move

Cristian Anastasiu, Taya Goubran

The emerging paradigm of Cloud Computing and services in the recent years is very
popular among analysts, software, hardware vendors, and organizations using IT. Analyst
reports show that growth rate of Cloud Computing is five times higher than the overall
IT growth rate, with an estimated worldwide market of $107 billion in 2017 [27]. Some
years ago, this market was only dominated by a few players, the most popular of which
were Amazon, Microsoft, and Salesforce.com. Currently, most of the big hardware and
enterprise software vendors, such as IBM, Oracle, SAP have also started to change and
adapt their development, marketing strategy and offerings, adding a rich portfolio of gran-
ular services in the cloud in addition to their legacy product offerings. The cloud model
may seem tempting from a flexibility and costs perspective with the pay-as-you-go model,
promising a lower total cost of ownership and a transformation from capital costs to op-
erational costs. However, there are many other technical, economic and organizational
factors that play a role in the decision of investing or moving the current legacy or parts
of it to a cloud service model. This paper tries to identify and summarize factors that
may influence such decisions in enterprises based on different surveys and research done
in this field. These factors are analyzed and categorized according to three different dimen-
sions: type of cloud service, importance of the application and type of factor – technical,
economical, and organizational
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3.1 Introduction

The idea of computing being delivered as a public utility dates back to sixties by computer
scientist John McCarthy [9]. Due to the limited Internet bandwidth until the nineties, the
development of such a vision was delayed [9]. The term “Cloud Computing” was coined by
some executives in Compaq Computer in 1996 [11]. Nowadays, the cloud is everywhere.
While more than 50% Americans claim to have never used the cloud, 95% of them are
using the cloud without knowing it [22]. Whether it is online banking, online shopping,
or social networking, these are cloud-based applications. Using the cloud has its upsides
as well as its downsides. Let us consider the following example. Pinterest [32] is a web
and mobile application company for social media. It managed to expand from 50,000
users to 17 million users in only nine months with currently in 2014 around 48 Million
users. Such immense growth with only 12 employees was due to adopting cloud-based
services to manage the data centers and store around 400 terabytes of data [21]. While
this is a great success, there are many factors to be considered. Relying on the cloud
makes the organization dependent on the services, offerings, and limitations of the service
providers. Due to the momentary lack of standards in the cloud-based services, the user
is strongly dependant on the chosen service provider. Once the user chose a service, that
is suitable for the organization’s requirements, the user is contractually bound to the
services provider. If the vendor performs changes in the service, the user has to adapt or
otherwise change the provider, which could be rather costly depending on the contracts
and SLAs. The users are able to configure the services as required within the provided
framework of the service provider. If the provider has availability issues the organizations
could experience outage causing their servers to be inaccessible. This report discusses
such and other factors that should be considered when deciding whether to adopt cloud-
based services. Although there are many other factors such as environmental, social or
technological factors, the report concentrates on the three main dimensions: technical,
economic and organizational factors.
The structure of this report is as follows. Firstly, related work that has been researched
in this area is mentioned, indicating the increasing interest and concerns in the topic.
Secondly, Cloud Computing is defined, describing its features and characteristics while
showing the clouds features and types. Thirdly, the market is analyzed showing some
statistical figures about its growth and the top service providers in the respective area
are mentioned. In the main section the individual factors are analyzed from a technical,
economical and organizational perspective, in which each factor is explained, showing
its importance to cloud adoption decisions in an organization. Finally, the findings are
discussed and a conclusion is summarized.

3.2 Related Work

The question of migrating to cloud or to continue using on-premise resources has been
and still is a big question and a main concern in the IT industry. Much research has been
conducted discussing arguments that are for cloud as well as against cloud. While some
look at the costs benefits, others worry about technical failures. In [18] key factors are
analyzed, which influence the cost of a deployment choice indicating that the cloud has
many great features, but discusses whether it is suitable for the organizations own use. A
research conducted by Ovum compares on-premise and cloud costs over a five year period
with regard to small, midsized and large companies using small, medium and large infras-
tructure technology for contact centers [5]. In [1] technical (e.g. availability, performance)
as well as non-technical(e.g. vendor lock-in, data transfer) obstacles and opportunities of
using the cloud are identified and methods for avoiding such obstacles were mentioned.
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There has also been research made, asking customers about the perceived benefits and
disadvantages of the cloud with regards to technological factors, non-technical factors,
vendor customer relationship, duration and the extent of the adoption [24] [4] [34] [23].
The studies and researches conducted observe cloud with regards to the same characteris-
tic from different viewpoints. While [1] ,for instance, mentions the fear of vendor lock-in,
another study by International Data Corporation (IDC) showed that customers prefer to
establish a relationship with a single trusted vendor with a wide variety of services instead
of scattering their data across multiple providers [34].

3.3 What is Cloud Computing?

Over the years Cloud Computing became more famous than ever and is the new hype in
the IT-industry, but confusion remains on the clear definition of Cloud Computing[14].
In [1] Cloud Computing was referred to simply as the applications being delivered as
a service as well as the hardware and systems on which the service is provided. The
National Institute of Systems and Technology (NIST) defined Cloud Computing as “a
model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction. This cloud model is composed of five essential characteristics,
three service models, and four deployment models” [7], which will be discussed in the
remainder of this section.

3.3.1 Characteristics of a Cloud Service

The cloud offers users what may seem like an infinite pool of resources (e.g., data storage,
server time, bandwidth) [1]. These resources are offered on-demand with a pay-as-you-
go model. Whenever the user is in need of certain resource capacities, these capacities
are available for immediate usage with high elasticity and without interference from the
service provider. Once resources are no longer needed, they are released by the user and
is then charged only for the consumption of used resources.
Note the difference to the renting model (as opposed to pay-as-you-go), in which the
resources are provided over a certain period of time and the consumer is charged for the
rent of these resources, whether they are used or not [1]. Cloud-based services are charged
to resource usage. The different payment models and possible disadvantages are discussed
later in Section 3.5.2.1. Using a multi-tenant model, the cloud vendor is able to supply
multiple consumers on the same platform, based on their needs of resources. The users do
not need to control, manage or maintain the provided service. This is done by the service
provider.
From a hardware perspective, Cloud Computing offers flexibility due to the infinite re-
source pool, elimination of up-front costs and a suitable payment model, which allows
consumers to use the resources by the day, by the hour or another negotiated payment
model. Companies using Cloud Computing can rely on the elasticity of the services in
order to serve peak times, unlike the traditional data centers where companies had to deal
with over-provisioning or under-provisioning. So, instead of investing in servers, storage
and networking when starting a business, by using cloud-based services companies can
transfers Capital Expenses (CapEx) into Operational Expenses (OpEx) [1]. This can be
a decisive cost saving factor, allowing companies to direct their investments into other
areas, such as innovation.
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3.3.2 Deployment Models

The cloud-based services can be used and deployed using different models, which offers
consumers the flexibility of different management, control, and security options. The
two extremes are private cloud and the public cloud. Depending on the organizational
requirements and use cases, both models offer advantages and disadvantages. The public
may appear more convenient for the consumer in terms of operations and costs, because
the provider maintains, updates and controls the resources for the users. However, some
consumers may question the integrity and security of their data stored on a cloud platform.
Therefore, private cloud offers the consumers the control over their private data and
operations by keeping the infrastructure and the service on premise of the organization.
Another deployment model, which tries to combine the two models mentioned above
attempting to combine the best of both worlds, is the hybrid cloud approach. A hybrid
cloud is a Cloud Computing environment, in which an organization provides and manages
some resources in-house using a private cloud and has others provided externally through
a public cloud [13].
For an overview, the fastest growing business services with regards to the public and
private cloud are shown in Figure 3.1.
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Figure 3.1: Fastest Growing Business Services in the Cloud [23]

3.3.2.1 Public Cloud

The public cloud is the most popular and accessible cloud deployment model. While the
term “Public Cloud” is relatively new and used excessively only in the last years, public
cloud-based services, such as web email or collaboration platforms have been offered for
a long period of time. Hosted by a third party service provider and accessed through
Internet, public cloud-based services are designed to serve multiple consumers by sharing
the computing resources and infrastructure amongst them. In such a model, consumers
benefit from the economy of scale due to shared costs among the different users and
allows the usage of statistical multiplexing, which increases resource utilization compared
to on-premise environments [1]. The cost of using the service is in most cases either based
on a pay-per-use model or on a monthly subscription model. This can be seen as an
advantage from an economic perspective, because compared to traditional IT projects,
no initial investment in hardware such as servers and storage space or qualified staff
with the essential know-how are required for the cloud-based services. The costs become
operational expenses and enable organizations to optimize their cash flow and their IT
budgets.
By using multi-tenancy and separating each customer account with the required resources
into isolated virtual spaces, cloud service providers are able to serve millions of customers.
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This is also a way to isolate customer data from the data of other customers. Admin-
istration and monitoring of the service, if enabled, is also done though the web in a
self-service mode by accessing a management console offered by the hosting provider.
The maintenance of the datacenters with the required infrastructure, as well as patching
and upgrades of the different cloud components, is done by the provider. This reduces the
complexity and costs on the consumer side, but also raises security concerns in regards
to the confidential data stored in the cloud. For many organizations, using the public
cloud for its core applications involves a high risk. This is due to the high security and
performance requirements of these applications, which might not always be fulfilled by
the public providers. So in order to make use of the advantages of cloud provisioning,
but be in full control of the used infrastructure, consumers can choose the private cloud
model.

3.3.2.2 Private Cloud

In order to address concerns regarding the shared access of the resources and lack of
control over their data, consumers can choose a private cloud model. The private cloud
is hosted mostly on the premise of the consumer. Depending on the requirements of the
cloud software, consumers can use their own commodity hardware or buy special hardware
from the cloud vendors tuned and pre-configured for running cloud-based services. This
type of cloud model is more expensive for the consumer than the public cloud due to
the sole occupation of the resources and the additional management and administration
costs, but solves the security, control and compliance issues. Management of the private
cloud can be done by the customer, or, if the customers lack the required experience in
doing so, it can opt for a managed private cloud approach. In the latter case, the cloud
infrastructure is hosted in the customer’s data center site but managed by the cloud vendor
either on site or remotely through a secure connection. Having the cloud infrastructure
managed by an external service provider through a remote connection can raise concerns
about the security of the data, and in some cases be inconsistent with internal compliance
regulations. This is why in some domains such as the banking or insurance industries,
these kind of methods are avoided or prohibited.

3.3.2.3 Hybrid Cloud

The third Cloud Computing model, which has increased in popularity in the recent years,
is the hybrid model. This model implies that the consumer uses and manages some
resources on-premise, using a private cloud, and has others provided externally in a public
cloud; it tries to combine the better of the two worlds. Depending on the situation,
according to the study of [18] “the most cost-effective approach for an organization might,
in fact, involve a combination of cloud and in-house resources rather than choosing one
over the other”. One example would be to use the public cloud for development and testing
with anonymized data, and use the internal private cloud for production. However, one
key requirement for the scenario above is portability between public and private cloud.

3.3.3 Offerings and Service Models

In this section we will look at the different cloud categories from a solution and offering
perspective. Although cloud offerings are getting more granular every year, with offerings
tailored for particular use cases or applications, such as Integration-as-a-Service, Mobile-
as-a-Service, Data-as-a-Service, Process-as-a-Service and many other services, it can still
be divided in three major Cloud Computing categories: Infrastructure-as-a-Service (IaaS),
Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS). Each of the three cate-
gories is explained in more detail in the following sections.
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Figure 3.2: Cloud Offerings based on System Layers [27]

3.3.3.1 Software-as-a-Service

SaaS is the most common cloud service deployment model and refers to applications de-
livered remotely as services over the Internet. The most popular examples are web email
clients such as Gmail, Hotmail or Yahoo, and sales tools such as Salesforce.com, which un-
til recently defined itself as the leader of the Cloud Computing revolution [3]. According to
the definition by Garner, “the provider delivers software based on one set of common code
and data definitions that is consumed in a one-to-many model by all contracted customers
at anytime on a pay-for-use basis or as a subscription based on use metrics” [26]. Stan-
dard charging model for this type of service is either a pay-as-you-use model (also called
pay-as-you-go or pay-for-use) or a user-based subscription model. Although, the majority
of the early SaaS services were mostly in the email and collaboration area, all major enter-
prise software vendors, including SAP, Oracle, Microsoft and Salesforce.com, are starting
to offer all their core business applications such as Enterprise Resource Planning (ERP),
Human Capital Management (HCM), or Customer Relationship Management (CRM) as
cloud-based services.

3.3.3.2 Platform-as-a-Service

Another offering, which from a layer perspective lies between SaaS and IaaS (see Figure
3.2) and which will experience a rapid growth in the years to come according the IDC [27],
is Platform-as-a-Service. Platform-as-a-Service enables consumers to develop, configure
and deploy applications in the cloud using infrastructure, tools and frameworks (platform)
provided by the service provider. Network, storage, and other additional services required
to run the application are also provided by the cloud provider. One example would be a
Tomcat application server provided as a deployment platform by the cloud provider, where
consumers can deploy and manage their custom Java applications. A similar example is
Database-as-a-Service, where consumers get access to a database scheme which can be
used for their applications.

3.3.3.3 Infrastructure-as-a-Service

The third main type of cloud-based service is Infrastructure-as-a-Service (IaaS), which
allows the customer to use computing resources such as servers, networking components,
or storage in order to run their own applications, software, and possibly operation systems
without having to manage or maintain the underlying infrastructure. This deployment
model is suitable for customers who do not require the platform or software services, but
only the infrastructure to their own build products. Customers access the infrastructure,
using a Web-based graphical user interface, which serves as an IT operations management
console for the overall environment [26]. Among the many offering, some of the most
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famous infrastructure services are Dropbox, Cisco and Amazon Web Services. Amazon
Web Services is not only restricted to IaaS, it offers a wide range of services, such as
the Amazon Elastic Compute Cloud (EC2) for computing services, Storage and Content
Delivery Services, Database Services, Analytics Services, Deployment and Management
services and many more [19].

3.4 Cloud Service Market

When tracking the term Cloud Computing from 2004 until 2014 in Google Trends and
Google Scholar (see Figure 3.3), a strongly increasing interest in the topic can be rec-
ognized. Ed Anderson, research director at Gartner said “The continued growth of the
cloud-based services market will result from the adoption of cloud-based services for pro-
duction systems and workloads, in addition to the development and testing scenarios that
have led as the most prominent use case for public cloud services to date” [26].

Figure 3.3: Google Trends (left) and Google Scholar (right) on the search of the Term Cloud
Computing

Companies use software without having to test it, use storage without having to maintain
it and use networking components without needing to configure it. Servers are acquired
when needed during peak hours and released when they are no longer required. The rapid
growth of cloud-based services is a response to the increasing demand of the market in
terms of flexibility, elasticity and agility among others. The scalability of the cloud lets
the companies avoid buying and maintaining resources in case of overload and avoid the
risk of not having these resources when needed. Although continuing to adopt cloud-based
services, companies still fear outages and down times. The factors that influence such a
decision are discussed later in Section 3.5. In Figure 3.4, the enterprise cloud adaption
trends are shown.Cloud adoption trends by workloads
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Figure 3.4: Enterprise Cloud Adoption Trends by Workload [24]
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3.4.1 Growth Projection

In recent years, many companies have shifted to cloud-based services. Over the years the
demand has risen and the offerings increased of variety and kind. In 2017 IT spending for
cloud-based services is estimated at more than $107 billion as reported in the new forecast
from the IDC [27]. Its expected to have compound annual growth rate of 23.5% from 2013
until 2017 is five times as much growth as expected of the whole IT industry [27]. While
SaaS remains the most dominant service segment, the platform and infrastructure services
are growing to double and triple until 2017 respectively (see Figure 3.5).

Figure 3.5: Worldwide Public IT Cloud Services Spending by Segment (in $ billion) [27]

3.4.2 Cloud Service Providers

Shifting form only a few key players in the Cloud Computing market, today many cloud
providers exist branching out in kinds of services and types of offerings. As software ser-
vices, there are business management software, vertical apps, software security or some
domain specific software in areas such as CRM. Platform services such as development
and testing, integration, database, or application platforms are also widely offered by
companies such as Microsoft, Oracle or Google. Other vendors such as Dropbox, Ama-
zon, or Cisco offer cloud management, storage, virtualization, networking or computing
services. The top and most known service providers are IBM, Salesforce.com, Amazon,
Microsoft, Oracle, SAP, and Google. The vendors not only differ in the services they offer,
but also in the way these services are offered, especially when we look at the management
tools provided. Each cloud provider has strengths in a different manner. While some are
simplistic easy to use others offer a more detailed and deeper granularity for more com-
plex needs. For instance Amazon Web Services offers IaaS as well as PaaS and has a big
set of other services, but if the business workflows and services grow in an organization,
it becomes more difficult to manage all the services. To the contrary, Microsoft Azure
has easy to use administration tools, but this may be insufficient for experienced users,
which require a more granular control over the service. Google with its rich infrastructure
is designed to scale, but is not easy to administrate [16]. Therefore, the customer has
to decide, according to requirements and capabilities, which providers offer the suitable
service for his or her business need.

3.5 Dimensions and Factors

Having analyzed the different cloud service models and offerings, as well as the adoption
projections for the next years, two main trends are observed: the cloud offerings are
getting more and more granular, tailored and designed for very specific use cases and,
secondly, the adoption rate is growing even in business areas seen as too critical for cloud
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deployment until now, such as core business applications or business intelligence. To
understand this trend, one must also understand the factors, which lead to such decisions.
Although most studies contain charts showing only the top 5 to 10 reasons, which lead to
cloud adoption, this paper tries to find and analyze all the decision factors which can have
an impact on the decision process and categorizes them from a technical, an economical
and an organizational perspective. In the second part of the analysis, we will also try to
prioritize the factors based on the cloud service model (SaaS, PaaS, or IaaS).

3.5.1 Technical Factors

This subsection will give an overview of the technical factors identified as important by
different research studies and analytical reports.

3.5.1.1 Scalability

Scalability is the property of a system to handle an increasing amount of workload or re-
quests by being able to scale both horizontally (by adding new nodes system or computers
to a distributed system) and/or vertically (by adding new resources to a single node of
a system, i.e. adding more CPU’s to a node) [35]. This is one of the most important
requirement for cloud-based services and should, if possible, take place in an (semi) au-
tomatic demand-driven way, fully transparent for the end consumer. Although the term
“unlimited” scalability is not exactly accurate from a technical perspective because data
center have a physical limit in regards to the scalability of the resources, cloud systems
are designed to handle almost any future usage peak the consumer might have.
To accomplish scalability, cloud vendors need to use a virtualization layer on top of the
hardware layer, which is non-homogeneous in most of the cases. When services running on
top of it demand more computing power to scale up, the virtualization layer adds new re-
sources or pool of resources to respond to the increasing demand in a fully transparent way
for the services. The service is only aware of the virtualized system it is running on, not
of the different hardware used in the back-end. A lot of proprietary solutions were avail-
able in market (i.e. VMware), however, in recent years, a new community was founded
to solve the issue of managing and controlling cloud resources from a non-homogeneous
environment. With the start of the collaboration between NASA and Rackspace Hosting
in 2010 [30], the OpenStack open source community was founded. Since then, a lot of ma-
jor software vendors joined the community and are actively contributing to the creation
of new modules and implementation of the standard in their own software stack. An-
other example is OpenNebula, an open source Cloud Computing platform for managing
heterogeneous distributed data center infrastructures [31].

3.5.1.2 Elasticity

Although quite similar to scalability, elasticity defines ability to fit the resources needed
to handle loads dynamically, normally through a scale out operation. When the workload
increases, the system scales out by adding new resources, and when the load decreases,
the system shrinks back and decouples the unutilized resources. This is especially impor-
tant in a cloud environment, which implements a pay-as-you-use charging model, where
consumers do not pay for resources which are not consumed as per the load requirements.

3.5.1.3 Availability and Reliability

Availability and reliability are two systems properties, which measure the system up-
time. More specifically, availability is the probability that a service is operating properly
when it is requested for use. Reliability on the other hand, “represents the probability of
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components, parts and systems to perform their required functions for a desired period of
time without failure in specified environments with a desired confidence”[33]. Although
both seem to measure the same thing, a high availability does not necessary mean a high
reliability. Imagine following example: A cloud service which is available 363 out of 365
days has an availability of 99.4%. If the system however crashes every 10 minutes for 1
second, it results in reliability less than 10 minutes, which is not high at all.
Because reliability is harder to measure and to predict, most of the cloud vendors focus
more on the availability measure as a metric in their SLAs. According to the report [23],
82% of the questioned enterprise customers seek for service-level guarantee capabilities
when it comes to availability, for both public and private cloud. A standard today in cloud
business is to provide availability between 99% and 99.9%. Nevertheless, reliability should
be part of a SLA, this is also reflected by the Cloud Service standardization guidelines
published by the European Commission in 2014 [6].

3.5.1.4 Performance

Performance is rather a generic technical factor, but looking at recent reports [23] [24],
it can observed that one of the top rated fears in the consumers perception is that cloud
solutions are not able to support mission critical applications. Even if it is not decisive,
performance, together with resource isolation, play a key role in running mission critical
applications such as Enterprise Resource Planning (ERP) systems, which require a lot of
tuning and configuration both on the software and hardware side.

3.5.1.5 Portability

While Cloud Computing might be attractive from a lot of viewpoints, one critical factor,
which is not necessarily visible at a first glance is portability. Portability is the ability
to move applications and data from one Cloud Computing environment to another with
minimal disruption[12]. It can be further divided into data, application and platform
portability. Consumers of cloud-based services may seek cloud portability so that they
can migrate services to a new provider in response to a price increase or a breached
service-level agreement[12]. In the context of hybrid cloud environments, portability is
defined as the ability to move between a public to a public cloud solution. This requires
interoperability among the different cloud providers. As previously mentioned, a lot of
cloud providers started building up on a common set of standards, the most notable being
OpenStack initiative.
Another important aspect in regards to portability, which is often overseen, is the porta-
bility of the licenses. While it might be technical feasible to port an application or service
from one cloud environment to another, this might cause a substantial effort on the license
side. Software licenses are often bound to users or to the underlying hardware, so porting
an application, such as a database for example, from one cloud environment to another
can cause substantial additional license costs. In extreme cases, the software licenses have
to be purchased again.

3.5.1.6 Provisioning Flexibility

Strongly related to the factor above, provisioning defines the ability to prepare and deliver
a new service or resource to be used by an end user. This can range from creating a new
user account to delivering a new pre-configured system for software development. A
system can also consists of multiple services, such as computing power, storage, network,
databases etc. Having the right provisioning tools to provision and combine different cloud
offerings (e.g. IaaS combined with PaaS and Data-as-a-Service), as well as being able to
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perform such operations in a shorter period of time can prove itself as a real advantage
when it comes to optimize operational IT costs.

3.5.1.7 Security and Data Privacy

Maybe the most disputed fact, especially in the recent years since the NSA scandal, is
security and data privacy. While security is also covering the authentication and autho-
rization aspect of services, which can be accomplished through integration with identity
management tools, this section will focus more on data privacy. Data privacy can be
viewed from a technical and a legal perspective. From a technical perspective security
and privacy can be ensured using a wide set security mechanisms on the transport and
storage layers, such as (strong) authentication and authorization, data encryption, use of
SSL and virtual private networks (VPN).
Ensuring data privacy on the legal level however can be more challenging, because cloud
providers must comply with the legislation of the country where they operate and/or with
the one in which they are legally registered. The overall opinion about privacy is that
there is no real protection of privacy against powerful intelligence organizations such as
the NSA, or as Darlene Storm from ComputerWorld is writing “If NSA wants your cloud
data ‘be big boys about it’”[15]. Additional factors, such as the recent ongoing process
of the US government against Microsoft to release data held outside of the US in Ireland
[29], add more insecurity to the consumers. This is why for many government agencies
and financial institutions, going public cloud is a no-go for systems containing sensitive
data. An alternative in such situations is to use a private cloud solution. A growth trend
towards private cloud solution is also reflected in the forecast done by IDC [27].

3.5.1.8 Geographic Location

Related to the previous factor, the geographic location of the cloud provide can also have
a impact on the decision regarding the migration to cloud-based services. Geographic
location of the cloud service provider or its data-center can bring additional assurance on
the data privacy aspect (i.e. having a data center in Switzerland is being seen as more
safe for Swiss companies against US extraterritorial jurisdiction because of the current
data protection legislation [25]) and harmonize compliance issues the organization may
have, depending on the industry the organization is active, such as the pharmaceutical,
financial or insurance industry.

3.5.1.9 APIs, Openness of Service and Use of Standards

Application Programming Interfaces (API) are a set of routines, protocols, and tools [37]
for building, integrating and monitoring software applications. As consumers often don’t
have unlimited (root) access to the cloud system on all levels (hardware, operating system,
network, storage etc.), exposing APIs for enabling integration with other on-premise or
cloud solution and for monitoring and control purposes is crucial for every project deployed
in the cloud. Since organizations tend to keep their most sensitive customer data on
premise, integration of cloud systems with on-premise systems is unavoidable and the
APIs enabled by the cloud provider play a central role. However, exposing unwanted or
unneeded APIs, which could result in remote connections to the system, can also lead to
compliance issues for organizations.
Another important factor in this context is openness. One of the factors seen as a barrier
to enterprise cloud adoption is data or vendor lock-in [24]. This can happen, if the cloud
provider does not provide any means to extract or migrate the data after the end of the
contract or if the costs and complexity associated with this process are very high. This
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can be avoided through the use of industry standards (e.g. OpenStack), both on the
provider and consumer side.

3.5.1.10 Data Transfer

In many cases, when large amount of computing power is needed for a short period of time
(such as running a large Hadoop job for a couple of days on a big data set), one crucial
factor is the ability to transfer the data on the cloud storage servers. Let us suppose that
for example a big media company wants to run a Hadoop job in a cloud on a data set
of 100TB. If the transfer rate is only between 1 and 2 MB per second, it will cause more
time and costs to transfer the data and run it on the cloud than locally. This has been
also analyzed by the study of [18], which states, that depending on the use case and the
complexity, the data transfer rate can turn into a bottleneck and it can be costly to run
the service in cloud than running the service on premise.

3.5.1.11 Tools

When using cloud-based services, tools are always needed when it comes to application
deployment or configuration, administration and monitoring of the services. Most of the
cloud-based services today are self-service. This is why the ease of use, the stability and
performance of these tools play a central role in the cloud adoption.

3.5.1.12 Other Technical Factors

Other identified technical factors that are not covered in detail by this paper but play a
role in the decision process, are application functionality, upgrade and patching frequency,
multi-tenancy data isolation among others.

3.5.2 Economical Factors

Our second category of analyzed factors is the economical factors. While most technical
factors can be represented as checklists that can be answered with “yes” or “no”, economi-
cal factors can be quantified, measured, and form the basis for creating business plans and
costs analysis over specific period of time. These factors, along with the“fine- grained eco-
nomic models enabled by Cloud Computing make trade-off decisions more fluid”according
to [1].

3.5.2.1 Charging Model

Pricing and costs have become the strongest argument in favor of using Cloud Computing.
This is reflected in the Everest Group Cloud Adoption Survey in 2013 [24], which positions
the Total Cost of Ownership (TCO) reduction as the most important driver for cloud
adoption. Adopting a cloud strategy however does not always lead to a better TCO,
as shown by the study done by OVUM [5]. Nevertheless, the study illustrates that the
costs of moving to the cloud are in many cases lower than running the system on-premise,
depending on the organization’s size and the complexity of the used software. Some of
the factors, which lead to a lower TCO, are the elimination of the upfront investments in
hardware and software and the use of a dynamic, pay-per-use charging model. Combining
such a charging model with the resource elasticity offered by cloud-based services makes
Cloud Computing a lot more advantageous because organizations do not need to over-
provision resources for handling unpredicted demand and costs will be calculated on a
per usage metric. But as we look at the offering in the market, we observe that the
pay-per-use model is mostly used when it comes to IaaS or computing power. For PaaS
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or SaaS vendors often charge per user subscription, per environment or through so called
“credits”, virtual currencies that can be used on the different cloud offerings the vendor
has. This can result in overall higher costs for organizations.

3.5.2.2 TCO - Total Costs of Ownership

Part of every business case, TCO defines total costs of an investment over a certain
period of time. In IT, the TCO includes hardware and software acquisition, management
and support, communications, end-user expenses and the opportunity cost of downtime,
training, and other productivity losses [36]. We will not go into the details of calculating a
TCO, but more on the role that the cloud service model plays on the TCO. In some cases,
depending on the organization’s size and the complexity of the application, investments in
cloud-based services can lead to a lower TCO than owning the hardware and software in
house [5]. As the study shows, companies, which require applications with less complexity
and a small technology footprint, achieve a better TCO when using cloud-based services
than owning and managing the applications in-house. This changes when organizations
require more complex applications or services with a larger technology footprint. More
complex functionality translates in higher subscription and training fees, and, depending
on the number of subscriptions, can lead to a higher TCO compared to in-house hosting.
Therefore, a TCO calculation has to be made on a case-by-case basis.

3.5.2.3 CapEx to OpEx

As described in [1], “The economic appeal of Cloud Computing is often described as ‘con-
verting capital expenses (CapEx) to operating expenses (OpEx)’”. To better understand
this, the cost structure of IT projects has to be analysed. IT projects often require a
high initial investment, such as software licenses, hardware investments and consulting
services for setting up the environment. This is what we call capital expenditures on fix
items. In addition to this, a project also includes expenses consisting of implementation
costs, such as development, configuration, or testing, maintenance and annual support
fees for hardware, software, and services for period of years, until the solution is retired
or replaced. Operating costs should also include indirect costs, such as salaries. These
costs are calculated on yearly basis and normally go into operational expenses (OpEx).
Because cloud-based services are charged on a pay-per-use or user subscription model,
initial CapEx is much lower. The absence of up-front capital expense allows capital to
be redirected to core business investments [1]. The costs associated with running a ser-
vice will be mostly operational monthly costs and this will enable organizations either
to reduce total TCO for the investment or have a better spread of the costs across a
period of time. According to studies, only 33% of the IT budgets are spent for innovation
and business opportunities [17], the rest is used only for integration and maintenance of
ongoing services, so this can be a decisive factor in a lot of cases where the organizations
don’t have a enough IT budget for investments.

3.5.2.4 License Costs

As organizations buy software from different vendors, they end up owning big amounts
of software licenses. However, there is no standard in regards to the usage of a license.
Each vendor has its own license model, metrics and restrictions, licenses are normally
bound either to users, to hardware or to a specific period of time. Things can get more
complicated as organizations try to move their existing licenses from their on-premise
infrastructure to a cloud environment, public or private. In some cases there are some
license migration paths offered when migrating the licenses to a cloud environment of the
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same vendor. If this is not the case, it can either cause consistent additional costs or a
compliance inconsistency, which can lead to legal repercussions.

3.5.2.5 Contracts and Service Level Agreements (SLAs)

In every contract related to a service between two or more entities, service level agree-
ments play a major role. SLAs, in general, define the service scope, service quality and
responsibilities between the service consumer and the service provider and are enforced
through rewards or penalties. During a transaction, such as a sales contract, between
two parties, information asymmetry can exists. “In contract theory and economics, infor-
mation asymmetry deals with the study of decisions in transactions where one party has
more or better information than the other. This creates an imbalance of power in transac-
tions, which can sometimes cause the transactions to go awry, a kind of market failure in
the worst case” [28]. Assuming there is no information asymmetry, because cloud service
contracts are relative new, often both the cloud providers and consumers lack the expe-
rience in defining the proper SLAs. “The structure and negotiation of an IS outsourcing
contract cannot be based on a zero-sum game philosophy; a win-win philosophy is more
appropriate” [10].As described in the research of [10], “estimates of the outsourcer’s busi-
ness value for the different performance levels and the corresponding vendor cost are often
not known by either outsourcer or vendor”. The study offers one approach with several
steps to calculate and define proper SLAs for reducing the risks on both the consumer and
vendor side. The steps defined by the study are: definition of the business value analysis,
definition of the performance levels, estimating the value of each performance level and
estimating the costs of the each performance level.

3.5.3 Organizational Factors

The last category of factors analysed by this paper are organizational factors. This cat-
egory is also not measurable or quantifiable, but shows the impact on the organization
when deciding to shift to cloud-based services. Such factors shift the organization dynamic
strongly enabling them to change the way IT related decisions are made.

3.5.3.1 Technical In-house Resources

Organizations no longer require networking components, storage or processing power in
the measures that was required before. Since the resources are constantly required and
the services are costly, some organizations only own the minimal required resources in-
house and use the cloud in order to scale. Depending on their needs, they can either not
have these resources at all in cases where the software is delivered as SaaS choose certain
services being delivered in house for security and integrity reasons.

3.5.3.2 Organization Size

Due to the lack of required development, maintenance, and configuration of resources,
organizations do not need the staff to undergo these procedures. If we consider the
Pinterest example that has been mentioned before. With only 12 employees they managed
to scale their business without wasting resources on staff to maintain the data centers or
develop and test their applications [21].

3.5.3.3 Decision Factor

Since the organizations lack the need to staff their departments with IT specialist and
consultants, IT related decisions involve more and more non-technical and business units.
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The chief marketing officer (CMO) is a key stakeholder in decisions regarding cloud adop-
tion since many cloud-based services are related to marketing and sales operation such as
ERP, CRM, BI and E-Commerce (see Figure 3.6) [24]. According to a Gartner analyst,
by 2017, CMOs would spend more on IT than CIOs. [2] IT teams embedded in busi-
ness units are yielding more decision power regarding such choices. Such involvement of
business users forces service providers change their orientation of how they perform and
market their offerings [24].

Figure 3.6: Primary Decision Makers for Enterprise Workloads/Solutions [24]

3.5.3.4 Organizational Agility

While there are multiple definitions of agility, we would define it as the ability of an
organization to rapidly react and adapt to new changes coming from inside the com-
pany or from the outer environment. With the development of new technologies to an
unprecedented pace, (re-)acting fast with new products and offerings can be critical for
the organization’s survival. Cloud-based services enable a faster provisioning of services
and at the same time require a much lower workforce for managing the IT infrastructure.
This can reduce the implementation time for projects, giving companies a greater agility
towards the unknown.

3.6 Evaluation and Discussion

After identifying all the factors, which play a role in the decision process, the next step
was to analyze which offerings are most affected by the different factors. The results are
displayed in the Table 3.1. Although some of the factors do not apply on all the offering
models, we could not find a notable difference based on this.
An interesting fact that has been noticed while conducting this report was that the techni-
cal factors were mostly seen as fears, whereas most of the organizational, and economical
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factors are seen as opportunities or benefits. This, however, shows that the most per-
ceived disadvantages of the cloud-based services now are of technical nature. Although
it may represent an issue on the short term, this may turn into an opportunity or into a
business differentiator for the different cloud providers on the long run. With technologi-
cal advancements and new achievements in the field of Cloud Computing, such technical
factors may be overcome in the future. For the time being, some technical factors have
workarounds, that could be used until a better solution is presented [1]. In contrast to
such factors, economical and organizational factors are not limited by technology, but
rather by business administration. Looking at this from a long-term perspective, techni-
cal issues and bugs are rather easy to fix and could later on turn into benefits. Since Cloud
Computing is still considered as a new technology, the dynamic of the field is shifting.
While some problems could be solved, others emerge and the importance and priorities
of the factors shift. The change in the importance of the different factors over a longer
period of time can be analyzed in future work.
The reason why economical and organizational factors are seen as opportunities is more
complex. Firstly, these are factors which are mostly weighted by non-technical people
(e.g.finance, marketing), meaning that budget cuts may be considered more important
than data safety. Secondly, they enable organizational efficiency both in human and in
financial resources by downsizing the organization with regards to employees as well as
required in-house resources, which my be used through the cloud.
The factors mentioned in the report have been described, prioritized, and categorized in
to three levels of importance from an adoption point of view (see. Table 3.1). The digits
1,2, and 3 denote high, medium, and low priority, respectively. They have also been dif-
ferentiated into fears and benefits, annotating if the factor is considered as a disadvantage
or an advantage. Looking at the rank, the technical factors with the highest priority are
those related to scalability, portability, integration, and data security/isolation. On the
economical side, the factors with highest priority are those related to the costs: OpEx,
SLAs and TCO. This means that the decision whether to move or not to move to the
cloud has to be done, or more precisely, calculated, on a case by case study and that there
is no rule of thumb.

3.7 Summary and Conclusion

In this paper the main factors, which play a role in the decision process of moving to
the cloud were identified and listed. They were also categorized in technical, economical
and organizational factors. These three types of factors were chosen, because they cause
the most impact on the cloud adoption decision. Nevertheless there are other influential
factors like social and environmental factors, which are not mentioned in the report(see
[20]). After analyzing the different factors and reading related work, the report concludes
that there is no one single correct answer indicating whether to move to the cloud or not.
Every case has a different situation, different attitude towards the mentioned factors and
different business limitations to consider for a cloud adoption.
Although there is no right answer, the mentioned factors listed in this report help or-
ganizations to give an overview of the most important factors to consider while moving
to the cloud. It thereby helps them determine their priorities and evaluate accordingly
whether to use cloud-based services or not. Since the disadvantages and threats of Cloud
Computing are mostly technical factors, cloud users can be assured, that these factors
could be more or less overcome with technological advancement. As of the question “To
Move or Not To Move”, there is no definitive answer, but a set of factors that offer an
overview to help the organizations with such a decision.
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Chapter 4

Applicability of Cryptographic
Protocols to Support Service Level
Agreements

Mohit Narang

This chapter analyses the problems faced by SLAs, in context of cloud services. It is based
on the blockchain technology implemented as a part of crypto currency protocols. First
part explains fundamental concepts of SLAs and inherent problems. Then, blockchain and
Ethereum concepts are introduced. Next, also proposing how some of the problems being
faced by SLAs can be solved with the presented technologies. Finally, some directions about
future work.
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4.1 Service Level Agreements

This section defines a general SLA in terms of a customer and a service provider where
service being provided is one of the cloud services. An SLA is an agreement between
the service provider and the customer for a cloud service. It defines terms of agreement
between the user and service provider of a Web-based utility service. Customer and service
provider both agree on some common parameters based on the contract.

4.1.1 Introduction

Current web services and applications, which rely on cloud infrastructure and services,
require the measurement and monitoring of quality and performance of these core cloud
services. A fair amount of effort had been made by organizations in the past to define
parameters to monitor services and how to measure those parameters. These parameters
are important for performance and quality of core infrastructure services on top of which
most IT service providers build applications. One of the most comprehensive definitions
of an SLA in domain of computing as defined by Farrell [6] makes it clear that there have
to be a set of norms or parameters which define the key performance indicators for the
quality and performance of a service.
This report makes some assumptions about SLAs considering a use case with Amazon
EC2 (Elastic Compute Cloud) [7], an infrastructure as a service offering by Amazon. EC2
is a web service, where one can request virtual hardware machines for computing. It
has different sizing options where customers can configure the offerings according to their
requirements. One of the key parts of an SLA as defined by Amazon EC2 [8] is virtual
machines’ uptime. Amazon guarantees a 99.95 % uptime and anything between 99 and
99.95 % gives the customer 10 % credit back and anything between 95 % and 99 % gives
30 % credit back as part of the SLA between customer and Amazon. The customers can
use this credit in future to pay for EC2 usage.

4.1.2 Compensation

Whenever two companies agree over the fulfilment of a contract, they agree upon a set of
rules which define the constraints of an SLA. In the same agreement the companies also
agree on how to deal in a situation when the agreed rules are not met and there is an SLA
breach. In cloud computing scenarios, most SLAs are defined in terms of percentage credit
back or bonus credit for future. This fits well in the current internet economy model, as
the providers can keep the customers in future for little costs, the customers can drive
their costs down. The most challenging problem is the way SLA compensations are dealt
with by the companies. For example, in the event of an Amazon EC2’s SLA breach, the
customer should open a support case with the customer service desk. The case is then
forwarded to verification and enters a long workflow until the customer service provides
back an answer. Moreover, it is up to the service provider to provide compensation, and
there is no alternative for the customer in case of a disagreement. This entire model is
thus time consuming and cumbersome, both for the customers and service providers.

4.1.3 Enforcement

Enforcement of SLA pertains to fulfilment of agreement between parties over breach of an
SLA. It takes into account the parameters and measurements agreed upon at the inception
of SLA. After the evaluation of measurements, payments or necessary steps are taken by
responsible party to fulfil the conditions of SLA. If the parties don’t reach an agreement
the case is forwarded to a third party or court for evaluation.
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4.1.3.1 Problems of Enforcement

Enforcement of SLAs are subject to issues like disagreement between parties or undefined
issues. An example of such a case from 2010 [9] shows how cumbersome enforcement can
be. It was a case of SLA breach between an online retailer American Eagle using a hosting
provider IBM. There was a database outage for 8 days during which American Eagle lost
more business than the compensation from the SLA penalty.

4.1.4 Monitoring

Whenever two parties agree on an SLA there need to be valid facts they can both use
to determine whether an SLA is breached. Monitoring of the SLA parameters is one of
the most challenging tasks. Leaving any technical complexities aside and sticking with a
simple example of an uptime SLA:

4.1.4.1 Possible Responsible Stakeholders to Perform Monitoring

� Customer

� Provider

� Third Party

4.1.4.2 Problems Of Monitoring

Monitoring of web services is a challenging task due to factors like network connectivity,
response time, hardware architecture of service provider/customer, etc. Whenever a pa-
rameter is chosen to be monitored for an SLA, these factors kick in to affect the readings
depending upon which party monitors. For an example [10] Netflix uses Amazon Web
Services as network and compute service provider to distribute media content to its end
users. If an end user is seeing a lag while watching a movie there can be different reasons:

1. Compute servers at Amazon Web Services are not able to process the request.

2. Network service at Amazon Web Services is congested

3. Network service at end user is congested

4. Network hardware at the end user is not capable to sustain streaming requirements

Netflix as a customer needs to make sure the problem is not due to its service provider,
Amazon. It is difficult for Netflix, as a customer of Amazon’s cloud service, to decide how
to monitor the performance of services provided by Amazon.
Generalizing the above example, monitoring at each end have different problems:

� Customer end: If monitoring is set up at the customer’s end it can misreport as
misreporting is better strategy for the Customer from an economic point of view.

� Service Provider end: If monitoring is set up at the Service Provider’s end it
suffers from the similar strategic exploitation.

� Trusted third party: Possible solution, but can be swayed by Customer and/or
Service Provider.
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Modeling the above as a case of game theory, each party wins the game if it mis-reports.
Both the parties will always misreport as there is no loss of misreporting and positive
economic gain in result of winning the game. Hence from an Economics viewpoint it is
a dominant strategy to mis-report the results of monitoring and hence no party can be
trusted.
A viable solution to tackle all possible cases is challenging and not yet widely implemented.

4.1.5 Motivation

Given these problem spaces the report identifies the need for new solutions:

1. Solve long time lags in Compensation of SLAs due to administrative overhead.

2. Reduce disagreements during enforcements.

3. More acceptable ways to monitor SLAs where parties do not need to trust each
other and can trust the monitoring technology.

4.2 Cryptographic Protocols

The term Cryptographic Protocols describes a group of protocols that were initially devel-
oped for digital communication security. Basic guiding principles for these protocols were:

4.2.1 Smart Contracts

An application of Cryptographic Protocols that was already widely discussed before the
recent introduction of Bitcoin are smart contracts. This report describes two examples
of Cryptographic Protocols that are later on applied to support SLAs. A wide variety
of new cryptographic protocols have emerged in recent years. The most traditional kind
of cryptography is secret key, in which Alice and Bob (our exemplar parties to a smart
contract) use a single shared, prearranged key to encrypt messages between them.
With the publication of the white paper on the Bitcoin protocol in 2009 there has been
a surge of new ideas and applications of the blockchain technology that bitcoin is based
on. In the following sections the report dives deeper into this technology that Bitcoin
introduced and then also looks into Ethereum, another concept of a cryptographic protocol
that expands on some ideas that would allow for more sophisticated smart contracts.
Bitcoin introduces a solution to the Byzantine Generals Problem [5].
List of other Cryptographic Protocols that we are aware of but didn’t look into:

1. ShellingCoin

2. Counterparty

3. MasterCoin

4.2.2 Bitcoin

In this section the blockchain technology is explained, which enables the usage of Bitcoin
for services like Escrow and Multisig transactions. Next, Ethereum platform is explained
which is built on top of the fundamental concepts of blockchain technology.
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4.2.2.1 Blockchain Technology

Blockchain is a public ledger of transactions with time stamps. It can be considered as
the backbone of cryptographic currencies like bitcoin. It makes sure that no user can
double spend the coins. The bitcoin network is a distributed set of nodes, where each of
the nodes contain a copy of the blockchain. There are a set of consensus rules, which are
followed by the nodes and once some of the nodes have the same blocks in blockchain,
they are said to be in consensus. A set of transactions are put in a block after hashing
the transactions. On continuous hashing, this block gives a merkle root, which is part of
the block header that contains the information of each block. The bitcoins are stored in
transactions and not in wallets which means one can only spend if they receive bitcoins
from previous transactions. Due to this structure of keeping the balance of accounts its
impossible to double spend the coins, as whenever someone spends coins they are merely
using the output of a previous transaction as an input of a new transaction to spend coins.
Difference between the input and output usually goes to the miner, as a fee to include
the transaction on a block. Proof of work is what makes the blockchain a trustworthy
ledger since it becomes extremely difficult to modify a block by any dishonest node, as the
number keeps increasing with time. Difficulty of calculating the hash is set dynamically
based on the number of blocks added in two weeks time. If the time taken is lower, the
difficulty is set higher, otherwise its lowered proportionally. Any miner can add a block to
the blockchain, if the target threshold can be hashed. Blocks are addressed based on their
distance from the block 0 or genesis block. Each block contains at least one transaction.
First transaction is a coinbase transaction or generation transaction, which is responsible
for the block reward. A condition for a coinbase transaction is that it cannot be spent
in the next 100 blocks, which restricts the spending of coinbase transactions from stale
blocks. A transaction is comprised of following parts:

1. Version: Four byte number which links the set of consensus rules to be used, to
validate a particular transaction, so that if in future the rules change, the transaction
should still be valid.

2. Inputs: Output of previous transactions to use to spend existing unspent transac-
tions.

3. Outputs: Amount of bitcoins to spend.

4. Locktime: Unix timestamp or block number at which the transaction is locked.

Transactions use the standard Pay to public key hash (P2PKH). This type of transaction
can be used by a user to send bitcoins to a Bitcoin address. To generate public-private
key pair Bitcoin uses Elliptic Curve Digital Signature Algorithm (ECDSA). The public
key is hashed and provided to spending party as a bitcoin address, which are usually
base58-encoded strings. The user can now create a transaction with the decoded bitcoin
address such that anyone with the private key can spend the bitcoins associated with
that particular transaction. After the transaction has been broadcasted to the network
it appears as an unspent transaction in the receiver’s wallet software. Now whenever the
receiver wants to spend the above unspent transactions he needs to use the signature
script in any new transactions, signing those transactions with his private key. These new
transactions are validated by miners and once validated, become part of the blockchain.
P2PKH scripts are validated using the evaluation of both pubkey and signature scripts.
Another way of transactions using public private key pairs is using pay to script hash
(P2SH) transactions where a spender can also add a redeem script. They are more simple
and equally secure as P2PKH hashes.
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Standard transactions Transactions which use believed to be safe templates for the
pubkey scripts and signature scripts and pass a test IsStandard() are standard transac-
tions. For core version 0.9 the standard transactions can be

1. Pay to public key hash (P2PKH): used by most of transactions

2. Pay to script hash (P2SH): used mostly for multisig

3. Multisig: advantages over P2SH as can have minimum m of n number of public keys
to match.

4. Signatures must be in same order as public keys.

5. Pubkey: it is an abridged version of P2PKH, but less secure.

6. Null Data: used to create transactions only to add data to the block chain.

Non-standard transactions Any transaction which is not using the standard trans-
action types. By default these transactions result in error unless the script hash is added
as a redeemable script. In which case it will result in an unspendable transaction.
Following conditions must also be true for valid transactions :

1. Locktime must be in past or sequence numbers must be 0xffffffff.

2. Size must be less than 100KB

3. Inputs must be less than 500 Bytes

4. Signature script must push just the data to evaluation stack.

5. No outputs should have bitcoins less than minimum defined.

A signatory can sign any part of the transaction. Depending on what is to be signed,
there are three kinds of SIGHASH available for a signatory:

1. SIGHASH ALL : signs everything except signature scripts.

2. SIGHASH NONE : signs inputs but not the outputs

3. SIGHASH SINGLE : signs input and single output so that other signers can control
their outputs.

The above base types can be modified with flags: SIGHASH ANYONECANPAY:
When combined with SIGHASH ALL : means anyone can change who contributes to the
transaction but no one can edit where the output goes and how much of bitcoins are sent
in the transaction.
When combined with SIGHASH NONE : anyone can spend however they like.
When combined with SIGHASH SINGLE : anyone can spend however they like.

The locktime is an important part of every transaction. It defines when a transaction
can be spent or made part of the block chain. It helps users to create future transactions
such that users are allowed to change a transaction later on. These transactions can be
added two hours before the actual locktime expiry, due to which a cancellation of such a
transaction is not possible after 2 hours before expiry time. If the locktime is less than
500 million then its considered as a block height where transaction have to be broadcast.
Otherwise it is used as a unix timestamp.
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Transaction Fees Transaction fee of a transaction depends on the size of the signed
transaction and is given by the miner. It is a decision of the miner to choose their
minimum fee to include a transaction to the blockchain. 50KB of each block is reserved
by the peers for high priority transactions which spend coins which did not circulate for
long time. The remaining block is filled according to the preferential filling of the block,
based on the amount of fee per transaction in the rest of the transactions. There is also a
minimum fee, a transaction needs to pay to be broadcast. The minimum fee only applies
to the transactions which are not high priority. Since each unspent transaction, which is
being spent as a part of a new transaction, have to be spent completely in a transaction,
there are usually two outputs. One output to the receiver and the other as the change
output which sends the coins back to the sender.
Since in a transaction both the sender and receiver can see the public keys of each other, it
is possible to see any other transactions using the same public keys from the blockchain. If
a user doesn’t change their public keys often, everyone else can see the spending patterns
from different public keys and any unspent amounts. To avoid this users can adopt a
policy to use one public key only twice, once to receive and once to spend coins.

Malleability Signature scripts are susceptible to a denial of service attack known as
transaction malleability. Since the scripts can’t sign themselves it can be used by an
attacker to modify the transaction and it will be still a valid transaction. These attacks can
change computed hash of transactions and hence transactions which depend on previous
transactions should be avoided. It also adversely affects the transaction tracking because
the transaction with a particular transaction id will not be visible due to the modification.
Also transaction tracking is mostly done by tracking the outputs as they can’t be modified
by this type of attack.

4.2.2.2 Multisig Escrow services

Escrow is a service where two parties entering into a contract, appoint an external party
to hold the money or documents, and release them according to the rules of contract. A
traditional example of an escrow service is a hospital and a medical supplier getting in a
contract. The supplier agrees to supply the medical equipment to the hospital over the
next year and every request for an equipment should be met within one week of request.
At the end of year, if the number of requests which have not been met in a week exceeds
10, then the supplier gives back 10 percent of the amount of contract to the hospital. They
both agree on a third party to monitor this agreement and hold 10 percent of the value
of contract and in the end release it to the party which should be paid back depending
upon the number of times a request has not been fulfilled within a week from request.

Bitcoin Contracts Transactions which use Bitcoin to act as financial instruments,
which enforce agreements. If a user wants to buy something from a seller, the user can
send a transaction which will only pay the seller if the user receives the item. But in case
of a dispute this simple contract can’t be resolved easily. This problem can be resolved by
using an intermediary authority which decides whoever should receive the payment back
from the above contract.

4.2.3 Ethereum

Ethereum [1] is an open source platform which enables the creation and distribution of
decentralized applications. The driving force behind it is a group of computer scientists
and programmers that envision a cryptographic platform with a built-in programming
language attempting to generalize concepts such as multi-signature escrow, bets, contracts
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for difference, etc. This all-encompassing concept of “contracts”would allow users to come
up with arbitrarily complex combinations of arithmetic formulas and nested if-then clauses
to set up conditions for how funds could be spent. Vitalik Buterin, one of the founding
members of the Ethereum team describes the goal of Ethereum in the White Paper as
follows:

”What Ethereum intends to provide is a blockchain with a built-in fully fledged
Turing-complete programming language that can be used to create “contract”
that can be used to encode arbitrary state transition functions, allowing users
to create any of the systems described above, as well as many others that we
have not yet imagined, simply by writing up the logic in a few lines of code.” [1]

4.2.3.1 Timeline

It was introduced by Buterin in early 2013. It is work in progress and has not been
applied to a real world case. This project is still active and is expected to arrive in early
2015 according to the founders and the website. The first proof of concept was released
in February 2014. The current roadmap [2] shows all the expected features and phases of
development which have been planned.

4.2.3.2 Introduction to Ethereum

It is a distributed, decentralized platform for publishing digital contracts on top of a turing
complete language. It uses ether to power itself and also to execute and maintain state of
the contracts. A contract may execute any code depending upon the amount of ether its
willing to spend. Nodes choose any contract to be executed and added to the blockchain
similar to Bitcoin, but contracts can be much more complex in this case. Contracts can
run any program until they run out of the ether. These contracts have applications, like
running computations on distributed networks or creating financial derivatives based on
external factors, which can be used to calculate and dispense the value to the owners of
the contracts, based on exact calculations. According to the official whitepaper following
are the major expected applications of Ethereum:

1. Token Systems : these are sub-currencies which can be implemented on top of ex-
isiting crypto currencies. They can be easily implemented using Ethereum in the
form of contracts.

2. Financial Derivatives: they are implemented using external price monitoring ser-
vices. They can be used as hedge against other basic financial instruments with a
transparent pricing of the instrument rather than a third party bank fixing it for
the public.

3. Identity and Reputations Systems : DNS name resolution systems and Email authen-
tication which involve a simple read only data based contract. Since the data cannot
be modified in future it can serve the purpose of trust chains for web authentication
and certificate authorities.

4. Decentralized file storage: the model of this application is that nodes can store data
for a contract in return for getting ether. Now the user can encrypt the data and
put different blocks in different contracts for the data to be stored with the ether
being spent on each access.
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4.2.3.3 Blockchain Extension

Ethereum expands on this idea by not only making simple states of key value pairs where
the key is always a public address and the value a certain amount of bitcoin but extends
this to any possible keys and values. This means that blockchain can be used to store data
as well alongwith transactions. Blocks do not hash the data and only contain pointers to
the data, which ensures efficiecy of the network.

4.3 Applications of Cryptographic Protocols

In this section the applications of cryptographic protocols are explained to solve the
probelms related to the compensation, enforcement and monitoring of the SLAs using the
technologies introduced in previous sections.

4.3.1 Application of Bitcoin to Compensation of SLAs

As discussed in Escrow section above, bitcoin comes as a very suitable solution for SLA
compensation. It is a form of compensation which can be exchanged for money on a
bitcoin exchange by both the parties, which makes sure that neither customer nor the
service provider are bound to each other in future, in contrast to what we saw in the
example with Amazon, usually the service providers return only credits to the customers
accounts to use their services.
The major ways Bitcoin can be used for SLA compensation are with :

1. Multisig transactions: Transactions that have multiple signatories to make the trans-
fers. Here, the third party acts as a deciding factor whether to make the transaction
or not. For example, there are two parties Customer and Service provider. They
create a 2 of 3 multisig address which requires atleast signatures of two parties.
Customers sends reserve money to this address and if the SLA is fulfilled then both
Customer and Service provider sign a transaction to initiate transfer to the Service
provider. If the SLA is not fulfilled the trusted party verifies and signs transacation
to initiate transfer to Customer.

2. Future transactions: Multisig transactions dated in future are a perfect way to make
SLA compensations. It works exactly as Multisig transactions except the fact that
they become active in future. In case SLA is not fulfilled any two parties can void
the transaction.

4.3.2 Application of Smart contracts to Enforcement of SLAs

Smart contracts are supported both in Bitcoin and Ethereum. The basic architecture
which supports enforcement of SLAs using smart contracts is as follows:

Parties Involved:

1. Service Provider

2. Customer

3. Third Party

In case of smart contracts, the third party is a set of oracles which monitor the SLA as
defined during the agreement between the parties. Ethereum provides a set of nodes which
can run simultaneous contracts and get a consensus based monitoring. SchellingCoin even
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goes another step further by making consensus based distributed monitoring architecture
where nodes get paid to monitor and truthful reporting is based on the median reports.

4.3.3 Application of Ethereum for Monitoring of SLAs

Since Ethereum also supports a turing complete language, complex contracts can be cre-
ated to monitor services like sending data chunks and calculating returned hashes which
depend on latency etc. This enables SLAs to use Ethereum as a network to monitor even
the most complex SLAs in the domain of computing. Supporting a turing complete lan-
guage as the backbone for contracts ensures a standard way of monitoring and computing
in the whole network. This is also in line with using Ethereum as a distributed cloud
service provider with no single node as a service provider.

4.4 Discussion

Service level agreements are not evolving at the same pace as the services in the past
few years. This gap has been increasing because the Services are becoming more and
more complex due to which monitoring of the parameters had been a challenge. But most
difficult part of monitoring had been the old way of being done by either the Customer
or Service provider or a third party. This approach failed most of the times because it is
prone to fraud by any of the parties involved. This report discusses the applicability of
different cryptographic protocols to solve those problems as discussed above.
There are some issues which were raised during the presentation of this report during the
seminar as well such as:

1. Automated transfers: some participants argued that they don’t feel safe with auto-
mated transfers, using bitcoin contracts as a way of SLA compensation. It is a very
valid point and there is further work that needs to be done regarding how to make
such transfers more secure and fraud proof.

2. Monitoring using distributed oracles: distributed oracles still face the same issues
as a third party based monitoring solution. Another important drawback also says
that for parameters like reachability there are number of external factors involved
which are independant of the service provider of the cloud service but might be
dependent upon an end user’s reachability.

4.5 Summary and Final Considerations

Recent Bitcoin advances made it possible to have a solution where a network of nodes can
reach consensus on defined states. The focus here lies on consensus of computationally
provable facts. With the rising interest in the space of cryptographic protocols there are
however also advancements in extending this to facts outside of the network.
This report showed how Bitcoin as a payment mechanism already could be of use to the
area of SLAs as a means of compensation in the case of a SLA violation.
When discussing how smart contracts could be applied to SLAs we discussed how a smart
contract always had to be based on a data point outside of the consensus network.
Some of the concepts we discussed are highly hypothetical and their viability in the real
world still needs to be proven. However, if decentralized oracles become widely used, it
will certainly open opportunities for many new applications in a wide range of domains
that would profit from a trustless automated contract resolution process.
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Chapter 5

QoE Based Charging

Sandro Boccuzzo

Over the past decades when it came to define and charge for computer relevant tasks
such as packet loss rate, delay, bandwidth etc. they where mostly described in terms of
Quality-of-Service (QoS). Resent academic research and industrial solutions propose a
newer rather user centric quality concept. They focus on the user experience and define
a Quality-of-Experience (QoE) as an important measurement to describe the ’overall ac-
ceptability of an application or service, as perceived subjectively by the end-user’[1] With
QoE research tries to quantify this perception of a content by the end-user and evaluate
its value. This can be used to allocate resources more efficient and charge more accurately
to the endusers willingness to pay for a particular experience. In this work we focus on
current work done in the field of QoE Based Charging and discuss particularly approaches
in combination with network, multimedia and mobile services [2].
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5.1 Introduction

User experience is a major concern of IT-Services and user interaction. Without effi-
cient communication services are not perceived as wished from the end user. To control
the quality of a service traditionally measurements of computer relevant tasks such as
bandwidth, delay or packet loss rate are defined. With service level agreements (SLA)
customers and clients than specify what penalties apply if the defined targets are not
achieved. IT-services that are charged based on such measurable parameters are mostly
described in terms of Quality-of-Service (QoS). The end users perceived service experience
in regard to its expectations and its willingness to pay are not taken into consideration.
These levels of different perceived experiences in that are crucial. As a dropped film se-
quence during an action movie can have a negative impact to the overall experience, a
movie added with higher definition or surround sound can enlarge the experience.
Still the price a user expecting high definition and surround sound is willing to pay is
different than the price a user is willing to pay for high definition if he for example is
already happy with a lower resolution. But how can a user be charged accurately based
on his personal preferences. In this paper we address current research done in that field
and open discussion for possible solutions.
The remainder of this paper is organized as follows. In Section 5.2 we address the general
differences of quality of services and quality of experience. The section 5.3 provides an
overview of research done in the field of quality of experience. In Section 5.4 propose a
possible real live scenario for QoE based charging. We summarize with our conclusions in
Section 5.5.

5.2 QoS versus QoE

What is the difference between charging for a service quality in contrast to charging for
an experience? And why most current charging scheme are rather based on quality of
service? If we formally look at how charging is done in a quality of service approach,
we se that the functions all depend from each other (Figure 5.1). For any given price
function p(x), we can get the corresponding demand function d(p) and from that the
quality function q(d) results.

Figure 5.1: Functions involved in QoS

If we consider the variables involved in quality of experience however it is not so trivial.
The function of the quality of experience is dependent from the price function p(x) and
of the quality function q(d). The price function on the other side is dependent from the
experience function x(p,q). This reciprocal dependency means that for one particular
quality of a service two enduser might have a different price. Formally the situation is
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disclosable but what makes it so complicated to measure the quality of experience and
charge accurately? In a real situation the experience function is characterized by the
personal preference of the end user, it is therefore not a function that is clearly exposed.
Furthermore the experience function can extremely differ among the end users and varying
even from their daily sensations. That means that an end user might what to pay more
to see a movie during a relaxing evening, than see the same movie during lunch.

Figure 5.2: Functions involved in QoE

5.3 Related Work

The goal in charging for quality of experience is to explore ways to measure the personal
preferences of a end user in any given time and to adjust the quality accordingly. In the
following we summaries how other research addressed this goal.

5.3.1 QoE in the home cinema environment

In their work on QoE-based Charging Reichl et al. addressed the issue of measurement
with a user study [3]. Their setup provided a TV screen to the test user on which a
film in various qualities was shown (Figure 5.3). The quality was adjusted based on
a logarithmically scaled bitrate and on two general film sources. The logarithmically
scaled bitrate together with the standard definition (SD) and the high definition (HD)
files allowed a distinction of 17 quality levels. On top of that they added three other
virtual quality levels that would show the same best quality but to a different price. As
an incentive the test users could no spend 10 euros in quality enhancements and take the
remaining home afterwards. Depending on the assigned group the film price range was
between zero and 2, 3 or 4 euros. The test user watched three film sequences of 20 minutes
each. With a jog wheel the user can freely adjust the quality during the first 5 minutes
after that the last selected quality is set and charged with the previously shown price.
The work of Reichl et al. in our opinion shows an interesting approach towards quality
of experience measurement. However, we find as well some critical notes towards the
work results. In their work the used 17 quality levels plus three virtual levels that in
the end classification where summarized into four groups. In these four groups the three
virtual quality levels where combined together. With a focus on charging for quality
of experience, in our opinion clustering the virtual groups together results in changing
the whole test scenario to measure only charging for different quality of services rather
than charging for the quality of experience. Let us explain our point. As we discussed
before charging for quality of experience is defined in the end users willingness to pay
for a perceived experience. This assumes, that one user is willing to pay more for the
same quality than an other user. In the previous scenario, the users had time to test
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Figure 5.3: Technical Setup of the Reichl et al. User Study

the available qualities and than pick one desired one. This is rather similar to a simple
i search for my preferred mobile phone subscription. Different service levels are offered
to me with a transparent price and I can choose the one suiting my best and close the
deal. This is clearly rather choosing a quality of service than an experience. Secondly a
users experience can changes in any moment, in the mentioned scenario however after the
first 5 free testing minutes the deal is closed and the rest of the time the user consumes
the chosen quality. If e.g., during the movie a phone call would come in and disturb the
user he might not need the same quality anymore. The situation has changed and with it
the users experience for which he is willing to pay. We therefore argue, that in regard to
charging for quality of experience Reichl et al. in the mentioned work should have focused
more on the virtual quality levels and eventually added some virtual quality levels as well
in the lower and middle price ranges. With that they could distinguish the individual
users and their perceived preferences and also see if the price volatility would be stronger
in the lower, middle or higher price range.

5.3.2 QoE for multimedia content evaluation

Chen et al. with their work addressed how multimedia content can be evaluated with users
quality of experience[4]. To evaluate the multimedia content they build a crowdsourceable
framework. In their setup they used an original audio or video clip and created a set
of differently encoded versions. During the case study a participant would than being
presented an audio or visual mulitmedia content. Two qualities of the same clip where
randomly selected and one of them played. The participant can switch between the two
selected clips by pressing the space key. If the user is ready to take a decision towards one
clip he prefers he would than we pressed the left key to indicate the clip with the released
space key is better and press the right key it the clip with the pressed space key is better
(Firgure 5.4). With their framework Chen et al. where able to outsource QoE evalutaion
experiments to an internet crowd, reaching a wider participant diversity while preserving
the quality of the results.

5.3.3 QoE in the mobile network environment

Qiao in his work addresses the collection of QoE data across the mobile network [5]. In his
work he proposes to process QoE measurements such as the speech conversation quality
related method ITU-T P.563 [6] directly on the smart phone and submit only the final QoE
results back to the network servers. This would help to collect QoE relevant data directly
in the smart phone and reduces the transmission load of the network. The advantage of
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Figure 5.4: Experiment setup of a participant in an acoustic paired comparison.

this proposal is that an offline QoE measurement is possible, which is specially useful on
remote locations where network lost becomes an issue to take into account for QoE.
Stankiewicz and Jajszczyk in their survey [7] describe QoE as strongly dependent on
intrinsic network features and performance. For them apart of the quality of service (QoS),
the quality of resilience addressing the recovery time and availability (QoR) as well as the
grade of service (GoS) are such intrinsic features (Figure 5.5). Still there are no simple
mapping between these and QoE and that efforts in finding mathematical relationships
between QoS parameters and QoE, like the mean opinion score (MOS) are always derived
for a particular use case and under several assumptions. Furthermore in their work the
address the various network technologies towards their typical range, downlink data rates
and handover supports and focus on the convergence between fixed and wireless networks,
as well as within wireless networks based on different technologies. The state that with
growing user expectations a harmonization between different standards and mappings can
help fulfilling these user expecations.

Figure 5.5: Factors influencing QoE.

5.3.4 QoE in the gaming environment

Jarschel et al. addressed QoE from the perspective of cloud gaming [8]. In cloud gaming
the player is no longer depending on a specific gaming hardware. Cloud computing is
handling that. A cloud game on the other hand becomes heavily dependent on the un-
derlining network in terms of latency and bandwidth. Jarschel et al. designed a survey
where a WAN-Simulator would allow to configure specific test scenarios and the test users
would answer to a QoE related poll (Figure 5.6). The handle it the way that the test
user would sit in front of two monitors and answer the poll questions on the first monitor
while gaming on the second one. From their study the were able to identify key influence
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factors impacting QoE of the test users. According to their test scenario a delay of 80ms
would represent a threshold where player start to notice the delay. However, they also
found out that the perception of the delay varies according to the speed of the game in
general. A delay in e.g., role play game would be perceived different than the same delay
in a soccer game. They conclude that the slower the game is the less a delay influences
the users QoE. The influence of such key quality indicators is particularly useful for a
service providers to ensure a minimal level of QoE at all time. Last but not least Jarschel
et al. showed also that a package lost on the downstream side has a significantly higher
impact on QoE than a packet lost on the upstream.

Figure 5.6: Testbed Setup - Logical View of the cloud gaming study

5.3.5 QoE in commercial products

As an example of a commercial service that incorporates in a way a quality of experience
based charging approach we mention flattr[13]. The idea behind flattr is to support
creators of web content financially based on the own experience. If a had a particularly
good experience in consuming the content he can klick on the flattr button on the content
providers website (Figure 5.7). Flattr subsequenceially gets informed of the users action
and records the click in the users profile. The user at the beginning of the month has
specified what amount (flatrate) he is willing to spend on preferred content. At the end
of the month this amount is then divided among the content providers that received a
flattr click from the user during this month.

Figure 5.7: left: flattr button on content websites right: browser extension to flattr website

Even-though this approach uses quality of experience principals to divide the amount the
user is willing to pay for content he had a particularly good experience, there are also



92 QoE Based Charging

some downsides in this approach. One is for sure that it does not take into consideration
how much a user preferred one content in respect of the other. The other is that a
content provider in one month might be the only one that particularly pleased a user and
subsequenceially gets the full share, while on the other month needs to divide the share
with hundreds of other content providers. With flattr the cost to produce the content are
not honored in any way.

5.4 Towards a real QoE based charging

As we have seen in related work, it is not so simple to create a real quality of experience
scenario, without the risk of falling back into a simple charge for a quality of service
approach. Dring our survey on related work we found that most of the QoE focused
research aims rather into finding some sort of a prediction model for QoE based on some
key influence factors of the underlining QoS. But how can we build a real live scenario
allowing QoE based charging? In the following we propose a possible real live scenario for
QoE based charging.

5.4.1 A real live QoE scenario

For the purpose of our discussions we need some simple real live QoE scenario. Lets
think of a hotspot event such as new years eve on New Yorks Time Square. Millions of
individuals that at midnight all like to use the same mobile service for sending a short
message with their best new year wishes to their relatives. In this scenario the underlying
service is simple and clear. Deliver the short message as instantly as possible to the
relatives. Because of the resource restriction some of the individuals experience lack of
the sort message service, while other can send the message but the message would reach
the relatives only hours later. Depending on the importance of the message in this use
case there is a clear difference in the willingness to pay for the short message service by any
individual. Some might be able to wait, while others absolutely like to have their message
delivered before one minute past midnight. In this scenario the quality of experience of
having the message delivered instantaneously is clearly worth more to some individuals.
But how can we use our limited service resources to provide an adequate service and
charge the individuals differently according to their experience preferences. We think
that such a use case is best addressed in the same way as a stocks on a market.

Figure 5.8: Relationship between end to end QoE and network level QoS[5]

5.4.2 A QoE oriented marketplace

We base our stock market inspired QoE approach on a network where every ip-package has
it price or were alternatively in a specified time interval a package would deliver the new
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summarized current price for a requested or still used service. The research community
has already addressed this issue in various cases such as Elovici et al. in [9] or Chen et al.
in [10]. An overview of pricing concepts for IP networks is provided as well by Falkner et
al. [11] or by Da Silva [12].The important part of the network part is a transparent way
to adjust the price based on the route a packet has to take and eventually some fixe cost
a service is charged for (Figure 5.8).
In a user interface for the end user requesting a service such as sending a short message a
box with the current price can be presented and accepted or declined by the user. With a
simple service such as a short message where the message size is small and know up on the
request of a service that does not opens many issues. However, if in our scenario we think
of a phone call instead of a short message a lot more issues arise. What happens if a call is
started with a low service price and the price rises? Or what if a user with a mobile device
moves to a hot spot or out of a network area feasible for the requested service? For these
situations the user interface needs an alert functionality to warns the user before reaching
an edge of a network area, to specify a maximal price increase, a minimal expected QoE or
to back propagate his current QoE. This issues can be resolved in offering a user interface
that after a phone call has started presents a user a set of sliders to adjust his current
QoE and some other boundaries based on the current available limitations (Figure 5.9).
With a user interface similar to the shown the quality of experience can be adjusted at
any time based on the users current preferences and wiliness to pay. Furthermore the
current QoE is stored and used as the expected QoE of the user when initiating a new
phone call.

Figure 5.9: Suggested UI for QoE based charged phone call

5.5 Conclusions

In this paper we presented various approaches available in respect to QoE based charging.
We showed what issues arise in trying to measure the individuals quality of experience,
showed we researchers might have struggled in confounding QoE with traditional QoS
approaches, and summarized some studies that intended to statistically approximate QoE
with the help of adequate key influence factors. We rounded this work up by presenting
our own approach towards a real world scenario implementing QoE based charging.
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Chapter 6

QoS in Mobile Ad-hoc Networks
(MANET)

Mark Bosshard

Mobile Ad-hoc Networks (MANET) are networks consisting of only mobile participants
without any fixed infrastructure. Applications of MANET can be found in many areas,
such as in military communication systems, sensor networks or on the road between cars
(Vehicle ad-hoc Networks or VANET). All of these applications depend on a high quality
of service (QoS) in different means. Today a lot of Quality of Service optimization has
been done for our Internet - this is still missing though for MANETs and not solvable
with the same ease either. This work shows problems in this field and what solutions or
approaches in terms of routing protocols are available today.
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6.1 Introduction

The two adjectives differentiating a MANET from every other network are mobile and
Ad-hoc. Ad-hoc refers to the temporariness of a network structure. Mobile on the other
hand stands for moving participants (nodes), and even per definition wireless nodes [5]. A
wired backbone infrastructure (i.e. central hubs or routers) does not exist, since MANETs
communicate from network participant to network participant only, without any instal-
lation on premise. Network topology between these nodes is subject to constant change
since all mobile nodes are allowed to move freely. The communication between nodes
is happening through multi-hops [5]. This means a sender’s signal strength might not
directly reach the destination node, but other nodes in between can forward pakets and
thereby establish a path. A MANET has to be rapidly deployable and work immediately
[17]. Routing protocols have to deal with these challenges. Since MANET is a class of
Wireless Network, the physical link’s bandwidth and delay are unpredictable as well [16].
First applications of MANET will be shown in Section 6.1.1, followed by a general intro-
duction to QoS (Section 6.1.2). In Section 6.2 this paper outlines QoS goals and metrics
specific to MANET. Finally present design solutions in terms of routing protocols are
looked at in Section 6.3. Section 6.4 summarizes all previous sections and in the end a
discussion including future prospects and economic aspects is being held.

6.1.1 Applications and Commercial Use of MANETs

Nowadays MANETs are applied in several specific fields. One example is temporary
networks created for military purposes, K. Wu et al. mention ”battlefield communications,
disaster recovery etc.” [20]. In a battlefield one cannot rely on a pre-installed backbone
infrastructure. The areas are not civilized enough to build such a set-up or often do
not even belong to the party in need of a communication system. In disaster recovery
situations static communication infrastructure is broken or not available. Circumstances
therefore are very similar to these in a battlefield.
Vehicle Ad-hoc Networks (VANETs), are another type of MANETs. The participating
nodes form networks between vehicles (often automobiles) [12]. They mainly differ from
MANETs in a way that power supply is not an issue. In addition, hardware size and costs
are looser constraints. Challenges for this network type are frequent topology changes
(i.e. relative speeds up to 500km/h) and either dense or sparse network configurations
(i.e. a few up to several hundred meters of distance). Their key application nowadays
is road safety (such as avoiding accidents), however missing economic incentives for a
roll-out and missing international communication standards are reasons for VANETs not
to be widely used by today [15].
Another example that differs from traditional Mobile Ad-hoc Networks is mobile networks
in the sky between Unmanned Aerial Vehicles (UAVs). These vehicles would fly close to
the ground, serving e.g. in ”disaster assessment and recovery, emergency communications,
infrastructure protection and surveillance”, as stated by K. Namuduri et al. [12]. There are
also UAVs that enabled cellular communication in Japanese earthquacke-regions in 2013
or agricultural UAVs spraying chemicals over fields from the air. Here mainly bandwidth
could be improved through creating a Network in the air instead of connecting each node
directly to the endpoint on the earth or satellite [12].
Tonnesen also mentioned Sensor Networks as a commerical use [17]. ”An ad hoc sensor
network is a collection of sensor nodes forming a temporary network without the aid of
any central administration or support services. In other words, there is no stationary
infrastructure such as base-stations.” as defined by M. Tubaishat et al. [18]. Even though
their definition matches the MANET quite well, sensor networks show several unique
differences to MANETs. Firstly ”the number of ... nodes in a sensor network can be
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several orders of magnitude higher than the nodes in an ad hoc network” [1]. Secondly
the nodes are deployed more densely and their topology may change much more rapidly.
The oftentimes tiny nodes are error-prone, and limited in power, computational capacities
and memory. The large amount of overhead does not allow to use a Unique ID for each
node. The protocols most used today are based on a broadcast approach rather than
point-to-point communication [1]. These are just a few applications, various more are
expected to be coming up in future.

6.1.2 Quality of Service

Quality of Service (QoS) is a guarantee by the network to satisfy service performance
within predefined upper and/or lower bounds. End-to-end delay statistics, available band-
width, probability of packet loss are relevant factors [4]. Commonly on the end-user’s side
QoS is most known as a set of guarantee measures for the transportation of audio/video
over the network, such as IP TV. Meeting QoS Standards is an end-to-end issue, all
involved elements have to work in unison in order to achive a desired application level be-
haviour [2]. It is a challenge to not only offer QoS for individual architectural components
and make these configurable, but also design an overall QoS Architecture for multimedia
communications over the whole system [2]. However in MANET the topic of QoS is not
only an implementation but rather still a question of unsolved network design. Further
discussion is provided in the Section 6.2.

6.2 Challenges for QoS in MANETs

Currently, many implementations for QoS are supporting the Internet’s common applica-
tions (e.g. packet prioritization in routers of IP TV providers). In MANET these topics
of Internet QoS are basically present as well. Additionally, there are ”resource constraints
(e.g. computing power, energy, bandwidth time) ... and dynamics (e.g. topolgy changes,
node mobility, node failure, propagation channel conditions)” [5] present as additional
QoS challenges, that make guaranteed QoS impracticable in MANETs with their mobile
nodes. Only ”soft QoS” is feasible, and even that only if topology change does not appear
faster than the time window needed for updating parameters to propagate to the entire
network [16]. The restrictions of MANETs in detail are described as follows:
Energy - Mobile nodes often are powered by a battery, with the exception of VANETs,
where a fuel generator is available. For example in UAVs, a lightweight electricity supply
is often crucial. This limits communication distance of the physical wireless links strongly.
Computing Power and Memory - In many applications of MANETs, nodes are tiny or
lightweight devices. A good example is sensor networks, where this is mostly the case.
Usually neither much computing power nor memory available and MANETs have to deal
with these restrictions.
Node Failure - Nodes can disappear suddenly without announcement in advance due to
position changes, technical defects and also an empty battery. A fully functioning MANET
in that sense should be able to work without a single node at any time.
Rapid Topology Changes - The rapid change in structure of a MANET brings hard chal-
lenges with it. Distances and even the reachability of nodes are able to change constantly.
If these changes happen too frequently, finding a loop-free path between source and des-
tination may become impossible. This is the case, when nodes are moving again, before
the previous topology update or routing information has been propagated to all pertinent
nodes. A network is called ”combinatorially stable”, if changes happen slow enough for
topological update information to be propagated in time to all nodes [4].
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In the following sections different routing protocols and their trade-offs are discussed.
Thereby we will evaluate the QoS measures scalability, availability, reconfigurability, reli-
ability and security [5], which are mainly showing what a MANET set-up should follow.

6.2.1 Scalability

Scalability in a MANET should allow for significant growth in the number of nodes. With
wireless links and restricted bandwidth, interference can be a limitation. Regulating
the transmission power can mitigate this problem [7]. R. Rathee and R. Pahwa show
that to a certain extent, adding more nodes generates smaller distances and improves
communication. On the other hand adding too many nodes augments their collision rate,
which in turn worsens poor performance in communication [13].

6.2.2 Availability

In mobile networks, nodes move freely, what oftentimes leads to link failures. Furthermore,
node failures are expected to appear (nodes that stop working, e.g. in networks with
many participating nodes a single node can be very primitively manufactured and of low
quality). This leads to frequent connection losses and separate network partitions. Hence,
mobile nodes in one partition are not able to access data in the other partition any more
[22]. Data availability can be ensured through replication which stands in a trade-off to
query time, node availability is hard to be fully ensured. Availability can be measured in
percentage points stating how much time all participants of a network are reachable [10].

6.2.3 Reconfigurability

Reconfigurable hardware components ”can be reprogrammed after fabrication to achieve
flexibility and customizability.” [21]. For MANETs this also means that topology restruc-
turings are firstly propagated and secondly actively applied to all nodes.

6.2.4 Reliability

A reliable network ensures no data loss, no duplication and no out of order delivery of
packets. Reliability is a vital necessity for all application programs in all communication
networks [19]. In other words, reliability means a successful delivery of all data packets
sent. The term ”fault-tolerant” states how reliable a network in case of failure of one
component still is [10].

6.2.5 Security

Transmission of MANETs must be secure to prevent eavesdropping [7]. Apart from simply
eavesdropping there are various different possible attacks, an unfinite list by Jin-Hee Cho
follows here [5]:

� Routing Loop Attacks: A malicious node generates an eternal loop for packets. These
packets will then not be able to exit that loop anymore and never reach destination.

� Wormhole Attacks : A group of malicious nodes can pretend to connect to very
distant points with low latency and thereby disrupt normal traffic flow.

� Blackhole Attacks : A node always responds positively to route requests and then
drops all packets. Similarly, Grayhole Attack and Sinkhole Attack nodes drop pack-
ets selectively.
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� DoS Attacks : Nodes can cause excessive resource consumption and thereby block
the normal use or management of communication facilities.

� False information or recommendation: Through providing false information a ma-
licious node can exclude a good node.

� Incomplete information: A malicious node may provide improper or incomplete
information. In MANETs this phenomenon could also appear due to node mobility
or link failure.

� Packet modification/insertion: The modification of packets or insertion of malicious
packets e.g. incorrect routing information can disrupt a network.

� Newcomer Attacks: If a node has a bad reputation, it can discard this reputation
by registering as a new user.

� Sybil attacks : Topology maintenance or fault tolerant schemes such as multi-path
routing can be disrupted if a malicious node uses multiple identities.

� Blackmailing : Significant amount of traffic and disruption of the entire network can
be reached through a node disseminating false information i.e. which states that
another node is malicious.

� Replay Attacks : A malicious node may replay earlier information, which is not a
big trouble with data but can disrupt a network when routing requests are replayed
and routing table informations become erroneous.

� Selective misbehaving attacks : A malicious node only behaves badly to several nodes.

� On-Off Attacks : In order to stay undetected a malicious node may alternatively
behave well or bad.

� Conflicting behaviour Attack : A malicious node may behave different to two groups
of nodes to generate a mutual bad reputation and ultimately non-trusted relation-
ships.

6.2.6 Quality of Service Metrics

In MANET networking, the different possible routes for packets are compared with the
help of their numerical values associated, which are called ”metrics” [16]. These metrics
also specify the QoS of a network as a whole. In general, we have three different metric
types, where x(ni, nj) is a metric for link (ni, nj) and p(n1, n2, ..., nm) denotes a path
from n1 over n2 and more nodes until node nm [16]:

� Additive Metrics
x(p) = x(n1, n2) + x(n2, n3) + ... + x(nm-1, nm)

� Multiplicative Metrics
x(p) = x(n1, n2) * x(n2, n3) * ... * x(nm-1, nm)

� Concave Metrics
x(p) = min((n1, n2), x(n2, n3), ..., x(nm-1, nm))

In order to get a reasonable QoS over the whole network, choosing the right path is
crucial. The commonly used metrics to achieve QoS are bandwidth and delay, where
bandwidth is an example for a concave metric and delay for an additive metric. Addi-
tionally, delay jitter, energy or number of hops are other additive metrics that should be
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considered. If there are two or more additive metrics involved, finding an optimal path
can be a NP-complete problem (i.e. solvable in nondeterministic polynomial time or put
in simple words: almost unsolvably complex for a computer) to solve [20]. Hence, many
of the present routing algorithms proposed in the literature are looking for paths that
satisfy multiple constraints instead of complete optimal routes [16]. An example for a
multiplicative metric would be reliability or packet loss [9].

6.3 Existing routing protocols in MANET

There is no central router in a MANET, this makes routing not as simple to implement
as in the structure of our commonly used Internet. It is the multi-hop operation, that re-
quires a routing mechanism designed for mobile nodes and with loop-free paths. Dynamic
topology changes and rapid convergence, but also assuring a minimal network traffic over-
head and scalability for extension are topics that have to be dealt with at one the same
time [17].
Even though there is still research going on looking for new routing protocols, so far there
are the following three types of protocols being distinguished:

� Re-Active Protocols
Re-Active Protocols do not take initiative for finding routes actively. When a target
aim is looked for, a broadcast request is flooded through the whole network and
a unicast response from the target aim confirms the path [17]. An Advantage of
re-active routing protocols is no presence of overhead traffic when not communicat-
ing. The downside at the same time being vast traffic when searching a node (i.e.
performing a broadcast through the whole network). Due to those facts, a delay
occurs in the communication, until the communication path is established [16].

� Pro-Active Protocols
Pro-Active Protocols maintain all routes permanently and set them up initially.
In order to achieve that, control traffic packets are sent over all established paths.
As a downside proactive protocols are constantly generating overhead traffic for
maintaining all routes, the advantage is no need of a broadcast and especially a lot
faster establishment of connections, which means a shorter delay [17].

� Hybrid Protocols
Hybrid protocols combine properties of pro-active and re-active protocols [16].

The above one is the most popular distinction applied to distinguish MANET protocols.
However, Sundar et al. also propose a distinction of multiple versus single metrics, where
one category is establishing routes based on a single metric and the other one multiple
metrics [16]. As discussed above, comprising multiple metrics can be especially hard (up
to NP-complete problems), when these are additive. In these cases calculation is achieved
through specific heuristics [9].
A third possible distinction can be made on an either hierarchical or flat network structure.
An example for a hierarchical structure would be core extraction, where a dominating set
of nodes represents core nodes and all the other nodes choose one of their core node
neighbours as its dominator [20, p. 17].
There are many different ways to let packets flow in a MANET with freely moving par-
ticipants. These ways are called routing protocols. The following ones are the most
important routing protocols, that also guarantee QoS. Based on the above structure,
QoS-affine routing protocols and their way to ensure QoS will briefly be discussed in the
following sections.
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Figure 6.1: A possible structuring of QoS aware Routing Protocols as in [16]

6.3.1 Optimized Link State Routing

The Link State Routing Protocol (LSR) saves all the links present in a mobile ad-hoc
network with the neighbour nodes and broadcasts (floods) this information in the entire
network [8]. Hence, it is a pro-active routing protocol [16]. Its optimization OLSR reduces
the size of control packets. This is achieved by using just a necessary subset of all possible
links (multipoint relay selectors). Further traffic minimization and thereby improved QoS
is reached by using just the selected nodes (multipoint relays) for retransmitting broadcast
messages [8].

6.3.2 Predictive Location-Based Routing

The Predictive Location-Based QoS Routing algorithm tries to make routing more efficient
by predicting the position of a node in future [16, p. 2079]. This is achieved by measuring
the delay of two particular factors, extracting a trend how the node is moving. In a next
step this trend is being applied to the node’s current position to get the future position
[14]. This mechanism requires nodes to be able to obtain their current position via GPS or
another positioning mechanism [14]. No resources are reserved along the path from source
to destination [16], but the knowledge of every node n of the position and path delay of
its destination node m makes calculation of an optimal path and thereby network-wide
QoS possible [14].

6.3.3 Ticket Based QoS Routing

The basic idea here is to use tickets, in order to reduce the number of candidate paths.
Probe messages containing several tickets are issued by a source node when establishing
connection to a receiver. Each intermediate node then splits the tickets if two or more
paths are available, where the link with more residual bandwith gets more tickets [20].
So-called yellow tickets are able to determine both optimal delay and bandwith paths.
Green tickets determine low-cost routes. A drawback of this algorithm is that the routing
requires every node to keep track of all resource availabilities of its neighbour nodes, which
requires enough memory [16].

6.3.4 Ad-hoc QoS Routing

Ad-hoc QoS On demand Routing is one of the QoS Routing Protocols listed here, that
works with multiple QoS metrics at the same time. These are namely both bandwith
and delay. These metrics are set as constraints when sending out a request. At route
discovery time only nodes that satisfy both metrics will forward the packet and create an
entry with expiration time. If there is no reply received within that time, the entry will
be deleted. Path break requires a new route discovery initiated by the source [16].
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6.3.5 Adaptive QoS Routing

Adaptive QoS routing (ADQR) is designed for the establishment of routes with a longer
life time. There is a set minimal value for signal strength of the wireless links predefined.
After a broadcast is sent out, the receiver chooses the best path. If signal strength falls
below a threshold, a new route is being looked for [16]. That way QoS is assured by
choosing the path with best signal strength.

6.3.6 Trigger-based Distributed Routing

Trigger-based Distributed QoS Routing tries to minimize the local memory needed in
every node, by only saving their direct neighbours [6]. The protocol is location-based
and nodes know about their neighbour’s location as well as their power level. A route
maintenance similar to the previously discussed ADQR protocol based on power level is
sustained [16].

6.3.7 Core Extraction Distributed Ad-hoc Routing

Core Extraction Distributed Ad-hoc Routing Protocol (CEDAR) defines a dominating
set (DS) of hosts (i.e. a ”core”), so that every host in the network is either in DS or a
neighbour of a node in DS. In this hierarchical protocol every non-core host choses its
nearest core host as dominator, core hosts are their own dominators [20]. Only core hosts
are responsible for route computation, route maintenance and also for QoS provisioning
[16]. CEDAR proposes a broadcast mechanism, in which nearby core hosts do not broad-
cast to each other (nearby hosts have a distance no more than three). This broadcast has
thereby very low overhead and is further very stable for topology changes [20].

6.3.8 INSIGINIA

INSIGNIA stores signaling control information in the IP option of every IP data packet,
the INSIGNIA option. This information is a minimum QoS guarantee (e.g. minimum
bandwith), with sufficient resources available however it can be extended to support more
QoS metrics [20].

6.3.9 Forward Algorithm

Forward Algorithm also takes bandwidth as its QoS parameter. Bandwidth is measured
by calculating local maxima for adjacent links when discovering routes, and forwarding
these values. It is a QoS extension to yet existing algorithms like AODV or TORA [16].

6.4 Summary

In the introduction it has been showed, that MANET stands for networks that are both
between mobile participants and ad-hoc. With that comes no present network infras-
tructure and frequent topology changes. A focus was then first laid on applications and
commercial use-cases. Namely temporary networks for military and disaster recovery
purposes, Vehicle Ad-hoc Networks (VANET), networks between Unmanned Aerial Ve-
hicles (UAVs) and sensor networks have been looked at. Many different applications of
MANETs in specific fields have been discussed.
After that, quality of service (QoS) was introduced as a term standing for an end-to-end
quality assurance over the whole system in terms of various different metrics.
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Section 6.2 first outlined the problems commonly present in MANETs. It then went
on to goals, which help to deal with these problems and should be reached for when
designing a MANET. Scalability should allow for significant growth in the number of
nodes. Availability should assure the possibility to reach all participants regardless of
possible physical link failures. Reconfigurability guarantees the option for changes on the
system even when fully set up. Reliability stands for no data loss or duplication, as well
as no out of order delivery of packets. Security finally protects the system from malicious
activities in various ways, where specific attacks for MANETs have been looked at in
detail.
In the end of Section 6.2 common QoS metrics such as bandwidth, delay, energy usage,
reliability or packet loss have been identified and classified into additive, multiplicative
and concave QoS metrics.
Section 6.3 shows, that stable QoS in a MANET depends on the design of the right routing
protocol. It then lists a categorization and provides a collection of common QoS-affine
routing protocols, that research has come up with so far. It briefly discusses the way each
routing protocol tries to deal with which QoS problem mentioned earlier for each routing
protocol listed.
The following conclusion will establish links between the initially presented use-cases and
Section 6.3’s list of QoS affine routing protocols. It will further shortly outline economic
aspects of MANETs and their potentials in general.

6.5 Discussion and Conclusion

The list of routing protocols in section 3 is neither complete nor terminal. Many routing
protocols also combine single techniques of previous protocols in a new way. It is impossi-
ble to generally name a single outstanding routing protocol. Rather it clearly depends on
the chosen application, which of the routing protocols brings the biggest benefit or even
which single techniques should be included in a new optimal routing protocol. In that
sense we will quickly go through the initially introduced use-cases:
Optimal bandwidth might not be a primary factor for communication between cars (i.e. a
VANET), where the primary aim is that they message each other their presence. However,
the establishment of this connection with speeds up to several hundred km/h might be
one. VANETs have a lot of power - Energy saving algorithms might not be of a big
importance either, there.
UAVs in the sky or also battlefield/disaster recovery networks have more of a tendency
to rely on high bandwidth for transmitting much more detailed information or even video
camera streams and similar bandwidth-intense applications. Bandwidth is therefore a
higher priority, the speed the vehicles are moving can be slower e.g. for battlefield appli-
cation on the ground, but just as well a challenge e.g. for UAV.
For sensor networks the low use of battery is important as well, moreover the extendability
with more sensors and the error-recovery if one sensor fails are important factors to ensure
communication. Since further their topology can change very fast, they bring a very high
number with challenges with them and need specific routing protocols for these.
Even though end-users will always be interested to be connected to the Internet and
will therefore whenever possible chose the classical internet infrastructure with the use
of access points, future applications for MANET might show up in various specific fields
similar to the present ones. It is very probable that these fields will also bring their
new QoS challenges with them. For End-Users one might primarily think about battery
lifetime or a high bandwidth for big data transfers.
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What almost all MANET application have in common is the challange of moving partic-
ipants and topology changes. Therefore the first and most efficient factor for improving
QoS in MANET should always be minimizing the influence of the nodes’ movements [20].
From an economic point of view a big problem is often, that every solution is individual
and only proprietary implementations exist. Standards such as e.g. a car communication
standard for a usable VANET are still missing. Further, as mentioned already, private
end-users lack a need of using MANET with their notebooks or smartphones nowadays.
IEEE 802.11 implements the ad-hoc standard, but e.g. windows is taking their function
”create an ad-hoc network” out already. The replacing standard Wi-Fi direct is so far also
not being used even though widely implemented on smartphones and notebooks. Future
applications in smart homes are still possible to evolve, though [3].
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Chapter 7

Municipal Wireless Networks

Luis Gerardo Pena Perez

This work provides a comprehensive analysis of Municipal Wireless Networks and their
economic impact. The subject is approached from 4 different angles. First, the main
motivations behind the deployment of Municipal Wireless Networks are uncovered, and the
technologies used to build them are analyzed. Then, several business models for Municipal
Wireless Networks are reviewed and the reasons why many of these projects are struggling
financially are discussed. In addition, this information is compared against a series of case
studies from different cities around the world, which have already implanted Municipal
Wireless Networks with different degrees of success. Finally, the paper concludes with
predictions about the future of Municipal Wireless Networks.
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7.1 Introduction

Municipal Wireless Networks have become increasingly popular in the last 11 years [2][14].
There are diverse reasons why cities are moving towards this trend [25][33], including the
contribution of Municipal Wireless Networks to the quality of life in the municipality. A
study performed by NOP Worldwide - Technology on behalf of Cisco Systems showed
that 87 percent of users are convinced that access to a wireless connection improves their
quality of life by providing flexibility increasing productivity and saving time [10].
Another reason for the increasing popularity of Municipal Wireless Networks is the rise
of new technologies that facilitate the implementation, operation, and maintenance of
such large scale projects [3]. Along with the technological advances, new business models
are being created to run Municipal Wireless Networks and to try turning them into a
profitable venture; which, as it will be shown in greater detail on this work, is not always
an easy thing to achieve [15]. The aim of this work is to provide a general overview of the
current state of Municipal Wireless Networks, their advantages, technical, and economical
aspects, as well as presenting examples of previous and existing implementations, with
the hope that awareness about the different aspects around of this technological trend can
lead to more informed decisions that increase the chances of success during and after the
implementation of Municipal Wireless Networks.

7.2 Common Motivations for Deployment

Municipal wireless networks are being adopted around the world for a variety of reasons.
The reasons behind the adoption are often dependent on the municipality’s needs and
vision for the future. The contextual reality of each municipality brings it different chal-
lenges and areas of opportunity that can be conquered with the help of municipal wireless
networks. In the remainder of this section the most common factors that motivate the
deployment of these networks will be presented.

7.2.1 Economic Growth

In today’s globalized world cities are in fierce competition against each other to attract
businesses and tourism, which bring diversity, prestige, and a significant flow of cash into
the municipality. The deployment of Municipal Wireless Networks can provide that extra
edge to the municipality in its competition against other regions, making it more attractive
to investors and franchises. It can also provide added value to local convention centers
[3] and other facilities such as stadiums, theaters, etc. In the same way this networks can
also help to attract tourists to the region who bring significant economic benefits to local
businesses, restaurants, museums, amusement parks, etc. In addition, all this economic
activity can help the municipal government to significantly expand its tax base [25].

7.2.2 Municipal Cost Reduction

Municipal Wireless Networks provide city employees with Internet connectivity thought
the municipality, which allow them to support the internal operations and services to the
community, such as utility monitoring, law enforcement, and fire protection [3]. Addition-
ally, it increases the productivity of public servants by providing them with easy access to
their schedules, email, office systems, and collaboration tools necessary to interact with
colleges and external entities [25].
Governments are also increasingly providing online services to its citizens [3]. Paying bills
and taxes online or consulting government information though the official website can
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significantly reduce the amount of resources necessary for the government to be able to
provide these services, leading to a reduction in operational costs.

7.2.3 Enhancement of Public Safety

Municipal Wireless Networks can help law enforcement officers on the streets to have
better communication with their base of operations, as well as providing them with access
to security databases and other systems that increase their efficiency and effectiveness on
the field.
The wireless connection makes more cost effective to deploy and manage surveillance
systems, such as cameras and sensors, which can be installed in critical areas of the
municipality to enhance public safety [25].
The benefits brought by the Municipal Wireless Network can make possible the creation
of unified emergency networks used across the different emergency services (fire fighters,
ambulances, police, etcetera). This unified service can significantly improve the response
time during emergency situations [6].

7.2.4 Breaking the Digital Divide

Internet access can provide social, economic, educational, and cultural advantages to
individual citizens, and Municipal Wireless Networks can help to bring these advantages
to all members of the community regardless of their socio-economic status or location
within the municipality [3][29][22].
A study performed in the USA and presented by Turner et al. [29] provides an idea of the
dimensions of the digital divide existing in American households. The study shows that
almost 60% of the households with an annual income of 150,000 USD have broadband
internet access, in contrast to the households where the annual income is less than 25,000
USD from which only fewer than 10% have internet connection.
Turner [29] found that in 2005 the digital divide between urban and rural areas in the USA
was significant. Where the rate of broadband penetration in urban and suburban areas
was nearly the double as the penetration rate in their rural counterparts. Recent data
from the United States department of commerce [21] shows a significant improvement in
the fight against the rural vs urban digital divide in continental USA. However, big gaps
still remain in other US territories, as well as in developing countries.

7.3 Technical Aspects

Currently Municipal Wireless Networks are mainly built using mesh Wi-Fi networks, and
other supplemental fixed wireless technologies, such as 3G and 4G cellular networks, to
take data from the user to a node in the mesh network [3][25].

7.3.1 Why Wi-Fi?

When talking about the technologies that make possible the deployment of Municipal
Wireless Networks it is important to have in mind the three main aspects that contribute
to the success of Wi-Fi technologies [2] which, as previously mentioned, are currently the
base for most Municipal Wireless Networks. These three aspects are:

� 1. The 2.4 GHz and 5 GHz spectrum, in which WiFi operates, does not require a
license.

� 2. Standardization of the technology through IEEE and WiFi alliance allows for
great interoperability.
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� 3. The large scale production of WiFi chipsets has reduced the costs and increased
the dissemination of the technology.

These three advantages offered by Wi-Fi have a great weight in the decision of a mu-
nicipality to choose Wi-Fi over other technologies such as cellular networks alone. For
example, as it will be covered on the economic aspects section, reaching a critical mass
may be vital for the survival of the municipal wireless network. In this case, using a stan-
dard like Wi-Fi which is compatible with virtually all computers, laptops, tablets, and
cellphones, provides a significant advantage over cellular networks which require devices
to have less widespread LTE or WiMAX chips in order to access the networks.

7.3.2 Wi-Fi Mesh Networks

A Mesh network is formed by several Wi-Fi access points that serve as nodes. Each one
of these nodes acts as a repeater allowing data to be bounced from one Wi-Fi device to
the other until it reaches its final destination.
A typical two-tier network contains an access tier and a backhaul tier. The access tier usu-
ally operates on the 2.5 GHz frequency using the 802.11 b/g mode, to provide connectivity
between the mesh routing nodes and their clients. While the backhaul tier operates on
the 802.11 a mode which operates on the 5 GHz band to support interconnections among
mesh routers. Operating at two different bands mitigates the inter-tier interference [23].
Mesh architectures are known for providing great reliability since each node is connected
to several others, in the event of node failure the data can still travel through alternative
paths. Another advantage is the scalability of the Mesh networks whose capacity can
be expanded by simply adding additional nodes. This feature also allows them to spam
through long distances [25] making it possible to provide coverage for entire cities.
The only thing Mesh devices require to self-organize is a power source, which is really
convenient for municipal governments since they traditionally control and have access to
electric posts throughout the city where mesh devices can be installed, such as public
lights, traffic signs, municipal buildings etc. All this points can be used as antennas once
the Mesh wireless device has been installed [3]. Figure 7.1 illustrates the distribution of
the mesh nodes across an area of the city.

7.3.3 Multi-Hop Cellular Networks

The first Municipal Wireless Networks using cellular technology where built upon 3G
networks [7]. The arrival of the 4G is the next generation of cellular networks and is
expected to be the replacement for 3G networks. Currently there are 2 high speed mobile
technologies that are considered to be the main players in the 4G scene; these technologies
are LTE and WiMAX [27]. Multi-Hop cellular networks present several advantages and
disadvantages compared with Wi-Fi networks. Some of the most important are: Cellular
networks can provide higher speeds (theoretically up to 100 Mbps), over greater distances
( 50km) and for a greater number of users. On the other hand building cellular towers
comes at a very high cost, and WiMAX and LTE enabled clients are not as widespread as
Wi-Fi clients. Figure 7.2 shows how a cellular tower station can connect directly to the
Internet using a high-bandwidth, wired connection. It can also connect to another tower
using a line-of-sight, microwave link. This connection to a second tower (often referred to
as a backhaul), along with the ability of a single tower to cover up to 3,000 square miles,
is what allows WiMAX to provide coverage to remote rural areas.
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Figure 7.1: Municipal Wireless Network based on Wi-Fi mesh [16].

7.3.4 WiMAX vs LTE

Before talking about WiMAX and LTE it is important to point out that both of them
share the same underlying technology. However, there is no interoperability among the
two standards.
WiMAX stands for Worldwide Interoperability for Microwave Access and operates under
the IEEE 802.16 standard, whose first draft for point-to-multipoint, line of sight with
mobile users was proposed in 2004. A year later the standard was amended to include
non-line of sight communication with mobile users. This amendment was later known as
the IEEE 802.16e standard or Mobile WiMAX. Not much later an additional extension
to the IEEE 802.16e standard was made to incorporate multi-hop relaying, this is now
known as the IEEE 802.16j standard [27].
LTE on the other hand, stands for Long Term Evolution and consists of a series of stan-
dards by the 3GPP organization. Recently further extensions of the LTE standards to
have led to the development of the 3GPP LTE-A or LTE-Advance standards [27], which
gives devices implementing them the potential to meet the 4G standards for mobile sys-
tems set by the International Telecommunication Union [17], which are:

� On a high mobility environment (speed less than 350km/h) a peak data rate of 100
Mbps and an average case latency of 100ms.

� On a low mobility environment (speed less than 10km/h) a peak data rate of 1 Gbps
and an average case latency of 10ms.

In recent years both technologies have co-existed in the 4G market, and in practice has
been common to find competing carriers using networks based in one or the other tech-
nology. For example, in the USA the 4G LTE service from the company AT&T was in
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Figure 7.2: WiMAX networks use powerful cellular towers to connect local area networks to the
internet backbone using microwave signals [5]

direct competition against the WiMAX service from Verizon and other major carriers [7].
A recent visit to the official websites of AT&T [1], Verizon [30], and Sprint [28] shows
that not only they are all offering LTE service now, but is also the main cellular network
advertised on their websites.

7.3.5 Hybrid Networks

A municipal wireless network can also be built by a combination of Wi-Fi mesh and
cellular networks, to accommodate the needs of the municipality. Here a backhaul layer
consisting of cellular towers and fiber connections would pass the data traffic from and
to the Internet, while a capacity injection layer consisting of point to multipoint wireless
access points would be used to provide connectivity to the mesh access layer comprised
of mesh nodes placed on light poles and other places around the city would handle end
user traffic [25]. Figure 7.3 illustrates how cellular towers provide connectivity to Wi-Fi
mesh nodes through access points in the injection layer.

7.4 Economic Aspects

In this section different business models for Municipal Wireless Networks are discussed.
In addition, several causes for financial struggles of Municipal Wireless Networks are
uncovered, and recommendations for making these endeavours profitable are made.

7.4.1 Business Models

There are multiple business models that can be used when planning the deployment of
a Municipal Wireless Network. Finding the correct business model is a hard task that
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Figure 7.3: This illustration represents a hybrid architecture comprised by Mesh Wi-Fi and fixed
wireless network [25].

implicates a lot of responsibility. Selecting the wrong business model can cause the whole
project to collapse, depriving the municipality and its citizens from all the benefits that
the Municipal Wireless Network could have offered them. Bar et al. [3] make an analysis
of multiple existing business models categorizing them based on two dimensions: How
owns the network? And who operates the network?. Figure 7.4 shows the nine possible
business models for Municipal Wireless Networks.

Figure 7.4: Municipal Wi-Fi business models according to Bar et al.[3].

In the following subsections the details of each one of these business models will be ex-
plained.

7.4.1.1 Public Utility Model

In this model the city owns and operates the municipal wireless network offering the
service as another public utility such as water or electricity [3][15].
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7.4.1.2 Wholesale and Wholesale Open Platform Models

In the wholesale model the city builds and operates the network, but resells the excess
capacity to a private operator (an ISP or telecom company), who retails the service to
the general population. This relieves the municipality from all the retail tasks such as
searching for customers, providing support, and billing. The wholesale open platform
follows the exact same principle but resells the excess capacity of the network to several
private operators [3][33].

7.4.1.3 Hosted Services

This option is possible in theory, however, it has never been implemented in practice.
Here the municipal government acts as an ISP running its services on privately owned
Wi-Fi networks [3].

7.4.1.4 Franchise Model

The private entity owns and operates the network and provides/sells the service directly
to the citizens. The municipality often offers the access to antenna sites and uses it to
negotiate subjects such as compensation to the city and technical specifications, such as
coverage. It is a largely used model because it allows the government to take the role of
organizer while delegating the deployment and operation to private entities [3][15].

7.4.1.5 Common Carrier

Here a private network owner would make his infrastructure available to multiple ISPs,
or city services. Although, theoretically possible, if the government would demand it, it
has not been applied in practice since it doesn’t make too much business sense [3].

7.4.1.6 Public Overlay

The efforts from independent private and public entities such as shopping districts, inde-
pendent businesses, community centers, etc. may give rise to independent uncoordinated
networks. Here the government can use its authority to enforce greater coordination and
consistency among the Wi-Fi coverage in the municipality. On this model the munici-
pal government can offer a common public overlay to the multiple networks to promote
homogeneity, this can be done by having features such as official city branding, common
login and authentication service [3].

7.4.1.7 Private Overlay

Here multiple independent private and public network owners outsource the retail side
and service provision to a private overlay, which is an operator such as iPass who will take
care of the operation of the network [3].

7.4.1.8 Organic Mesh

This is a highly theoretical model in which multiple network owners self-organize into a
mesh network, seeking collaboration and interconnection according to their specific needs.
Here the participation of the municipality could be expected in the form of promoter of
Wi-Fi networks in public facilities such as libraries, and other public places; as well as
regulator of co-operation among different parties. For example, through access to antennas
[3][4][24].
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7.4.2 Financial Struggles

Regardless of the evident benefits of Municipal Wireless Networks, there are plenty of
cases where municipalities experience financial struggles to keep their networks running.
In the following sub-sections some of the common reasons for these financial struggles are
explained.

7.4.2.1 Failure to Reach a Critical Mass

Reaching a critical mass of users is one of the most important aspects for the success of a
Municipal Wireless Network, regardless of whether the network is financed through adver-
tising, minimum fees, or taxpayer money. Achieving a pre-determined minimum number
of users per day/month allows the network to stay profitable or justifiable, depending on
the adopted business model. An example of a Municipal Wireless Network that suffered
the consequences of not reaching a critical mass can be found in the city of Orlando, which
deployed a free wireless network in one of its main parks expecting around 200 hundred
users per day. Unfortunately, after 17 months the network had an average of only 27 users
per day. This low number of users made it hard for the municipality to justify the cost
of keeping the network running (about 1,800 USD per month), forcing the government to
cancel the project [12].

7.4.2.2 Failure to Understand the Technology

There are plenty of examples in literature where the assumptions made about the capacity
of the technology used in the Municipal Wireless Network lead to underestimations of the
technological investment necessary to carry out the project [15]. As it will be covered in
further detail in study cases, failure to understand the physical limitations and behaviour
of the technology in the wild may result into cost rises that can put the project in serious
financial struggles.

7.4.2.3 Adopting the Wrong Business Model

Choosing the wrong business model can prove to be fatal for the survival of the Municipal
Wireless Network [15]. The business model plays a very important role on whether the
network will bring financial benefits to the municipality or it will simply not generate
the expected returns. Choosing a business model just because it has been successful
somewhere else, but that doesn’t necessarily accommodate to the municipalities contextual
reality can have disastrous results for the Municipal Wireless Network project.

7.4.3 Making Profit

In the following subsections recommendations are suggested to avoid falling into financial
struggles and to turn the Municipal Wireless Network into a profitable venture.

7.4.3.1 Understanding the Demand

In order to make a Municipal Wireless Network profitable is necessary to first have a
clear understanding of the demand for the services offered by the wireless network [15].
In the same way that failure to reach a critical mass can bring down a Municipal Wireless
Network; reaching or surpassing that critical mass can turn the network into a very
profitable venture for the municipality.
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7.4.3.2 Understanding Technology in the Wild

An understanding of the limitations of the technology used, as well as its behaviour in
the wild, can help to save significant amounts of money in equipment deployment and
maintenance. But knowing the technology is just one part of this effort. The topology
of the municipality, its climate, extension, high building density, and any other factors
that may interfere with the signal or any other technological function, should also be
carefully taken into consideration when estimating costs to ensure the financial health of
the project.

7.4.3.3 Business Models and Sustainability

In order to ensure the sustainability of the Municipal Wireless Network it is important to
adopt a business model that is appropriate for the project, as we mentioned before, not all
municipalities have the same needs, resources, and or contextual reality. The decision to
adopt one business model over another should be tightly linked to how these factors align
to create the favorable conditions that make the Municipal Wireless Network profitable
in the long run. In addition, a business model can be changed as the contextual reality
of the municipality evolves.

7.5 Case Studies

In this Section three study cases are presented, which illustrate the complexities of de-
ploying Municipal Wireless Networks in the real world. These cases reveal the intricate
reality of this kind of projects which combines politics, economics, technology, and good
timing.

7.5.1 San Francisco, USA

In 2005 the city of San Francisco started the program techConnect, with the intention to
provide all of its citizens, especially those in a low socio-economical situation, affordable
access to the Internet and online services.
In December 2005 the city issued a request proposal stating that the network should
be built, operated, and maintained at no cost to the city, that the entire city should
be covered, and that the basic service should be offered free of charge (among other
specifications).
The city received 6 proposal, one which was discarded due to incomplete specifications,
and 5 more coming from MetroFi, NextWLAN, RedTAP, Seakay (a consortium headed
by a non-profit company), and finally a consortium headed by Google and EarthLink.
The proposals were reviewed by 4 city employees holding different IT responsibilities
within the municipality were in charge of the evaluation. After comparing proposals
and further interviewing the 5 candidates, the consortium of EarthLink and Google were
finally selected as the winners. After several negotiations the final contract was signed in
January 2007.
After this the project was passed to the city’s Public Utilities Commission and the Board
of Supervisors, where it encountered several objections ranging from the ascetic changes
to the city to user privacy. Finally the matter was subjected to popular vote on November
2007, but by this time EarthLink had already withdrawn from the project [15].
Currently the city of San Francisco counts with a more conservative service offering free
public WiFi access only in selected areas and parks [26].
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7.5.2 New York, USA

In May 2014 the city of New York issued a request for proposal (RFP) for a franchise
contract lasting until June 2026, for the installation and operation of Wi-Fi hotspots,
phone service, and advertising on more than 7300 pay phone distributed across the city.
The franchise allows charging for phone calls, but the Wi-Fi service must be provided
for free. The franchisee then will be allowed to make money through phone calls and
advertising while providing free Wi-Fi access to the citizens. Also, the franchisee must
compensate the city with a minimum annual amount of 17,500,000 USD or 50 percent
of the percentage of the gross sales, whichever is higher [32]. Some of the technical
specifications requested on the RFP include [19]:

� The Wi-Fi service must be provided 24 hours a day, 7 days a week

� Must provide a signal strong enough to reach a minimum of 85 feet across a busy
street. The Wi-Fi hotspots should work together as a network.

� A user should be able to log in once and stay connected while within 85 feet of any
hotspot.

� The user’s device should be allowed to automatically re-connect after a connec-
tion has been severed and the user comes within the range of one of the network’s
hotspots.

7.5.3 Chihuahua, Mexico

In 2008 the city of Chihuahua launched a Municipal Wireless Network. The network
initially covered two parks and a touristic corridor. However, this was part of a more
ambitious project aiming to cover 95 percent of the urban area. By 2009, 474 wireless
antennas had been installed [13]. To get an idea of the dimensions of this project, the
municipal wireless network on the city of Geneva, Switzerland currently has 290 antennas
distributed throughout the city [31].
One of the principal objectives of this network was to strengthen the capacity of the police
forces fighting the alarming levels of criminality experienced by the city, and the intensive
use of the network and telecommunication systems from private parties was turning to
be very costly for the municipality. So, even though this was a multi-purpose network,
just the savings in the security sector were enough to convince the government about the
value of deploying a Municipal Wireless Network [13].
Once the network was in place the municipality rapidly found alternative uses for it, and
multiple government run programs where built around it. Among these programs we can
mention:

� Digitalization of municipal services [6].

� Free Internet services for schools, underprivileged neighborhoods and rural areas.
Along with hardware donations and opening of training centers [6].

� Real time monitoring of buses and free Wi-Fi internet access in the transit system
[11].

� Digital patient records and telemedicine including connection to other health centers
in and outside the country [8].

� Integration among all hospital and health centers in the municipality (in progress)
[8].
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� Plans for a smart street lighting system [9].

After being awarded with the title of Digital City [6], the municipality now keeps working
towards further integration in a quest to become a Smart City.

7.6 Predictions

The future seems to be bright for Municipal Wireless Networks for several reasons. First,
the social preference towards wireless computing and mobile personal devices and all the
advantages that they bring to people’s daily life, whether it is for working, playing, or
accessing government services [25][20].
Also, in recent years there has been a strong tendency towards integration of services and
connectivity, and the concept of smart cities keeps gaining momentum as it promises to
deliver a better quality of life to its citizens and even tackle into environmental and health
issues which have a global impact.
The technology used in these networks also keeps improving. A 2008 release from NASA
announced that they are working in collaboration with M2MI to create a fifth generation
or 5G, telecommunications and networking system that incorporates Voice Over Internet
Protocol, video, data, wireless, and an integrated machine-to-machine intelligence layer
[18]. Considering that in the past a new generation of the technology appeared around
every 10 years, this 5G technology is likely to play an important role in the development
of Municipal Wireless Networks in the upcoming years.

7.7 Conclusion

This work has explored different aspects around Municipal Wireless Networks. First, an
overview of the benefits that the deployment of these networks can bring to the munic-
ipality was presented. Here economic growth, municipal cost reduction, enhancement of
public safety, and reduction of the digital divide were uncovered as the main motivations
for deployment of Municipal Wireless Networks.
Then technical aspects of these networks were explored, including the architecture of mesh
networks and the different technologies that may conform them (such as Wi-Fi, XiMAX,
and LTE). The report included an analysis of these technologies, as well as the possibility
to combine several of them to create hybrid networks.
Also, economic aspects and business models for these networks were discussed, identifying
different business models according to two main characteristics of the Municipal Wireless
Network: Who operates it, and who owns it.
Within the economic aspects it was shown that failure to reach critical mass, failure to
understand the technology and bad business models, can put Municipal Wireless Network
projects in financial troubles, and proposed ways to avoid falling in these common pitfalls.
In addition, three different case studies where presented were Municipal Wireless Net-
works, from three different cities, with different levels of development and success where
used to illustrate the real life challenges and rewards of these kind of projects.
Finally, a prediction about the future of Municipal Wireless Networks was made. This
prediction offered an optimistic forecast based not only on social preferences and global
trends, but also on current work being made by NASA to develop the next generation
of cellular networks or 5G, which may play a key role on future of Municipal Wireless
Networks.
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[13] M. Garza: Ciudades Digitales en México Variaciones Sobre un Mismo Tema; Maga-
zine Politica Digital. Nr.49, 14-17, ISSN 1665-1669, April, 2009.

[14] G. Goth: Municipal Wireless Networks Open New Access and Old Debates; IEEE
Internet Computing, v.9 n.3, p.8-11, [doi>10.1109/MIC.2005.62], May, 2005.

[15] H. E. Hudson: Municipal Wireless Broadband: Lessons from San Francisco and
Silicon Valley; Telematics and Informatics, 27(1), 1-9., 2010.

[16] Infocom: A Media Friendly Cognitive Resource Management Paradigm for Dynamic
Mobile Internet Access with Reliability Guarantees; http://infocom.uniroma1.it/
~enzobac/tesi5.html. Last accessed: December 05, 2014.

[17] ITU-R: Requirements Related to Technical Performance for IMT-Advanced Radio
Interface; Report m.2134, 2008

[18] C. Mewhinney, M. Curie, and S. Cooper: NASA Ames Partners With M2MI For
Small Satellite Development. http://www.nasa.gov/home/hqnews/2008/apr/HQ_

08107_Ames_nanosat.html NASA RELEASE: 08-107. April 24th, 2008 Last ac-
cessed: November 18th, 2014.

[19] New York Department of Information Technology and Telecommunications, City
of: Request for Proposals for a Public Communications Structures Franchise; PIN
8582014 FRANCH3, Release date: April 30, 2014.
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Chapter 8a

Fairness Notions of Multi-Resource
Allocation in Shared Computer
Infrastructures

Matthias Kaenzig

Fair multi-resource allocation in computer infrastructures is a relatively new topic and
currently researched in many directions. Cloud computing services are gathering more
and more attention throughout society and are already heavily in use. It is therefore of
fundamental importance to come up with good mechanisms which ensure fair sharing of
such clusters among the users. This paper lists particular problems which arise when
dealing with multi-resource allocation and gives an overview of the current mechanisms
which are so far developed. We show that there is no objective consensus on fairness
in a multi-resource allocation domain in general but indeed some overall agreement on
what properties every fair allocation should satisfie. We further show that there exists an
actual fairness-efficiency tradeoff - fairness can therefore only get achieved at the expense
of lowering the efficiency to some extent.
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8a.1 Introduction

Fair resource allocation is of fundamental importance in today’s computing systems. Data
is widely stored in clouds and more and more computational work is getting done remotely
in shared computer infrastructures. In such environments, there is a strong need of allo-
cation mechanisms which ensure that every agent gets his fair share of the whole cluster
to run his jobs. Such clusters provide different resources such as CPU, RAM, bandwidth
and disk I/O, whereas jobs need different quantities of these resources in different com-
binations. In general, requirements are very heterogeneous - there might be jobs which
require much bandwidth but little CPU while others need more CPU but less bandwidth.
To deal with such demands, we need multi-resource allocation mechanisms. Smaller clus-
ters, which are e.g. common in research facilities, usually not implement usage policies
based on pricing mechanisms but rather in a way where everyone currently using the clus-
ter theoretically has access to the whole resource-pool. We therefore need mechanisms
which guarantee fair allocations such that no one can complain about his allocated part
of the cluster. Fair single resource allocation mechanisms have been widely studied for
the past years and are quiet well developed. Prominent policies such as max-min fairness
allocate every agent, assuming high enough demand, identical entitlements of the whole
resource. This can be intuitively called fair - everyone gets the same. Furthermore, in
a single resource scenario, the most efficient allocation allocates all of the available re-
source, which is a highly desirable property. This is not true in a multi-resource allocation
domain: due to heterogeneous demands, it is often not possible to allocate all of the re-
sources entirely. In addition, we will see that giving everybody the same of any resource
type can lead to inefficient allocations and therefore should be avoided.
Fair multi-resource allocation in computer science is a relatively new topic and there-
fore currently researched in many different directions. This paper lists the fundamental
problems which arise when dealing with such allocation mechanisms and tries to give
an overview of the mechanisms so far developed. Section 8a.2 clarifies the problem of
defining fairness while section 8a.3 discusses particular problems for multi-resource al-
locations. Section 8a.4 illustrates some particular multi-resource allocation mechanisms.
Section 8a.5 focuses on the fairness-efficiency tradeoff in multi-resource allocation and sec-
tion 8a.6 discusses the findings. Section 8a.7 finally opens the topic for some discussion.

8a.2 Fairness Notions in Multi-Resource Allocation

Cambridge Dictionaries Online define fairness as ”the quality of treating people equally
or in a way that is right or reasonable”. 1 However, what is right or reasonable? It is too
easy to say that ’right or reasonable’ claims that, facing an allocation problem, everybody
should get the same. But if not, what notions of fairness should we take into account
when developing a new allocation mechanism? As we will see later in the paper, there is
indeed no such thing like ’perfect fairness’ when dealing with multi-resource allocations.
Different notions lead to different mechanisms - all of them could get called fair with
respect to their reflections on fairness.
Although there seems actually not to be a consensus on fairness in general, we can never-
theless come up with a highly desirable property for any fair allocation. We will use it to
analyse different allocation mechanisms and make them in some way comparable against
each other. Thus, any fair allocation should fulfil at least the following property:

Envy-freeness A user should not prefer any allocation of another user to his own allo-
cation

1http://dictionary.cambridge.org/dictionary/british/fairness
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If we achieve envy-freeness, then a allocation can get called fair. If anyone gets the
particular allocation which suites him the most, then no one has an incentive to envy
another user in the system. To make a point, an envy-free allocation does not imply
that every user is best off with his allocated quota in general but rather in this particular
allocation. Let us assume two users; each of them want to run a job which requires all of
the available CPU delivered by some cluster. To be best off in general (or to maximize
his payoff) for a particular user would mean to get all the available CPU. This would be
not envy-free at all - an envy-free allocation would allocate both users half of the CPU.
This maximizes payoffs for both users in the particular envy-free allocation but does not
ensure that a user may favour a totally different allocation in general. This already shows
that envy-freeness is not bounded by a unique allocation for a particular input, but rather
can get achieved by different allocation mechanisms.

8a.3 Multi-Resource Allocation Problems in Com-

puting Systems

Allocating multiple resource types at once leads to some problems which are not always
trivial to tackle. First of all, agents request bundles of goods. This is different then
demanding only a single good in that sense that we must deal with vectors of requirements
rather then just with scalars [5]. To map these vectors to a scalar and therefore be able
to compare the different allocations, we must know the users utility functions. Although
such utility functions can not be considered known in general [9], let us assume users can
report their needs for jobs via some preference functions. In economics, such functions are
in general differentiable and therefore imply some interchangeability among the resources
- this does not apply for computational resources in a cloud: it is rather infeasible to
substitute RAM with CPU, the same goes with the other resources available in computing
systems. We therefore have to relax this requirement and assume Leontief preferences :
user demand resources in fixed ratios. Most popular work on multi-resource allocation
such as [2] and its extensions [3, 6, 7, 10] as well as [1] restrict user-preferences in such a way
- we’ll have a look at mechanisms which does not require such preferences in section 8a.4.1
and 8a.4.4.
A second problem arises when facing efficiency: a efficient allocation in a single resource
domain always allocates all of the available resource. That is not the case in a multi-
resource domain, especially if we enforce Leontief preferences. It is even unclear how
to measure efficiency, as mentioned by Wong et al. [5]. Should we maximize the total
amount of allocated resources or rather the total number of jobs? Additional fairness
constraints make this even more complicated - any envy-free mechanism suffers from
significant drawbacks in efficiency compared to mechanisms which are not bounded by
such constraints. We will have a look at this in section 8a.5.

8a.4 Multi-Resource Allocation Mechanisms

An allocation mechanism is described as follows: it takes preference profiles as input and
generates a feasible allocation as ouput. To measure a mechanism’s capabilities, there are
different properties. We will focus on the following ones for our analysis:

Sharing-Incentiveness Every user should be better off sharing the whole cluster than
insisting on his partition. If there are n users, than the mechanism should allocate
every user such a part that he is at least as happy as getting 1

n
of every resource

available.
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Pareto-Efficieny It is not possible to make any user better off without making another
user worse off.

Strategy-Proofness Every user should be best off if and only if he reports his true
preferences.

Sharing-Incentiveness ensures at the same time No-Starvation of tasks as it guarantees
at least 1

n
of the resources to every participant. Strategy-proofness is of high importance

because of the manipulative nature of some users. If there are possibilities to get better off
by miss-reporting demands, then sooner or later such a feature will be missused: there was
a big search company which provided dedicated machines only if one could ensure high
utilization profiles - to simulate such utilization, users began to include infinite loops into
their code [2]. A mechanism is only capable of generating outputs based on reports, not
true values. Hence it is of particular interest to come up with strategy-proof mechanisms
and therefore avoid non-truthful behaviour.
To compare the performance of the following allocation mechanisms on some actual data,
let us come up with a simple example configuration, which we will use as input: there are
two resources, CPU and RAM, each of them available 20 units in total. There are further
two agents, user 1 and user 2. Every user needs to run tasks with particular requirements
as follows:

User 1 <5 CPU, 2 RAM> User 2 <3 CPU, 4 RAM>

Every user wants to launch as many tasks as possible. Any mechanism will therefore
allocate as much as possible considering its particular constraints.

8a.4.1 Hadoop Fair Scheduler

Let us come up first with an mechanism which is actually widely in use: the Hadoop
Fair Scheduler. It is based on a very simple policy: every user gets his equal share of the
whole cluster. A cluster is hereby divided into n pools, each of them holding roughly 1

n

of the total amount of resources available; by default, every user is assigned one pool. If
a pool does not need its full capacity, excess is split among the other pools [4]. If we run
the Hadoop Fair Scheduler with our sample input, it allocates both of the users exactly
<10 CPU, 10 RAM>. This results in the following total utilization:

Figure 8a.1: Hadoop Fair Scheduler: Sample utilization profile

As we can see, overall utilization is not really good. Due to heterogeneous and somewhat
opposing demands of user 1 and user 2, the Hadoop Fair Scheduler does not perform very
well in this particular situation. It lacks the possibility to react on different user demands
and solely allocates tasks in a fixed-slot based manner. User 1 is not able to use his 10 RAM
without more CPUs whereas user 2 can not benefit from 10 CPUs. Allocating fixed slots
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is too often more than a poor match for an actual task’s demand and leads to inefficient
allocations. Their is an incentive to come up with allocation mechanisms which are capable
of handling such heterogeneous demands in a more efficient way. Nevertheless, the Hadoop
Fair Scheduler actually satisfies 3 out of 4 properties we introduced earlier, namely envy-
freeness, sharing-incentiveness and strategy-proofness. What it lacks is pareto-efficiency
- there are actually other allocations which would make both users better off.
Except for the low efficiency, the Hadoop Fair Scheduler actually comes with some very
nice properties which makes it particularly easy to use. It does not allocate resources based
on preferences but rather just gives everybody the same, what makes the mechanism
independent of effective preference functions. This is highly appreciated, because such
functions are often not available in a realistic environment.

8a.4.2 Dominant Resource Fairness

Dominant Resource Fairness (DRF) was introduced by Ghodsi et al. [2] in 2011 and since
then became the most popular fair multi-resource allocation policy so far. It is in fact a
generalization of max-min fairness for multiple resources based on every users dominant
share, whereby the dominant share for every user is defined as the highest demanded
resource in percentage across all the demands for that user. Let us do an example with
our sample configuration: every task of user 1 consumes 1

4
of the total CPUs and 1

10
of

the total available RAM. CPU will therefore be user 1’s dominant share. User 2 needs 3
20

of all CPUs and 1
5

of the total available RAM for a task, so his dominant share is RAM.
The DRF allocation is then computed as follows:

max x+ y

s.t. 5x+ 3y ≤ 20 (a)

2x+ 4y ≤ 20 (b)
x

4
=

y

5
(b)

(8a.1)

We want to maximize the total number of jobs subject to our resource constraints (a)
and (b) and, what is most important, under the constraint which ensures that every user
gets the same amount of its dominant share (c). Ghodsi et al. mention that their is no
need to always equalize every user’s dominant share: when a particular user’s demand is
fulfilled and there is still enough resources to allocate another user still more tasks then
this should not be prohibited [2]. It is possible to model such OR-constraints with suitable
tools in a linear program. Now let us have a look at the total utilization generated by the
DRF allocation mechanism:

Figure 8a.2: Dominant Resource Fairness: Sample utilization profile
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Overall utilization is significantly higher compared to the Hadoop Fair Scheduler alloca-
tion (see fig 8a.1). This is due to the fact that DRF actually allocates resources with
respect to heterogeneous demands. DRF tries to allocate each user the maximum share of
what he needs the most, namely his dominant share. If every user has the same dominant
share, then DRF actually reduces to single max-min fairness for this particular resource.
The DRF mechanism satisfies envy-freeness, sharing-incentiveness, strategy-proofness and
pareto-efficiency and therefore all 4 predefined desirable properties we want our mecha-
nisms to have. Unfortunately, these properties are often only fulfilled in a very theoretical
environment; that is why we want to analyse the DRF mechanism a bit more in detail in
the following section to get some very interesting insights.

8a.4.2.1 Limitations and Extensions

As DRF allocations are in fact linear programs with some additional constraints, they
will in general produce fractional solutions for the decision variables, namely the number
of jobs allocated to every user. This fact is not handled consistent over the whole DRF-
paper: Ghodsi et al. on one hand solve allocations with linear programs and on the other
hand propose a scheduling algorithm to generate DRF allocations which actually assumes
tasks to be indivisible.
In reality, there is most probably some resource (e.g RAM) of which a task needs some
minimum amount to run - divisible tasks are therefore not always suitable. The problem
is that, assuming indivisibilities, we loose some core properties of the DRF mechanism.
Parkes et al. showed that it is actually not possible to come up with a mechanism which,
under indivisibilities, satisfies envy-freeness and pareto-efficiency at the same time [7].
This is bad in a sense that we either loose efficiency or fairness - both properties of
fundamental importance for good and fair allocation mechanisms. This incompatibility
can easily be shown on a simple example: let us have two resources, and let the total
amount of each resource be 1. There are further two users, both need to run tasks
with demand <1/3, 0>. If we enforce envy-freeness, then the only feasible allocation is
allocating one task to each of both users. But this is not efficient at all - there could
be executed a third job on the cluster without making anyone worse off. Parkes et al.
come up with a relaxation of the envy-freeness property called envy-free up to one bundle
(EF1) which is defined as follows: a mechanism is EF1, if no agent would actually envy
another agent if this agent has one task less allocated [7]. Allocating <2/3, 0> to one user
and <1/3, 0> to the other one in the example above would actually be EF1 and pareto-
efficient. Under this relaxation of envy-freeness, they actually develop a mechanism based
on DRF which is pareto-efficient and EF1 at the same time.
Beyond that, Ghodsi et al. assume one resource pool to run DRF on. This is in fact
no very realistic. In general, today’s clouds consist of many heterogeneous machines
combined to one cluster. As shown by Wang et. al, it is not feasible to just apply DRF
on each node as this results in poor efficiency and is not longer pareto-efficient [10]. They
come up with a new mechanism called DRFH, which is a extension of simple DRF to
a multi-node-environment. Basically, they seek to equalize every users global dominant
share across all nodes subject to single-node resource constraints - e.g the mechanism must
also ensure feasible allocations on node-level and not only be bounded by the total amount
of available resources. Their adaptation of DRF to DRFH actually achieves better overall
utilization in heterogeneous server environments then simple DRF in such settings [10].
Furthermore, DRF is only defined for static settings: it matches revealed demands (the
actual input) to an output - a more realistic utilization profile of a cluster would consist
of users coming and going, therefore a mechanism should be expected to be able to
dynamically allocate tasks over time. The scheduling algorithm proposed by Ghodsi et al.
assumes indivisible tasks and therefore, assuming identical inputs, does not lead to the
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same allocations as DRF ran as a linear program in general, not to mention the properties
we loose when assuming indivisibilities. There exist an extension over DRF which tackles
that problem and lets the user arrive over time - but never depart - and then dynamically
reallocates resources over time [6]. What is highly inefficient about that mechanism is the
fact that it lets actual capacity unused - the first user which arrives over time only gets
allocated at most 1

n
of the total resource pool, even if there is no other agent right know

using the cluster. This is at the same time somewhat inconsistent referring to what they
propose: the paper wants to come up with a dynamic allocation mechanism, but on the
other hand wants to know in advance how many agents there will arrive.
Last but not least, DRF assumes known utility functions. Gathering such information is
on one hand technically challenging and on the other hand may not be accepted by some
users due to privacy considerations [8]. It is therefore not realistic to apply DRF from
scratch to allocate a cluster for the first time but rather computing reallocations based on
current utilization profiles, assuming we do not have initial information on preferences.
We can even argue on the Leontief-preferences requirement: in general, e.g more CPU
is most often always preferred by any task - DRF does not take this into account as it
expects tasks to require resources in fixed ratios.

8a.4.2.2 Evaluation

Dominant Resource Fairness comes with highly desirable properties and generates sig-
nificantly higher total utilization then just allocating every user in the cluster roughly
its legit quota (e.g Hadoop Fair Scheduler, section 8a.4.1). Under theoretical aspects, it
actually satisfies all four of our predefined mechanism and allocation properties: envy-
freeness, sharing-incentiveness, strategy-proofness and pareto-efficiency. Unfortunately,
some of these properties get lost if we apply DRF in environments where we enforce
things like indivisible tasks or task scheduling over time. DRF further supposes known
utility functions - this assumption is often not realistic.

8a.4.3 Bottleneck Based Fairness

Bottleneck Based Fairness (BBF) was first introduced by Dolev et al. [1] in 2012. Based on
existing work on fair multi-resource allocation, they come up with the following definition
of a fair allocation:

No Justified Complaints Condition ”A user cannot justify complaining about his al-
location if either he gets all he asked for, or else he gets his entitlement [of at least
some bottleneck resource].” [1]

This definition shows the somewhat different notion of fairness BBF tries to achieve then
DRF. The first part is the same: both BBF and DRF do not insist of allocating every
user the same when there is potentially someone who does not need its full entitlement.
What makes the difference is the second part of the sentence: BBF focuses on bottlenecks,
whereas DRF only tries to equalize dominant shares. This approach of DRF in fact can
in some cases be seen as not totally fair. Why should a user get restricted based on a
resource of which there is plenty of in the system? This is in fact true for such demands
where the dominant share is actually not the bottleneck resource. Let us come up with
our sample configuration again: it is easy to see that, if we start allocating tasks to user 1
respectively user 2, CPU will become our bottleneck (this is true for the DRF allocation
as well, see fig 8a.2). In such a case, BBF allocates both of the users their entitlement
of this bottleneck resource. For simplicity, let us assume each user is entitled 1

2
of the

resource. This would lead to the following utilization profile:
We can see that the total utilization is even higher as it is with DRF (fig 8a.2). This is
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Figure 8a.3: Bottleneck Based Fairness: Sample utilization profile

due to the fact that user 2 is not longer restricted by its dominant share RAM - he can
actually use more of it because it has not to be equal to user 1’s dominant share CPU
any more. What makes in fact sense - why should he actually get restricted on a resource
for which there is no contention at all? While BBF indeed leads to high utilization and
satisfies envy-freeness, sharing-incentiveness and pareto-efficiency, it turns out to actually
be not strategyproof [8]. The allocations produced by BBF are further not unique - this
is considered as a potential advantage by Parkes et al. as it may leave some space to
have the possibility to pick the particular allocation with regard to some secondary goals
[1]. We value this circumstance rather negative, because it makes evaluation difficult and
ends up in potential dissatisfaction among the users for a particular allocation. As BBF
supposes similar initial configurations and in general makes rather the same assumptions
as DRF does, the limitations which apply for DRF illustrated in section 8a.4.2.1 also hold
for BBF. What BBF totally lacks is a scheduling policy: BBF allocations can only be
computed in a static way. This is a major drawback in our opinion since scheduling tasks
is of fundamental importance in a computing environment.
Bottleneck Based Fairness should be considered as worthy alternative to Dominant Re-
source Fairness - it leads to very high utilization and satisfies core properties of fair multi-
resource allocation mechanisms such as envy-freeness and sharing-incentiveness. On the
contrary side we have got non-unique allocations and an overall rather complex allocation
algorithm which is not strategy-proof. Furthermore, BBF allocations are not schedulable.
This might be the reason why research on BBF is not continued by now.

8a.4.4 Greediness Metric

The Greediness Metric (GM) is a method to reallocate resources in computing systems
based on monitoring current utilization. It is currently developed by P. Poullie [8]. In
contrast to DRF and BBF, it does not compute initial allocations based on revealed utility
functions but rather focuses on existing utilization profiles of clusters and the reallocation
of its resources. Poullie et al. mention that today’s clouds would often apply statistical
multiplexing and it therefore is only of importance to apply a fairness policy when there
is actual scarity of some resources [9]. This is not a contradiction to what DRF and
BBF assume, but what the GM handles different is the actual (re)allocation. DRF and
BBF both suppose tasks to require resources in fixed ratios (see section 8a.3 for Leontief
preferences) and therefore cap the maximum amount of each resource receivable based
on these ratios. If a task needs 3 CPUs and 2 RAM and the user gets allocated 4 RAM,
DRF and BBF both assume that the user would not benefit from potentially more then 6
CPUs - this is often too simplistic. The GM handles this problem in a different way: tasks
are not considered to require fixed ratios of resources. If a resource is actually congested,
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then GM reallocates this resource based on how much every user is demanding from the
other resources.
GM allocations furthermore satisfie envy-freeness, sharing-incentiveness, pareto-efficiency
(on the bottleneck resource) and strategy-proofness : it is trivial to see that as long as
there is enough resources left (no bottleneck), it is feasible for every user to demand
actually more of some resources then its legit partition (sharing-incentiveness). Every
user is furthermore best off to demand its true requirements (strategy-proofness) - and
if everyone gets what he wants, this must be envy-free. As it comes to scarcity, the
bottleneck resource actually gets splitted according to every users greediness on the other
resources. The only way a user could actually get more of the bottleneck resource is
claiming he needs less of the other resources, but monitoring the requirements makes this
an impossible try.
What makes the Greediness Metric actually stand out from other mechanisms like DRF
and BBF is the fact that, in our opinion, it focuses on rather realistic scenarios then
just theoretically constructs. Statistical multiplexing is common in today’s clouds and
reallocating resources therefore is often more important then computing allocations from
scratch. The GM allocation mechanism can furthermore be considered as capable of
scheduling tasks dynamically - this is highly appreciated for a resource allocation mecha-
nism in computer environments.

8a.5 Fairness-Efficiency Tradeoff

As we have already seen in section 8a.4, there is always some tradeoff between fairness
and efficiency when trying to allocate scare resources in some fair manner. Every fairness
policy restricts an allocation from being as efficient as if there were no such limitations:
to see that on actual data, let us run our sample configuration as a simple linear program
without any fairness constraints (equation 8a.1 in section 8a.4.2 wihtout constraint (c))
and look on the utilization profile:

Figure 8a.4: No fairness constraints: Sample utilization profile

As we can see, every resource is allocated all of its 20 units. This is efficient - but not
fair. The allocation is not envy-free nor does it provides sharing-incentiveness - user 1
would be better of just insisting on his fair half of the cluster then participating in such
an allocation mechanism. On the other hand, such a mechanism is not truthful: users
could lie about their actual demands and therefore get allocated more of the cluster.
We can state that, given an allocation mechanism, adding additional fairness constraints
in general always lower total efficiency generated by the mechanism. There might be some
particular input configurations which may lead to actual similar solutions, but typically
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not. What we have further seen in section 8a.4 is the fact, that different mechanisms
perform on different levels for particular inputs. In our particular example, BBF per-
formed better then DRF in case of efficiency - this can be the other way round for other
configurations as for instance shown in [1].

8a.6 Conclusion

Based on initial fairness notions for multi-resource allocations, we have illustrated four
different allocation mechanisms. Each of them generate fair allocations in that sense that
all of them satisfie envy-freeness, a property of fundamental importance when analysing
fair allocation mechanisms (see section 8a.2). Although there actually seems to be some
consensus on what fair is, every mechanism however generates its own, distinct alloca-
tions. This shows that there is no way to objectively describe fairness in a multi-resource
allocation environment. How to fulfil envy-freeness is not determined and therefore can
get achieved in many different ways. Good mechanisms furthermore satisfie sharing-
incentiveness, pareto-efficiency and do not let users benefit from lying about their actual
demands, what we call strategy-proofness (see section 8a.4). These properties are satisfied
by Dominant Resource Fairness and the Greediness Metric, but not by Bottleneck Based
Fairness which is indeed not truthful.
There is furthermore some general disagreement on what the initial configurations are:
DRF and BBF both describe mechanisms which generate allocations from scratch - they
assume known utility functions and based on them computed some particular outcomes.
The GM on the other hand is being developed to rather handle reallocations based on
current utilization profiles. While it is possibly feasible to use DRF and BBF on monitored
inputs as well, both mechanisms depend on rather strong theoretical aspects which can
often not be considered as a given in a realistic scenario.
Beyond that, we have seen that every fair mechanism which satisfies envy-freeness does
actually suffer from more or less serious efficiency drawbacks. It is actually not possible
to maintain efficiency and at the same time enforcing envy-freeness - these are two rather
incompatible properties. With regard to a particular input, different mechanisms perform
with varying degrees considering efficiency - there is actually no best mechanism in general
as performance depends on the given input.

8a.7 Discussion

Fair multi-resource allocation mechanisms for shared computer infrastructures are impor-
tant in today’s world - resources need to get distributed among the users in such am
manner that everyone is willing to actually use such products like cloud computing ser-
vices. Is it however somewhat different when looking from a provider perspective, where
maximizing efficiency is definitely higher rated then guaranteeing every customer its fair
share. One can argue that as long as service level agreements (SLA) are fulfilled, their
is in fact no need to go further and actually ensure things like envy-freeness throughout
allocations. On the other hand, how can a particular customer in fact verifying its current
allocation based on such fairness notions? It is therefore justified to come up with the
question how big the willingness for large providers to actually implement such fairness
concepts in fact is. Why should they prefer fairness over efficiency? Fields to actually
use such fair allocation mechanisms may therefore rather lie in private clouds. In such
environments, congestion is more likely and users can easier verify if they receive a fair
share.
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What we further missed throughout the current work is some actual focus on dynamic
allocation policies. Most of the mechanisms lack scheduling implementations and only
consider the static setting. We think dynamic allocation is of fundamental importance
when it comes to allocating (possibly multiple) resources in computer infrastructures.
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Chapter 8b

Fairness Notions in Single Resource
Allocation

Moritz Baggenstos

This paper discusses fairness in networks. But what exactly is fairness? We all judge
fairness in a relative way. The perception of what is fair is based on comparison with
others. It is difficult to define exactly what is fair and what is not. It is even more difficult
to say a resource allocation is more fair than another resource allocation. Fairness has
not the same meaning for everyone which makes it very difficult to define a good fairness
measure. The tradeoff between fairness and utilization of a network is discussed. This
paper presents ideal properties of a good fairness measurement as well as some of the
most common fairness measures which can be applied to today’s networks. There are
some algorithms and methods presented which will help to allocate the resources of a
network equally to all users. This paper discusses the max-min fairness algorithm, Jain’s
Index, Alpha Fairness, the ratio between the smallest and the largest entries as well as
the Proportional Fairness. Five axioms of a good fairness measure are included as well in
this paper.
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8b.1 A Definition of Fairness

”Fairness is the quality of treating people equally or in a way that is right or reasonable.” [1]
If a system is not fair for it’s participants than they don’t participate voluntarily. So in
order to get people to participate in a network some level of fairness has to be guaranteed.
Fairness is usually a qualitative measurement. This means the level of quality is im-
portant. It is difficult to compare qualitative arguments. On the other hand there are
quantitative measurements which is in a numeric form and allows to run statistical anal-
ysis. Some of the quantitative measurements are either too specific or specialized for a
specific application or there is an important characteristics are missing. Fairness is not an
absolute number thus it is difficult to choose between the different methods. This paper
includes the max-min fairness algorithm, the Jain’s Index, the Alpha Fairness, the ratio
between the smallest and the largest values and the Proportional Fairness.
Because fairness is relative it may be true that for some people it is fair if a big player gets
a big share of a network and others would prefer if everybody is treated exactly equally
all get the same share. With different weights and priorities this problem can be solved
in most cases. This paper focuses on objective fairness measurements which take the
pathway and desired throughput of each specific player of the network into consideration.
Envy-freeness report is an important concept regarding fairness. A player in an envy-free
fair network should not prefer the resource allocation of another player. This considers
the different needs of each player. Not everybody wants or needs the same. A big player
needs a lot of resources while a small player requires much less resources and wants to
avoid starvation and a small amount of throughput.

8b.2 The tradeoff between utilization and fairness

Utilization describes the total used capacity of each individual link of a network. Utiliza-
tion is an important technical trait of any network with limited resources. Efficiency is
defined of the actual throughput of a network divided by the maximum possible through-
put. By maximizing efficiency usually the profit and the utility of the network increase
as well. The resulting trade off is an important concept to consider. The following fig-
ures 8b.1 of a network and its efficiency curve related to the fairness illustrate the problem
of the tradeoff between efficiency and throughput. α -fairness is a measurement which
quantifies the fairness in a network. A higher value means more fairness. It range lies
between 1 and 0. Further information will be in the section about α -fairness.
In this graphic 8b.1 it is demonstrated how the α -fairness improves with decreasing
network utilization. The utilization drops steadily when flow[a,c] increases its throughput
and thus limits flow[b,c]. The Max-Min Fairness Algorithm, which will be introduced later
in this paper, would assign each flow from b to c the bandwidth of 1/2. This results in a
network utilization of 3/4 because 1/2 of the link capacity form a to b would be unused.
If flow[a,c] uses the whole capacity 1, the utilization of the network is at its maximum but
the flow[b,c] would starve which results in a bad fairness indicator.
It is important to avoid starvation in networks. Starvation means that a link doesn’t get
any of the capacity and thus cannot transmit any data. If a link in a network starves the
network cannot be fair.
The equal per flow approach is a good solution for simple networks. Bottlenecks are links
which limit the throughput from the whole network. The throughput of these bottleneck
are key points for fairness as well as efficiency in a network. Each flow gets a proportionally
equally share of the bottleneck and stays limited because of this bottleneck. Max-Min
Fairness improves the equal per flow approach with allowing the other flows to increase
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Figure 8b.1: This graphic illustrates the tradeoff between fairness and utilization of the
network[7]

their rates until a bottleneck is reached. The following graphics demonstrate the trade off
between fairness and efficiency.
Efficiency is 1 in this network but the resulting network is unfair because of starvation of
flow B. Applying the Max-Min Fairness algorithm which will be introduced later in this
paper will result in the following fair network.

Figure 8b.2: The throughput is maximized in this network. This results in the best efficiency
factor of 1.[5]
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Figure 8b.3: This is an Max-Min Fair Network. The network efficiency is 1.66/2=0.83.[5]

This simple network is fair because all users are treated exactly equally. All flows get the
same share and those who can get more without making any other worse get more until
the limit of their throughput is reached. Thus this network is envy-free fair.
An interesting question regarding this topic is how much efficiency or utilization can be
improved by compromising on fairness until to an acceptable point. Which of the both,
efficiency or fairness, is more important depends always on the type of network as well as
information transported through the network.

8b.3 Five Axioms of a Fairness measurement

On the search for a good suitable fairness measurement a researcher team from the Price-
ton University and the Rice University described the following five axioms of a fairenss
measurement [4]. Assume that x is a resource allocation vector with n non-negative ele-
ments. A fairness measurement f(x) is a mapping from x to a real number. f : Rn

+ → R,
for all integer n ≥ 1.

8b.3.1 Axiom of Continuity

The fairness measure f(x) should be continuous on Rn
+ for all integer n ≥ 1.

8b.3.2 Axiom of Homogenity

The fairness measure f(x) should be a homogeneous function of degree 0:

f(x) = f(t · x), ∀ t > 0

Without loss of generality for a single user we take |f(x1)| = 1 for all x1 > 0 which means
the fairness measurement should be a constant for n = 1.

8b.3.3 Axiom of Asymptotic Saturation

The fairness measure f(x) of equal resource allocations should become independent of the
number of users:

lim
n→∞

f(1n+1)

f(1n)
= 1
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8b.3.4 Axiom of Irrelevance of Partition

If the elements of the fairness measure x split into two parts x = [x1, x2] It should be
possible to compute the fairness index f(x1, x2) recursively.

f(x1, x2) = f
(
w(x1), w(x2)

)
· g−1

(
2∑

i=1

si · g
(
f(xi)

))

where w(x1) and w(x2) describe the sum of the resource vectors x1 and x2. g(y) is a
continuous and strictly monotonic function that could generate the following function h:

h = g−1

(
2∑

i=1

si · g
(
f(xi)

))

This has the positive weights satisfying
∑

i si = 1 such that h qualifies as a mean function
of {f(xi),∀i}

8b.3.5 Axiom of Monotonicity

For n = 2 users the fairness measure f(θ, 1−θ) should be monotonically increasing as the
absolute difference between the two elements (i.e. |1− 2θ|) shrinks to zero.

8b.4 Max-Min Fairness

If the following algorithm is applied to a network this network is considered Max-Min
fair.
The algorithm is as followed: Each flow starts at rate 0. Then each flow increases its
rate equally until there is a new bottleneck in the network. All flows which run through
the bottleneck hold their rate fixed. All remaining flows increase their rate until a new
bottleneck is reached.
In the resulting resource allocation the increase of the rate of one flow will result in a
decrease of the rate of another smaller flow. In the basic form of the algorithm every
flow is treated equally. Regardless if it wants to transmit 100 Mbit/s or only 0.5 Mbit/s.
Small players get a big share of a Max-Min optimized network and big players get the
same small throughput like the small players. There exist also other similar algorithms
which take the rate of throughput into account. A Max-Min optimized network may be
very inefficient depending on it’s architecture. A network is either Max-Min fair or it
is not. It’s advantage is its simple application and easy understandable algorithm. The
algorithm ensures equality between all flows and is therefore fair.

8b.5 Alpha Fairness

α -fairness is one of the most common fairness metrics used. If you maximize the log
utility function (α = 1) the network is proportionally fair. The maximizer of the α - fair
utility function as α→∞ is max-min fair.
Generally an α → ∞ is more fair than α = 1, which is fairer than α = 0. However it is
unclear what it means to say α = 3 is more fair than α = 2. α -fair utility functions are
continuous and strictly increasing. Its maximization results in Pareto optimal resource
allocation.
The α -fairness is widely accepted because it optimizes fairness under desired efficiency
constraints. The tradeoff from utilization and α -fairness can be shown with a graph 8b.1.
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8b.6 Jain’s Index

Jain’s index is one of the first developed fairness measurements. It was developed in the
1980thies in the United States by Rajendra Jain. He is the first who mentions desired
properties of a good fairness measurement. Theoretically they are the same like some
the five axioms of a Fairness Measurement [4] but they are described simpler and less
mathematical. According to Rajendra Jain his index fulfills the following properties:
population size independence, scale and metric independence, boundedness between 0
and 1 as well as continuity [3].
This rates the fairness of a set of values where there are n users and xi is the amount
of transmit of the ith connection. The result ranges from best case 1 to the worst case
1/n. The best case is reached when all users receive the same allocation. The theoretical
approach for this measurement comes from the quote: each users throughput is at least
as large as that of all other users which have the same bottleneck.

J (x1, x2, . . . , xn) =
(
∑n

i=1 xi)
2

n·
∑n

i=1 xi
2

There exists a discrimination index. It may be used as the opposite of a fairness index.
It is defined as 1 - Jain’s index.

8b.7 Proportional Fairness

The proportional fairness is a measurement of fairness which takes different rates of
throughput into account. If the Proportional Fairness indicator is at it’s maximum 1
the resulting resource allocation of this network takes the higher desired throughput val-
ues of big players into consideration and allocates them a higher throughput.
An allocation of rates −→x is proportionally fair if and only if, for any other feasible alloca-
tion −→y , we have:∑I

i=1
yi−xi

xi
≤ 0

So every small change in the allocation must have a negative affect on the average through-
put of the whole network.

8b.8 Ratio between the smallest and biggest through-

put

This fairness measurement is very simple. It’s application makes more sense in networks
with similar players. Starvation gets punished with an zero as solution. If there are
distinct players different weighs can be introduced in order to compare them better.

R =
Min(Xi)

Max(Xi)

With X as the throughput of a specific player.

8b.9 Conclusion

There are a lot of different fairness metrics. Each has its advantages and disadvantages.
The five axioms of an optimal fairness measurement are a theoretical construction which
describe the properties of an optimal fairness measurement. The measurements presented
in this paper don’t fulfill all the five properties. It requires a very complex mathematical
construction in order to create a measurement which fulfills all of these properties. The
presented alpha fairness fulfills the most. This is a reason why the Alpha fairness is one



148 Fairness Notions in Single Resource Allocation

of the most common one. It always ranges between 0 and 1 and its value is a continual
function. Alpha fairness takes the overall throughput of a network into account. The
max min algorithm is easy to apply but it doesn’t try to maximize the efficiency of the
network. It treats each flow exactly the same. The choice of which fairness metrics should
be applied depends on the type of network and the transmitted information. The tradeoff
between efficiency and fairness cannot be avoided in complex networks but limited by good
network architecture. This decision is important when constructing a network because
fairness is important in networks. Normally it is important for a network to keep small
players satisfied and avoid starvation because of the economical concept: ”network effect”
every player contributes at least a tiny part to the total utility of the whole network.
Fairness is important for small players to keep them satisfied and to avoid that they leave
the network.
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Chapter 9

Internet Service Providers: Peering
and Charging

Markus Cadonau

In this chapter, we examine how the Internet can be modeled as network of autonomous
systems, particularly Internet service providers, and how its hierarchy has evolved since
the introduction of the World Wide Web. Out of the two classic relationships among
Internet service providers, transit and peering, we mainly focus on peering by highlighting
its advantages and disadvantages, describing a typical peering process, discussing current
challenges in peering. We find that overall revenue of autonomous systems, including
content providers and content delivery networks, can be optimized through cooperation.
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9.1 Introduction

Ever since the introduction of the World Wide Web, the Internet has been changing in
an accelerated fashion in terms of its hierarchy, network traffic and commercialization.
Started by deregulation, internet service providers (ISPs) have changed how they connect
to each other, new significant autonomous systems (ASs) have emerged, the Web evolved
from static Web sites to so called Web 2.0 services and applications with rich media
content. Further, new services—such as voice over IP (VoIP), peer to peer (P2P) file
sharing virtual networks etc.—have been established. All these changes are affecting how
Internet service providers charge their customers and each other for different types of
network access.
In Section 9.2 we describe the two basic inter-network connection types, peering and
transit relationships. Section 9.3 shows the evolvement of the Internet hierarchy over
time. Section 9.4 discusses why peering spreads, but also what its disadvantages are.
In Section 9.5 we describe a typical peering process. Current challenges in peering are
documented in Section 9.6.

9.2 Internet Service Provider Relationships

Traditionally, there have been two main inter-network relationships among autonomous
systems, e.g. Internet service providers: namely, peering and transit relationships. An
autonomous system (AS) is seen as multiple IP-connected devices under control of a single
administrative entity with a clear routing policy outwards [9]. Examples of autonomous
systems are Internet service providers, content providers (CPs), transit providers, aca-
demic research networks etc. Measured by autonomous system numbers (ASN), there are
35000 ASes as of 2012 [10]. Both relationship types, peering and transit, normally make
use of the Border Gateway Protocol (BGP) for routing announcement exchanges [12].
However, the relationships differ in what routing information is exchanged on each side of
the partnership, as well as in the business aspect. Technically, the connections between
networks do not necessarily differ between a peering and a transit relationship. Both part-
ners can either exchange traffic through one or multiple—usually spatially separated—
links. Peering is detailed in Section 9.2.1 and the transit relationship in Section 9.2.2.

9.2.1 Peering Relationship

While technically being able to advertise more via Border Gateway Protocol, a peering
partner only announces the reachability of its own end-hosts to the contract partner:
“Peering is the business relationship whereby ISPs reciprocally provide each other con-
nectivity to each others’ transit customers.” [12]
Therefore, peering is a non-transitive [10], bilateral relationship. In a classical peering
agreement, no money, only network access, is exchanged between the two partners. If
peering were the only option to connect to other networks, an Internet service provider
would have to peer with every other provider in order to guarantee full network access to
its customers.

9.2.2 Transit Relationship

While a traditional peering relationship is ideally fairly symmetrical in terms of traffic
flows and extended network reachability, a transit business relationship consists of an
asymmetrical exchange, whereby one partner provides the other with full access to its
routing table, usually by selling access to it [12].
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9.3 Evolution of the Internet Hierarchy

Early on, the Internet was regulated. As is common in more authoritative systems, a hi-
erarchical structure was built. Once deregulated, it became more interwoven; Especially
the ISPs formally at the top of the hierarchy were circumvented by their transit customers
through peering. Nowadays, the Internet has transformed into a peering mesh and be-
come very flat. Section 9.3.1 lays out the original structure of the Internet, Section 9.3.2
discusses how Donut Peering formed and Section 9.3.3 shows how the Internet presents
itself today.

9.3.1 Tiered Internet Architecture

Until the mid-1990s the architecture of the Internet was quite strictly hierarchical. Three
tiers are distinguished. Members of Tier 1 are defined as having access to the global
Internet routing table without having to pay for it, i.e. a Tier 1 internet service provider
does not purchase transit from anyone [12]. On the other end of the spectrum, smaller in
size and only providing Internet access to endusers, are Tier 3 Internet service providers,
typically only purchasing transit [10]. Tier 2 Internet service providers, the middle tier,
are selling transit access to Tier 3 providers while also purchasing transit connectivity to
the global Internet via Tier 1 ISPs.

9.3.2 Donut Peering

The term “Donut Peering” is used to describe the fact that by the end of the second
millennium former Tier 2 Internet service providers have been peering with each other,
essentially forming a mesh network around the Tier 1 ISPs [15]. Different reasons were
cause for this development (see Section 9.4). The original Tier 1 ISPs were trying to
conserve their oligopoly, shutting out the entire middle tier from peering with them. The
benefits of peering among themselves, essentially becoming a new Tier 1 ring, outweighed
the costs of forming the new network connections.

9.3.3 Emergence of Content Providers and Content Delivery
Networks

By today, the internet hierarchy has become increasingly flat. Content plays an important
role. So much that certain content providers and content delivery networks—aggregating,
distributing and delivering content from multiple providers—themselves are considerable
entities in the entire Internet architecture and infrastructure (see Figure 9.1). Hence, their
economical influence also increased. In 2009, already 10 percent of inter-domain traffic
on peering and transit links involved content delivery networks [10]. Whereas initially
peering was mostly initiated for cost reasons, it is now usually done for performance
reasons. Traffic follows shorter routing paths, transit providers are left out [6].

9.3.4 Content Based Peering

In exchange for free peering, content providers sometimes have their own content servers
within Internet service providers’ infrastructure, or at Internet exchange points (IXPs, see
Section 9.5.3) respectively, to be closer to customers [10].
It is suggested that in the future of the Internet, peering strategies based on content
become more relevant and could lead to efficiency gains. Each peering partner would
install caches at strategic routing points and new distributed networking protocols would
manage appropriate replication of content among the partnering networks’ caches [16].
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Figure 9.1: Model of Internet hierarchy with Donut Peering and content delivery network [2]

ISPs would play a more active and cooperative role in content management to ensure
quality of service (QoS). A collaborative caching strategy among ISPs could replace the
traffic-centric model of networking. In fact, with the trend to multilateral peering [15],
i.e. at IXPs, this becomes more feasible.

9.4 Advantages and Disadvantages of Peering

The main reasons a peering agreement is established between two Internet service provid-
ers are to lower transit costs and to lower latency. However, over the course of time, those
reasons have not always played an equally important role. First, saving the costs of transit
traffic by routing the traffic directly to other ISPs—with which peering was established—
saved providers considerable amounts of money. A somewhat faster response time was
secondary. Now, saving 100ms is significant. In fact, end-customers less likely purchase
and return to an online retailer with bad Web site performance [10]. Transit costs per
data unit, on the other hand, are a mere fraction of what they used to be; at one point IP
transit cost nearly $1000/Mb/s per month, billed near peak consumption rate. It is less
than $0.42/Mb/s per month now [10]. This change can at least partially be attributed to
the competition by peering [10]. Albeit, with inter-domain traffic annual growth rates of
roughly 50 percent, the transit costs are still a factor [11].
Providers which charge customers by data unit have a third, less relevant yet supporting
argument for peering. Better connectivity leads to more consumed data. Thus, more
revenue can be generated from usage-based traffic billing of customers.
There are also some downsides to peering, i.e. reasons for Internet service providers not
to peer or stop peering with one another. Especially Tier 1 ISPs initially had strong
reservations about peering with Tier 2 ISPs. By peering with a current transit customer
a provider loses that transit revenue, or potential future transit revenue in other cases.
Also, from a business perspective, an ISP might not want to help a—potentially smaller—
competitor by acknowledging it as an equal peering partner. If a benefit is not mutual, or
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traffic and investment asymmetries are overly disproportional, potential peering partners
are discouraged from entering a peering agreement. Such a traffic imbalance, whereby one
provider dumps a few times more data on its peering partner’s network than vice versa,
can also manifest itself at a later stage of the relationship. Not least, peering can consume
many resources; New links potentially have to be set up entirely, requiring hardware and
engineering. Often, the costs for it are sunken and a free-rider problem is created [3].
That is, once the investment in new infrastructure is made, others have little incentive
to pay their share for its amortization and are only willing to pay the relatively little
additional expenses for the added traffic. As we will see in Section 9.5, there have often
been no fully negotiated and detailed service level agreements (SLAs) regarding peering.
From a business perspective, this increases risks. An Internet service provider has no
guarantees about a peering link, nor any legal measurements for compensation in case a
peering partner decides to change the peering characteristics one-sidedly.

9.5 Peering Process

A typical peering process can be described as consisting of three phases [12]: Phase 1
concerns identifying potential peers (see Section 9.5.1), Phase 2 deals with contacting
and qualifying peering candidates (see Section 9.5.2), and Phase 3 is about concrete
implementation of a peering agreement (see Section 9.5.3). Overall, peering is often seen
as art rather than science [7]. Therefore, the following process is not to be understood as
prescriptive but as a general observation of how peering often is established.

9.5.1 Identification of Potential Peers

Identifying potential peering partners can be done in different ways. From an economical
perspective, a traffic analysis of an Internet service provider’s outgoing and ingoing data
makes sense. The networks with which traffic exchange is most significant are predestined
peering candidates, given that data is so far exchanged via transit partner. Depending
on the objectives, this traffic quantity approach promises the most reductions in traffic
expenses and the most benefit in network traffic performance. Not uncommon is a pre-
selection of potential partners based on intuition and existing or previous relationships
[12]. Large ISPs tend to have relatively fixed peering conditions. Yet, they commonly
only expose them under non-disclosure agreements (NDAs). All in all, the determination
of one’s own potential peering benefits is quite feasible, but it is very difficult to evaluate
how a partner would profit [7]. Sometimes—especially if technological hurdles are not too
big—a peering trial is established to gather concrete data.

9.5.2 Contact and Qualification

During the second phase of a peering process, initial peering negotiation is undertaken. An
Internet service provider first needs to establish contact with a potential peer. Depending
on the role of the initiating and contacting members of the ISP, the negotiation is started
on a less or more formal level. Typically, there is a person specifically tasked with peering
and traffic engineering issues [12]. During the main negotiating phase, traffic statistics,
peering policies, case-specific peering arguments are—among other details—shared. At
the end of this contact and qualification phase is the decision whether there is enough
motivation for both parties to continue the peering discussions. If both sides want to
continue, they proceed to discussing peering methodology (see Section 9.5.3).
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9.5.3 Implementation Discussions

Existing technical infrastructure may already play a role in general peering negotiations.
After all, the question that ISPs essentially have to answer is whether to invest in peering
with one another and in necessary resources for peering. But once the general decision
to peer is made, resource requirements estimates have to be refined and thus specific
implementation questions have to be answered and agreed upon. The primary goal is to
institute interconnection points, the secondary goal is to steer optimal traffic behavior.
There are generally two interconnection methods: direct-circuit and exchange-based inter-
connections. One does not exclude the other. ISPs expecting a small number of regional
interconnects and not very high bandwidth requirements prefer direct-circuit connections,
given that there is an existing presence in the area. Otherwise, peering would not make
much sense in this case. Key issues are link locations and cost distribution. Typically,
costs are split with the regional peering partner [12].
ISPs anticipating high bandwidth requirements in a region or interconnections with many
peers tend to choose exchange-based links over direct-circuit ones. Either way, the goals
are to peer as quickly as possible, reduce the costs while maximizing benefits.
There are additional criteria for an ISP to be considered when—in principle—selecting
an exchange-based approach. A key question is if there are existing attractive Internet
exchange points (IXPs) in the area or if a new one has to be built. IXPs require a critical
mass of participants for them to be profitable and beneficial [12]. In Europe, where the
ISPs are diverse, IXPs play an important role for the Internet and are very similar to each
other in terms of services offered; the number of peering links within such an IXP is so
big that the IXP can be seen as a microcosm of the Internet [1].

Influence of Topology Aspect on Peering Decision

For regional ISPs available transit and peering connections can be limited or not avail-
able. Besides only locally using Internet transit services, which are 10 to 100 times more
expensive compared to services in major cities [13], such ISPs face the decision to rather
finance a connection to a medium or major hub where more peering and transit options
are available. Depending on the amount of carried traffic as well as the fixed and variable
costs for the line and the remotely purchased services, it could economically be beneficial
to do so and thus contribute to a flatter Internet. More direct connections to content
providers are especially important for customer satisfaction.

9.6 Peering Challenges

There are some challenges with traditional peering agreements in combination with to-
day’s Internet characteristics. Different solutions to overcome certain issues exist or are
proposed. In Section 9.6.1 we address the hot-potato routing problem. Section 9.6.2 dis-
cusses asymmetry in costs and network traffic. We consider data congestion in Section
9.6.3, and in connection the influence of different Internet players on each other in Section
9.6.4.

9.6.1 Hot-Potato Routing

The term “hot-potato routing” refers to the fact that data traffic destined to another
network is usually transferred to that network at the closest intersection, handed off at
the first opportunity. If two spatially large Internet service providers peer with each
other, this can have a negative impact on one network if it is mostly done one-sided. One
provider is then basically dumping data on the other’s infrastructure which has to carry
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it over large distances to its destination. For this reason, ISPs—especially such that cover
wide areas—specify in service level agreements that data traffic is only to be accepted
at interconnect locations closest to the destination of the traffic; or more generally, that
traffic has to be balanced and multiple peering links at different hubs are a requirement
for an agreement [13].

9.6.2 Asymmetry

Traffic as well as infrastructure cost imbalance in general can be a cause for differences
and disputes in traditional peering agreements, as they are built on the assumption that
both Internet service providers contribute more or less equally to the partnership. In this
case, ISPs can also partially protect themselves by setting ratios in the bilateral peering
agreements limiting a potential traffic asymmetry. Generally, ISPs set the ratio limit at
5:2 between ingoing and outgoing traffic [10]. Especially in nowadays content-heavy Inter-
net asymmetrical traffic is the norm [8], whereas one ISP with mostly content providers
as customers directs big data flows to another ISP with mostly content consumers as
customers. Those customers normally only pay the content providers directly for the con-
tent; their ISPs generate the same revenue from them due to flat-rates but have to carry
increasingly more data streams.

9.6.3 Congestion

It is always a possibility that short-term congestion occurs at interconnections of au-
tonomous systems as part of the Internet. Nonetheless, it is argued that chronic conges-
tion is not a result of technical limitations but business differences; a lack of addressing
the issue [3]. Often, it is not clear who is responsible to take care of the issue, or by
whom resources needed to fix it are paid for. Further, as was the case in the Netflix (CP)
vs. Comcast (ISP) congestion dispute, a relatively simple shift of traffic to other links
can largely solve the technical aspect of the problem overnight [3]. In general, congestion
can be reduced by increasing capacity of a problematic link or reducing load on it. Al-
beit, it generally is more efficient from a global network point of view if different entities
are cooperatively working together to ensure adequate quality of service and quality of
experience for customers [3]. It is the way most profits could be generated overall.

9.6.4 Peering Politics

It used to be that Tier 1 Internet service providers were rather powerful because they
controlled access to the global Internet. Today, as the entire structure of the network
has become flatter and most ISPs are more interconnected, there are still larger, more
influential and smaller, less influential providers. But additionally, large content providers
and content delivery networks have emerged. While less connected and thus less power-
ful ISPs have traditionally always paid larger ones for transit, similarly sized ISPs have
peered. Content providers, which are structured differently than ISPs, have complicated
the matter in the meantime. Sometimes, it is objectively unclear who should pay whom
for better network or content access. Content providers can be on both sides of the pay-
ing relationship [7]. Intermediary content delivery networks have not made it easier. And
end-customers, depending on their ability to switch to different ISPs, can also have a
big influence. This can result in power plays among the involved parties and has lead to
considerations of regulatory involvement [14].
In order to maintain profitability—which can be done without violating “network neu-
trality” [5]—it is understood that ISPs opt to have some income through transit services
with selective peering and through paid peering, i.e. receiving compensation from content
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providers [4, 10] in addition to improving customer experience due to better content ac-
cess. To limit the power of ISPs, especially monopolistic or duopolistic ISPs, and protect
customers, limited regulation enforcing global Internet reachability for customers of ISPs
is encouraged [4].

9.7 Conclusion

We conclude that peering among autonomous systems plays an important role in the evo-
lution of the Internet by making it faster and more affordable. Not only to improve quality
of service and thus customer satisfaction but also to optimize revenue, all Internet service
providers have incentives to selectively peer. Since classic peering would eventually lead
to stagnation, especially when uneven partners are involved, paid peering has emerged. It
is shown that cooperation between Internet entities would overall be optimal in terms of
revenue and connectivity. However, it is unclear how such cooperation can be achieved,
or which regulatory measurements would encourage it.
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