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Chapter 1

A Virtualized/Containerized Radio
Access Network as a Foundation for
Multi-Radio Access Technology
Communication Systems

Florian Herzog

1.1 Introduction

The fifth-generation mobile communication technology standard (5G) promises a future-
proof framework for not only cellular networks but various radio network applications,
including IoT [2] [11]. With the ability to adjust its properties with respect to an ap-
plicationâs needs by amplifying the network in the three major domains of ultra reliable
low latency communication (URLLC), enhanced mobile broadband (eMBB), and massive
machine type communication (mMTC), it offers diverse solutions to satisfy countless use
cases [3]. To achieve these ambitious goals, 5G makes use of the latest technology. One
core idea that 5G wants to implement in the foundation of radio access network (RAN)
architectures is virtualization, leading to the concept of a virtualized radio access network
(vRAN). vRAN introduces radical changes in the network design. The essential com-
putational part of this previously distributed network is now centralized and cloudified.
This does not only help solving issues of the previous design standard but comes with
considerable potential and at the same time introduces new challenges for both latency
and throughput.
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1.2 Objectives of vRAN

1.2.1 Decoupling of Proprietary Systems

The main objective of a virtualized Radio Access Network is to decouple the network
software from proprietary hardware. In 4G, the previous generation of mobile communi-
cation networks, the standard architecture has been a Distributed Radio Access Network
(D-RAN). A brief overview to D-RAN will be given in sec:dran. One characteristic prop-
erty of D-RAN is that the computational work on the traffic is done by sophisticated
hardware composing the base band unit (BBU) directly at the Base Station (BS). While
this practice allows an effective optimisation of the utilized circuits, it also excludes D-
RAN from the benefits of general-purpose processors. In contrast to those, sophisticated
hardware cannot capitalise on mass production. Moreover, these proprietary systems are
hard to evolve and offer little flexibility.

1.2.2 Flexibility by Virtualization

Through means of containerisation, vRAN wants to divide the whole software system into
an ecosystem of interconnected microservices in a virtual environment. These microser-
vices can then be expanded, replaced, or removed individually. Any functional modifi-
cation of the network can be introduced merely through a software command, without
having to replace any hardware. Thanks to the detachment of proprietary systems and
the use of general-purpose processors, all parts of the BBU should be able to run any com-
putational service. Besides adding and removing individual parts of the system, a virtual
environment allows an entire running process to be captured in its current state and du-
plicated or conveyed to a different BBU over the network with only a short downtime;
A possibility that can come in handy especially when devices travel between the reach-
able ranges of different base stations. With these tools virtualization offers a powerful
framework for an evolvable and dynamic system.

1.2.3 Better Manageability through Cloudification

With location-independent services vRAN allows cloudification, meaning that the system
can run on a dynamically scalable and reliable infrastructure. Naturally, the base stations
still need to be equipped with an RRH to translate between electromagnetic waves and
electronic signals. However, while the physical antenna still must be present on the base
station, the reconstruction of the IP package from a sampled wave (or vice versa) can be
computed in the cloud. This leaves the base stations requiring only an RRH with a direct
fronthaul to the cloud, without its own BBU on site. Instead, the RRH will communicate
with a dynamic BBU pool (the cloud) over the fronthaul. This is particularly attractive for
internet service providers as it reduces the capital expenditure for a RAN infrastructure,
requiring significantly less hardware to provide the same connectivity and bandwidth to
its users because of the ability to distribute fluctuating workloads over the whole cloud,
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instead of one local BBU having to be able to handle any level of utilization. Such a
scalable and efficiency-aware design is crucial in order to realize the envisioned future of
the internet, which expects the amount of data traffic to explode: See figure 1.1

Figure 1.1: estimated development of cellular network load (source: [16])

1.2.4 A Robust and Adaptive Framework

By virtualizing the computational part of a radio access network, most parts of the net-
work are now controlled by software. This allows for a sophisticated system architecture
appropriate to best-practice designs, in a way that autonomous and independent features
can be placed on top of this framework. This way, future enhancements in the form of
changes or additional applications of the network can be implemented easier and in a
modular manner. With that, a virtualized RAN lays the foundation for many visions of
the next generation of cellular networks. [16]
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1.2.5 Optimized Resource Management

With an overall improved monitorability and controllability, resources can be allocated
more efficiently. New models are shown to operate with significantly less power consump-
tion than legacy systems: [15]

1.2.6 Network Slicing

A virtualized network can be divided into logically independent parts that still operate on
top of one underlying physical infrastructure. This concept is known as network slicing
[18]. 1.2

Figure 1.2: multiple network slices over the same infrastructure(source: [18])

In 5G, this mostly finds application in the way that networks are split into three major
domains, each one tuned to maximize one particular property of the network’s capabilities:

• ultra reliable low latency communication (URLLC)



Florian Herzog 7

• enhanced mobile broadband (eMBB)

• massive machine type communication (mMTC)

The users of the network can then subscribe to the slice that best fits their preferences.
E.g. an autonomous vehicle that strongly relies on real-time data would chose the URLLC
slice. Note that in theory the network can be sliced arbitrarily.

1.3 Challenges of vRAN

1.3.1 Latency

Time is often critical in cellular networks. Existing cellular protocols postulate certain
requests to be answered within a tight timeframe. While the proprietary hardware pro-
cessing the traffic in D-RAN made sure that this time budget could be met, both virtual-
ization and cloudification have performance drawbacks as a cost of abstraction compared
to a primitive, low-level system. [10] [9]

1.3.1.1 Higher Physical Distance.

While in the distributed design of D-RAN the BBU was located directly at the base
station, the centralized architecture of C-RAN has the base station connected to a cloud
infrastructure over a fronthaul that might have several kilometers length for messages to
travel before being processed and forwarded to the core network (or vice versa).

1.3.1.2 Cloud Hardware Allocation

The main characteristic of a cloud infrastructure, that a workload can be assigned to
any machine in the cloud, brings another performance issue. Since a message may be
processed by any node in the cloud, this node does not necessarily have to be the one
closest to the base station holding the connection to the user. To minimize the travelling
time between the base station and the core network, the cloud should implement edge
computing [14] to distribute its work in a location-aware manner.

1.3.1.3 Additional Effort from Abstraction.

A virtual environment has by design more data layers than a native setup to be able
to provide its abstraction functionalities. Virtual hardware as well as a hypervisor are
essential components of a containerized system which vRAN incorporates. These two
additional layers bring their own overhead and hence cost to the systemâs performance.
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1.3.1.4 Latency by Scheduling

In the virtual BBU, a newly arrived package may remain idle for some time, waiting for its
responsible process to be scheduled by the hypervisor. In conventional virtual platforms
this can take up to several milliseconds. Even when being scheduled immediately, precious
time can be lost when the machine must go through a context switch. In a real-time
application where a request must be answered within a couple of milliseconds in order to
keep the connection alive, this is unacceptable and must be circumvented.

1.3.2 Throughput

While the cloudified BBU pool can easily grow to handle any desirable data rate, the
fronthaul connecting the base station to the cloud can now become a bottleneck. 5G
envisions to use multiple input multiple output (MIMO) systems on a high frequency
channel. This results in immense requirements for the fronthaul capacity [8]. It is highly
recommended to use compression algorithms to decrease the size of the data passing
through the fronthaul. On that effect a compression of 2x was found to be lossless and
a compression of 3x was found to have a corruption degree that is practically acceptable
[1]. However, even with this heavily reduced data volume the desired capacity of 5G
can easily go beyond the limits of modern ethernet capabilities as they are used for the
fronthaul in a standard C-RAN design. In order to further release the pressure on the
fronthaul, a heterogeneous cloud radio access network (H-CRAN) proposes the use of
HetNets for an enhanced network design [12]. Furthermore, Bartelt illustrated: âthe
combination of utilization-dependent functional splits and statistical multiplexing can
additionally reduce aggregated transport traffic by up to almost one order of magnitude
as compared to todayâs CPRI-based networksâ [8].

1.3.3 Geographical Complexity

With 5G’s newly allocated frequency spectrum a cellular network gains significant band-
width capacity. However, this has the drawback that high-frequency waves can travel
shorter distances. Therefore, the network topology requires an additional density of base
stations in order to serve the high-frequency spectrum. This does not only mean a geo-
graphical increase of infrastructure, it also magnifies the challenge of planning a network.
In many cases a complete coverage of high frequency radio access is either not profitable,
very complicated, or simply impossible for various reasons.

note: this is a challenge of the 5G frequency spectrum rather than RAN virtualization, but
it is mentioned because the topics are closely correlated and there is a common solution
to this and vRAN-specific problems.
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1.4 RAN architecture

1.4.1 From D-RAN to C-RAN

A distributed RAN (D-RAN) base station (BS) mainly consists of a remote radio head
(RRH) and a base band unit (BBU). See figure 1.3. The RRH acts as a gateway between
the two different types of signals used in mobile communication: Electronic traffic on the
wire to communicate over the internet, and electromagnetic waves closing the connection
to the user equipment over the air. Once the RRH produced a digital sampling of an
incoming wave, the common public radio interface (CPRI) carries this sampling down to
the BBU. The BBU then is responsible for the computational work that comes with this
change of medium. As both communication over a wire and over the air bring their own
challenges and opportunities, the two technologies have been optimized in their own ways
and it takes computational effort to translate data from one format into the other. The
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BBU translates sampled waves to IP packages and vice versa.

Figure 1.3: basic D-RAN architecture (source: [7])

In contrast to D-RAN where each base station has its own BBU, allowing the BS to
connect directly to the core network and provide a fully functional access point to its
users, a C-RAN base station no longer has a local BBU and can hence only convert
between electromagnetic waves and digitally sampled waves but has no way to handle
real internet traffic. Instead, the BBU handling the conversion between digitally sampled
waves and IP packages is virtualized. The RRH at the BS now is connected to a cloud
infrastructure of virtualized BBUs running on a general-purpose processor platform. The
CPRI that previously connected the RRH and the BBU is replaced by an ethernet based
fronthaul. The choice of ethernet is based on the maturity of the technology [6]. See
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figure 1.4

Figure 1.4: basic C-RAN architecture (source: [7])

1.4.2 H-CRAN for heterogenity

The problem of sec:geocomplex can be solved with Heterogeneous Networks (HetNets)[7].
As the name suggests, HetNets use heterogeneous base stations. The traditional macro
cell network is supplemented with a variety of small cells transmitting low power signals
within their subarea. These small cells are heterogeneous in the sense that they exist
in different classifications: Femto cells, Pico cells, and Micro cells. They differ in their
radius, capacity, and output power. Femto cells are also incompatible with an integrated
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Distributed Antenna System (DAS); a distributed MIMO system that seeks to prevent
route loss and shadowing by providing spatial diversity: See table 1.5.

Figure 1.5: Cell specification (source: [19])

While the macro cell base stations, or High Power Nodes (HPN), are still responsible for
wide area coverage, the small cell base stations (SBS) are equipped with a low power
node (LPN) and are placed more densely and with respect to demand. They provide high
bandwidth to hot spots. This results in Heterogeneous Cloud Radio Access Networks
(H-CRAN), a backward compatible design with seamless coverage that can adapt to the
network’s demand: See figure 1.6

Figure 1.6: basic H-CRAN architecture (source: [7])
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1.4.3 F-RAN for Low Latency and Better Load Balancing

Addressing the problem of sec:throughput, Fog Computing Radio Access Networks (F-
RAN)[7] use fog computing (also known as edge computing) technology on top of an
H-CRAN to release pressure from the front-haul. F-RAN only introduces edge-computing-
technology adaption of two components of the H-CRAN architecture: The Access Point
and the User Equipment both require the capability of radio resource management (RRM),
caching, and cooperative signal processing. This results in the LPN turning into a fog
computing-based access point (F-AP) and the user equipment turning into fog user equip-
ment (F-UE): See figure 1.7

Figure 1.7: basic F-RAN architecture (source: [7])

This allows a significant amount of computational effort to be resolved within the small
cell itself, such that the data does not even have to travel through the front-haul. This
does not only mitigate the problem of the front-haul being a potential bottleneck, it also
reduces the average latency of regular mobile traffic.
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1.4.4 O-RAN for a future-proof design

An interesting expansion to vRAN is the concept of an open RAN (O-RAN). O-RAN
envisions to establish industry-wide standards for all interfaces between parts of a C-
RAN system [13]. This further adds to the flexibility of a RAN system, giving the network
operator the freedom to choose from the whole available market for each module. Not
only does this inter-compatibility create vendor-independence for a network operator, but
also the guaranteed possibility to upgrade only a small part of the network without having
to substitute the whole system.
With such an overarching standardization and well-defined interfaces, an O-RAN network
system would also develop the reliable structure needed for large-scale applications built
on top of the network, such as intelligent optimization algorithms to further improve
device collaboration or to maximize the efficiency of resource usage. 1.8

Figure 1.8: O-RAN on top of V-RAN (source: [13])

1.5 Discussion

Cloudification. Moving from a distributed and tailored infrastructure towards a central-
ized and dynamic one allows a more cost- and energy efficient use of resources. The use
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of general-purpose processors instead of proprietary hardware also enables quick adap-
tion of technological advancements from the software area. Thanks to refined network
designs and smart algorithms a cloudified radio access network can even outperform the
conventional setup in many cases. Virtualization. This concept is by no means new.
In computer science, operating systems in particular, virtualization, abstraction, and en-
capsulation have been used as a guide to simplistic and robust system design for a long
time. Undoubtedly there is always some performance overhead when adding new layers
to a system, but with modern optimization algorithms it should be possible to keep this
cost at a minimum, allowing developers to fully flesh out the newly found potential of a
virtualized system. Seeing how the discussed concepts have already proven their power
and revolutionized the software world in the past, it is very well possible that vRAN will
unlock new possibilities and act as a catalyzer for the next generation of mobile network
applications.

1.6 Summary

vRAN helps creating more dynamic and efficient radio access networks. Virtualization
and cloudification are the two core concepts it incorporates. The architectural changes
leading from a distributed RAN to a centralized RAN are substantial and come with
several challenges in terms of throughput and latency that need to be addressed in a
market-ready vRAN. Ultimately, with vRAN as a basis, RAN interfaces can now be
standardized corresponding to the vision of O-RAN.
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Chapter 2

A Technical Overview Of Blockchain
Retroactive Public Funding Schemes

Dario Gagulic and Lynn Zumtaugwald

Public goods can not be efficiently priced due to being non-excludable and creators of
public goods are often not rewarded for their important contribution to the community.
Open source software being a public good suffers from the same circumstances and de-
pends on high level of volunteerism of developers which implement it in their free time.
Widespread concerns about the sustainability of this open source community have been
expressed, and it has been shown that indeed contributions to and number of open source
projects have decreased and that the vast majority of open source projects fails due to
different reasons. In summary, incentives for open source projects are needed and one
possibility is through public funding. Considering this, this work looks at the landscape
of public funding platforms and their different implementation of public funding schemes.
Parameters of funding schemes researched in this work go from proactive to retroactive
funding, from linear to quadratic funding, from one time donations to recurring money
transfer in form of subscriptions, from high to non-existing fees, from FIAT to cryptocur-
rency payment, blockchain and non-blockchain based and many more. All these funding
schemes and their parameters show advantages and disadvantages when applied to spe-
cific use cases and that is why one can not conclude for an optimal funding scheme that
fits everyone. The role of blockchains currently is money transfer without the need of an
intermediary but may become important for transparent voting or creation of project to-
kens in the future. Despite having all these public funding platforms to support the open
source community, it is still unclear if this is enough to help this community to become
sustainable again.

19
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2.1 Introduction

There are plenty of shared resources among the world that one can use for free. Such
resources, once created or served by nature, individuals, or a group of individuals and
then shared to the open community for free use, are often referred to as public goods. As
examples, one can name research published by universities researchers, the rule of law,
national defense, access to clean air and drinking water, knowledge sharing, open-source
software, and many more. Basically, it is every shared resource that individuals can or do
receive a benefit from, which is greater than their individual contribution to this resource.
Public goods are extremely important for human civilization since they benefit everyone
in society and build the core of human flourishing [1]. Imagine Alexander Fleming would
not have shared his discovery of Penicillin in 1928 [2] with human civilization, would we
still live in a world without antibiotics treatments where minor bacterial infections would
cost hundreds of thousands of human lives every year?

The public goods problem is well known in economics and refers to the fact that these
goods can not be efficiently priced due to the impossibility to exclude individuals from
access. Often, creators of public goods are the ones getting the least benefit from it and
are not rewarded according to the value they created for society [1].

In the 21st century, public goods more and more took the form of digital content. From
content and knowledge shared on free use internet platforms to open source software and
tools, everyone can download and use for free. Recent studies have shown, that the open-
source community is contributing to a high reduction of costs to build and deploy software
[3]. And a survey done with 1313 companies showed that 65% of these companies rely on
open source to speed up application development [4].

While the rise of version controlling and code sharing platforms like GitHub, GitLab, and
Bitbucket created a renaissance of the open-source movement, recent concerns about the
sustainability of the open source movement were expressed in the community. The concern
is the question of whether open source innovation can be sustained if developers are not
making private gains due to a high level of volunteerism [5]. While some developers may
be ideologically motivated and code open source for their joy, some may wish to earn a
reasonable livelihood from their contribution [6]. Further, recent studies have shown a
plateau in contribution to open source in 2016 while growing exponentially until 2013 [8]
and expressed the need and presence of external rewards [9][10].

A possibility to reward humans for their contribution to the open-source community may
be public funding schemes. These schemes can be and are realized in many different forms
and shapes in the digital world. Therefore, this report explores and discusses in a first
part the landscape of public funding platforms, their specifications and functionalities.
Then a discussion of the funding parameters is introduced, showing their advantages and
disadvantages, and their fit for specific use cases. Also, the impact and usefulness of
blockchain technologies in such platforms are exposed. Finally, a conclusion about the
perfect public funding platform and its funding parameters is addressed.
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2.2 Definitions And Related Work

In the following, basic definition that are important to understand the report, such as
different funding types are provided in subsection 2.2.1. The decline of open source
contributions and sustainability is evaluated in subsection 2.2.2, following by a deep look
on failure reasons of open source projects in subsection 2.2.3. What motivated developers
of open source projects to accept money is discussed in subsection 2.2.4 and research
to the impacts of monetary rewards is shown in subsection 2.2.5. Then an overview of
different parameters of funding is shown in subsection 2.2.6.

2.2.1 Definitions

This subsection introduces the notion of public funding schemes, different points in time
when funding can happen, the different types of funding and the special case of quadratic
funding.

A public funding scheme is a scheme to fund people, projects, organizations, or activities.
Typically, the fund comes from the public, for example, the government or a community
of humans.

Proactive funding happens ahead of time, typically a project from which the sponsor
believes will be successful in the future.

Retroactive funding happens behind the time, typically projects that have already been
shown to be successful in the past get funded.

A donation is a voluntary transfer of property (often money) from the transferor (donor)
to a transferee (donee). Typically, this is a one-time transfer of money.

A subscription is a voluntary transfer of money which occurs repetitively (e.g. weekly,
monthly, yearly). In exchange, the donator may get value in different forms, for example,
online content, or it may also be with no value in exchange.

Sponsoring is supporting a person, organization, or activity by giving money, encourage-
ment, or other help.

Crowdsourcing is the practice of obtaining information or input into a task or project by
enlisting the services of a large number of people, either paid or unpaid, typically via the
internet.

Quadratic voting/funding describes an optimized voting scheme with a nice property,
that the amount of influence you purchase is proportional to how much you really care.
This effect prevents the issue of buying influence. In contrast to a linear voting/funding
scheme, in a quadratic funding scheme the total matched amount is calculated using
a quadratic formula of each vote’s square root summed together (see figure 2.1). For
instance, if project A gets a total funding of 100 from exactly one contributor and project
B gets the same total funding of 100 from ten different contributors, then linear funding
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Figure 2.1: Illustration Of Linear Proportionality In Quadratic Funding ”Strength Of Sup-
port For A Project X” vs ”Number Of Votes For Project X” And Formula For Quadratic
Funding.

would distribute the total matching pool equally among the two projects. Differently,
quadratic funding would weight the total funding of project B higher because the funding
came from more distinct contributors.

2.2.2 The Decline Of Open Source Contributions And Sustainability

The open source literature measures the growth and sustainability of open source software
projects for many years. The first study, conducted in 2003 showed that open source grows
with respect to byte size [11] by analyzing 406 software projects. A later study in 2007
claims that open source grows quadratic with respect to lines of code [12] by analyzing
4047 projects and a third study shows that in 2008 open source grows exponentially with
respect to lines of code and also grows exponentially with respect to projects by analyzing
5122 projects [13].

A more recent study conducted in 2020 took these measurements of growth defined in the
previous studies and investigated if these results are still correct or did change in one way
or the other. They analyzed 224’844 open source projects in the main growth attributes:
Lines of code, Commits, life cycle state, and contributors. They could show that in
terms of lines of code open source software did grow exponentially through 2010, but
the growth has continuously slower down since 2011. Similarly, the number of commits
grew exponentially until March 2010, peaking in 1.5 Mio. commits, but declined ever
since. In 2018, between 600’000 and 800’000 commits have been made to open source
projects, which is a clear reduction compared to 2010. Also, the mean and median of
monthly commits per project is decreasing [8]. Figure 2.2 shows open source projects
life cycle phases over time. When all projects are included, also inactive and abandoned
ones, the exponential curve fits until 2011. More interesting is the fact, that the number
of abandoned projects relative to active projects continues to grow massively and overall
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Figure 2.2: Available Open Source Projects By Life Cycle Phase, Where The Time for
Implicit State Changes Is One Month [8].

the vast majority of open source projects are abandoned [8]. The next sub-chapter looks
at the reasons why modern software projects fail.

2.2.3 Failure Reasons Of Open Source Projects

A study conducted in 2016 looked at 618 projects on GitHub to find reasons why modern
software projects fail. Failed projects in their sense mean projects that had no contribution
in the last year or have been clearly marked as abandoned or failed in their README.
Surveying the developers of these projects showed the following reasons for failure (figure
2.3): One major reason is that the project has been usurped by competitors, developers

Figure 2.3: Why Open Source Projects Fail [3].

reported that there is strong competition in open source software, and often, a better
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solution pops up that makes the own project not being used anymore. Most of the time
these competitors are big tech companies, which pick up on an idea. Further, projects
failed because they have become obsolete. Reasons for that are that there have been
technical advances or shifts that make certain technologies useless or not applicable.

Lack of time and lack of interest make the other two major reasons why projects fail.
Developers answered that they just do not find the time to maintain the projects anymore,
because they had to go back to work or that they lost interest in the project because they
found interest in other projects. Another important reason for failure is that the projects
maintainability has become to complex. The study did not research a lack of funding as a
direct source of failure for open source software projects, but 69% reported that they did
not receive any rewards to maintain the project and thus acted completely voluntary. It
also shows that developers work on open source software in their free time and that this
is not their source of income [3].

2.2.4 What Motivates Developers To Accept Monetary Rewards

Funding developers to contribute to open source is great, but one questions is whether they
actually accept money, and what influences their willingness to accept monetary rewards
for their work. Financial incentives in the open source can be of many types. Developers
might be paid by a non-profit organization by monthly salaries or by a profit corporation
by bounty to solve a particular task [14, 15]. Another possibility is to be paid through
voluntary contributions [16]. Interestingly, not all developers in past accepted these vol-
untary contributions [7]. Figure 2.4 shows the influence of different parameters research
on the intention of developers to accept monetary rewards. Considering the independent

Figure 2.4: What Influences Developers To Accept Monetary Rewards [7].

variables, counter-intuitively, the intrinsic motivation of developers has the highest posi-
tive impact on the intention to accept monetary rewards with 0.389. It is argued that since



26 A Technical Overview Of Blockchain Retroactive Public Funding Schemes

developers voluntarily choose to accept their rewards, they will not perceive such rewards
as controlling, rather as supportive. That is why ”crowding in” is occurring. Further,
extrinsic motivation has also a high positive impact with 0.267. Ideological motivation
does not have a reasonable impact on the intention to accept monetary rewards. The
only researched variable that has a negative impact is the community motivation of the
developers. With 0.35 it can be considered on having a significant impact. A reason for
that can be that accepting monetary rewards can be viewed as giving more importance to
individual gain than benefiting the community. Other developers in the community might
see accepting monetary rewards as selfish. This fact could cause financial instability in the
open source community. Still, it is unclear how many developers share which motivations
[7]. Other studies researched the impacts of monetary rewards on open source projects
further.

2.2.5 The Impacts Of Monetary Rewards On Open Source Projects

Open-source software is ubiquitous, but sustaining it is a challenge. No matter if the
software is open- or closed source, it requires continuous effort such as fixing bugs and
vulnerabilities or adapting and evolving technical and non-technical environments and
requirements in order to remain relevant. It seems difficult for an external observer to
understand why developers are willing to invest their valuable time in continuously main-
taining such open source software, long after the software is finalized, and other parties
start using it too, without any form of monetary reward. Of course, there are other factors
(e.g. intrinsic motivation) that may influence the willingness to contribute to a project.
However, in this section, we want to compare what related work found out about the ex-
tent, to which monetary rewards impact firstly the behavior of the open source software
developers and secondly the quality of open source projects. Even though donations seem
to gain traction to support open source activities, little is known about their prevalence,
success, and impact [53]. Nakasai et al. measured the impact of donation badges on the
contributors as well as the organizers. With the following reporter metrics, they measured
the impacts on the contributors [19]:

• Number of commits, which captures both coding and noncoding activities

• Issue resolution speed, which captures the efficiency of maintenance and community
support activities

Their findings show that the appearance of donation badges is appealing for both contrib-
utors and organizers. Further, Overny et al. identified open source projects requesting
donations and analyzed observable characteristics of projects receiving donations. By con-
ducting a time-series analysis of donations’ effects on project activity, they found some
evidence, but not strong support, for the hypothesis that donations lead to higher levels
of development or maintenance activity. However, a clear decline in activity can be rec-
ognized for projects which were asking for donations but did not receive any [53]. Other
open source software literature documented clearly the need and presence of external re-
wards [9, 20]. It has been argued that intrinsic motivation (joy, pride of contributing to
a better world) are important factors, but many developers may ”simply wish to earn a
reasonable livelihood from their efforts” [6].
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2.2.6 The Different Parameters Of Funding

Regardless of all available funding schemes having the same interest to support open
source software development, there are multiple parameters in which certain platforms
are differentiating themselves from the rest. Probably the most obvious parameter is
the selection criteria of the projects to be considered. While some platforms allow the
donator to freely choose who they want to support, other funding schemes focus only
on projects with a major contribution in a specific field. Depending on the number of
projects available, some funding schemes apply filtering mechanisms by experts in order
to preselect high-quality projects. Another important parameter is the timing of the
financial support in relation to the project’s life-cycle.

It takes capital to make anything happen in the business world. Therefore, proactive
funding schemes can support projects in advance, provide financial resources and ensure
that the plans get moving. Conversely, retroactive funding focuses on projects which have
proven to be more or less successful, and the outcome of the project is already known. An
important fact is, that it is easier to judge quality retroactively than ahead of time [48].
While in some funding schemes individuals contribute to projects by themselves through
donations or subscriptions, other funding schemes divide a pot of available money into
several projects through the use of votes. Hereby, one can differentiate between a linear
and a quadratic voting design. In a quadratic scheme, the receiver of the vote or fund gets
the quadratic amount of that funded amount. This benefits projects which are supported
by a brother range of communities and help to identify high-quality projects.

Also, Buterin mentions the importance of transparency and a potential conflict of interest
rules by the badge holders [48]. One could indirectly benefit by supporting nonprofit
organizations with a vote, while at the same time the badge holder is also part of the
nonprofit organization. Not only direct self-beneficial behavior can be detected by making
the voting publicly available, but also benefiting personal relations in a close community
can be identified. On the other side, he also mentions downsides of transparent voting,
such as vulnerability to bribery or supporting projects in part with the subconscious
motivation of winning favor with them. The technology used by the funding scheme is
another important parameter. For instance, payments based on blockchain technology
could result in a more transparent setting.

2.3 Approaches

This paper is mainly generated by combining and transferring knowledge that already ex-
isted in various sources, classical literature research. Additionally, a collection of different
public funding platforms has been gathered and ordered. It includes funding platforms
that are still active today, because they are clearly more important to the future of the
open-source community. A further requirement is that they in some way or another en-
hance and support the open-source community, since this is the main purpose of this
report. Further, to compare the funding platforms, the inclusion of platforms with dif-
ferent metrics has been chosen. These different metrics are their technical underlying
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infrastructure (blockchain-based, non-blockchain), Pay-in and/or pay-out in FIAT money
or crypto, one-time funding/recurring funding, possibility to add extra content for sub-
scribers on the platform/no extra content, proactive/retroactive funding scheme and time
of founding has been kept as diverse as possible.

The following platforms have been chosen:Kickstarter; Flattr; Goteo; Patreon; Liberapay;
GitCoin; BuyMeACoffee; GitHubSponsors; Optimism and Flatfeestack

The following parameters are discussed for each chosen platform. The first four parameters
give an overview about the size and the founding year of a platform in order to classify
the reach of the platforms. The main focus of the platform is chosen to evaluate how
important the platform is to support open source software projects. The parameters six
to eleven are chosen to introduce the offerings a platform has and to show how a sponsor
or a creator can use and interact with the platform to provide a basic overview and also
to support readers to find the most interesting platforms for themselves. Fees and points
of payment are included to compare the platforms and their dealings with users. The
parameters fourteen and fifteen are important to reason about how decision of money flow
are made on the platforms. The last chosen parameter is the technical infrastructure of the
platform to show and reason about different possible implementations, their advantages
and disadvantages, and their differentiation’s through the technical details.

1. Founding year

2. Activity status

3. Number of users

4. Number of projects/creators who received money, depending on the platform

5. Main focus of the funded projects (software, online content, arts etc.)

6. The offering of the platform

7. The functionality of becoming a sponsor

8. The functionality of becoming a creator

9. Who is eligible to become a creator

10. Types of funding possible (donations, subscriptions etc.)

11. Funding scheme (proactive/retroactive)

12. Fees

13. Point of payment and payment possibilities (FIAT money/cryptocurrencies)

14. Who decides to whom the money flows and how (linear/quadratic funding and
voting)

15. Transparency of the platform

16. Underlying technical infrastructure (blockchain/non-blockchain) and technical spe-
cialties of the platform
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2.4 Solutions

2.4.1 Platforms In A Timeline

The following figure 2.5 shows the chosen platforms in a timeline and their most important
features. In following sub chapters, more details to each platform are provided. The
platform Flatfeestack is not shown in this graph because it is not implemented fully yet,
but still discussed in this report.

Figure 2.5: Chronological Self Illustration Of The Chosen And Already Implemented
Funding Platforms
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2.4.2 Kickstarter

Kickstarter is a platform founded in 2009 that has actually more than 200’000 creative
projects [21]. It has pledged over 6 billion USD till today and supports one-time projects
of all kinds. It is a crowdfunding platform that acts proactively. It follows an all-or-
nothing principle, which means that the payment method will only be charged if the
project reaches the funding goal before the campaign deadline. As a creator, everyone
can list their project on Kickstarter. They need to subscribe and provide a description of
the project. As a sponsor, one can fund projects they like through one-time donations.
Kickstarter does not have special requirements for projects, they do not need to contribute
to the open source community, but still can. Kickstarter can also be used to fund a
company or a business idea. Money transfer on Kickstarter is done via FIAT money only
and happens after a campaign deadline [22]. Despite Kickstarter being a non-blockchain-
based platform, they recently expressed plans to develop an open source protocol that will
essentially create a decentralized version of Kickstarter’s core functionality. The public
blockchain they choose to deploy to is called Celo. This protocol will be available for
collaborators, independent contributors, and even Kickstarter’s competitors from all over
the world to build upon, to connect, and to use [21].

2.4.3 Flattr

Flattr was founded in 2010 and is still active today with over 100’000 active users and
an estimated 30’000 creators funded [25]. The platform is implemented in a centralized
manner and supports different creators like musicians, artists, writers, craftspeople, video
makers, storytellers, teachers, photographers, cooks, guides, developers, and gurus [24]. It
offers two different ways of funding: one-time donations to a single creator and monthly
subscriptions, in which your donation gets split to your favorite creators [25]. Since
creators only created the content before the fund, or are continuously creating content,
this is considered a retroactive funding scheme. Everyone who wants can get on Flattr,
as a creator, you must sign up and create a short description of your work, and then you
are already ready to receive money [23].

One needs to note that for being a creator, you also need to be a sponsor, otherwise you
will not receive money [27]. Also as a sponsor, you have to sign in and then choose the
creator you want to pay money to. Further, you have to choose whether you want a
one-time donation or a subscription. Hence, sponsors themselves decide who gets their
money and it is a linear funding scheme[25]. The currency used on this platform is USD
and the creators receive money always after a 30-day cycle to their bank account [26].
The fee structure is as follows: 90% goes to the creators, 5% is charged as a transaction
fee, and 5% goes to Flattr itself [23]. Transparency-wise everyone can see the individual
posts of creators and also the number of clicks but this does not apply to the revenue of
the creators. A specialty of this platform is that you have to be a sponsor to be able to be
a creator, as mentioned above. This, according to Flattr, encourages active participation
[27].
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2.4.4 Goteo

Goteo is a platform founded in 2011 and claims to be the first free/open source crowdfund-
ing platform. Till 2021, Goteo raised 2’711’964 Euro for projects. Goteo received by then
1005 projects and published 252 of them [28]. This also means that not every project that
applies gets listed on Goteo. A strong requirement for projects who want to raise money
on Goteo is that they contribute to free culture or the commons in some way. With respect
to the openness requirements, Goteo supports a broad diversity of projects. According to
their statistics, the main categories of projects are social (20%), cultural (15%), education
(15%), environmental (13%), technological (10%), entrepreneurship (9%), communication
(8%) and scientific (7%) [29].

For a project to get listed on Goteo, several steps must be completed. First, one needs
to sign up and create a detailed description of the project. Then the selection process by
Goteo starts. In case of being accepted, a revision of the project and its description is
performed. Then the project is published on Goteo and two rounds (40 + 40 days) of co-
financing start. After these rounds, the distribution of rewards, communication of results,
and shared materials is done. In case of rejection, the project does not get listed on Goteo.
The Goteo Foundation charges a commission of 5% of the total funds collected over the two
rounds for services provided. These include publication, use of management tools, project
promotion, consultancy on all aspects of project presentation. Further commissions for
financial transactions are charged that depend on the transaction type. For payments
through PayPal, the commission is 3,4% +0.35 Euro for each payment. Payments on
Goteo only happen in FIAT money. As discussed, Goteo itself decides which projects
get published on the platform. This selection is carried out by a Goteo team in close
collaboration with a community of experts in a wide range of fields. Following parameters
influence the decision of the Goteo team [30]:

• Aims

• Theme

• Background

• Pertinence

• Degree of innovation

• Estimate of collective return

• Abilities and experience of promoter/s

As technical specialties of the Goteo platform are first that it claims to be the first
free/open source crowdfunding platform. Because its code is open source, it has been
forked in Japan [28]. Second, its strong requirements for the openness of the projects,
that need to contribute to free culture or the commons in some way. And third, it also
enables participants to contribute as volunteers for the projects, and not just with money
[29].
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2.4.5 Patreon

Patreon is a platform founded in 2013 that in 2022 over 250’000 creators and 8 Mio.
users. On Patreon, 100’000’000 CHF monthly funds and over 3.5 billion funds overall
are raised. On Patreon, a lot of different people and projects are supported. It includes
podcasters, video creators, musicians, visual artists, communities, authors and journal-
ists, gaming creators, non-profit organizations, tutorials and guides, and creatives of all
kinds [31]. As a creator, everyone can use Patreon. Creators can choose between three
different subscriptions, Lite, Pro and Premium. Each of these has different additional
functionalities like analytics of the Patreons (subscribers) and many more. It is free to
get started, Patreon only receives a small amount percentage once a creator starts earning
on Patreon. Plus fees for payout 5% + 10 cents for amounts under 3 Euro and 2.9% +
30 cents for amounts over 3 Euro [31]. The creator can either be payout monthly or can
also trigger payout whenever they want. Pay-in and pay-out are done via FIAT money
only, depending on which country the users live in. As a contributor, one also needs to
sign up for a creator and choose a monthly or yearly subscription. Mostly, creators offer
additional content for their subscribers. Technical specialties of Patreon are the hosted
creator page: the creator page on Patreon is where creators can invite fans and provide
additional content. Further, there are Patreon workshops where one can learn from the
creator success team and the data analytics where creators can get more information on
who their subscribers are [32].

2.4.6 Liberapay

Liberapay is a platform funded in France in the year of 2015. Until now, the platform
counts more than 61’000 users in total, of which only last week (23.02.2022) 9’691 spon-
sors were donating a total amount of 13’722 CHF [34]. The sponsors themselves decide
who they want to fund, and it is a linear funding scheme. Liberapay mainly focuses on
open source project such as software, knowledge transfer and others [33]. A remarkable
feature worth mentioning is, that Liberapay does not raise any fees by themselves, except
the external payment service provider fees of 5% depending on the sponsors’ payment
method (Stripe and PayPal are supported), but rather they fund themselves with their
own Liberapay creator account [36]. This demonstrates their main focus and willingness
to support open source projects rather than acting profit oriented. Creators are paid
Wednesdays in FIAT money, usually in their local currency (33 currencies available for
payout). Currently, no cryptocurrency payouts are supported. When creators are signing
up and want to create a profile, they have to explain why they are asking for donations
and what they plan to do with the received money. After setting the preferred payment
method, they can reach out to their target audience and contact people who will benefit
from their work and ask them for their financial support.

Similarly, a contributor creates a profile and has the full control of their donations by
setting the frequency (weekly, monthly or yearly) and selecting a recurrence (automatic or
manual). With the automatic recurrence, the contributor can keep the donation running,
otherwise he/she will be notified when a donation needs to be renewed. On Liberapay,
payments are made in advance. The contributor is in control of how much money and
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when they donate. Paying a larger amount once will result in a lower share of transaction
fees [35]. Technical specialities of Liberapay are that they only support recurrent funding
(subscriptions), no one time donations, with the goal of ensuring the creators a stable
income [33]. Further, the maximal earning for each creator is limited to 100’000 CHF
per year to dampen undue influence [36] and creators do not know who their sponsors
are [35]. Liberapay is financed by donations only and transparently run by a non-profit
organization. The source code is publicly available [33].

2.4.7 GitCoin

GitCoin was founded in 2017 and is still active today with 65’000 sponsors and 287’500
earners. It is a blockchain-based funding scheme which provided an exceptional amount
of 53’500’000 USD of for open source software in over 1’700’000 complete transactions
until today. They provide quadratic funding and follow the mission to build and fund
the open web together [40]. They are supporting projects which create community and
infrastructure for Web 3 - a diverse range of tools, technologies, and networks that enable
people to work for the open internet [38]. It offers three different ways of funding:

• Proactive: earn through bounties as a hunter

Bounties are certain technological development challenges or issues which are crowd-
sourced to a large number of developers, so-called hunters. Hunters who have time
to contribute and increase speed of project development decide to earn money by
solving these bounties. Posters can easily create an issue on GitCoin and let de-
velopers work on their project. Every issue requires a fund issue form to be filled
out such that a contributor (hunter) can start working on it. The poster approves
the hunter’s request via the email notification. Once work has been completed, the
hunter will submit a PR for review. [37].

• Proactive: earn through sponsored hackathons

By participating in hosted hackathons, developers have the opportunity to learn
something and simultaneously earn money by solving real-world open source prob-
lems. They can collect rewards and tokens as they hack your way through creative
solutions on a variety of protocols. Team work is asked as developers connect with
other Web3 builders to advance the technology that will shape our future [37].

• Retroactive: earn through grant funding

GitCoin Grants makes funding for open source projects and public goods possible
and allow for smaller donations from individuals to have an exponential impact
through the matching fund. The Grants Rounds take place quarterly, with the op-
portunity to earn a portion of the generous matching pool of the Ethereum Founda-
tion that has helped to launch thousands of projects. The community and sponsors
have the possibility of funding pool categories of OS projects DAO and community
(e.g. funding Ethereum public goods, support for Ukraine, climate change, UniSwap
etc.) [37].
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The site and the site services operate with Ether or ERC20 compatible tokens for the
payment from posters to hunter. Payment to hunters will occur upon poster’s acceptance
of the hunter’s work product or, in the case of a Grant, immediately upon a poster agreeing
to contribute a Grant to the hunter and upon each payment cycle thereafter. Acceptance
of a hunter’s work product is at the sole discretion of the poster. GitCoin charges a 10%
listing fee of the total task value (the ”listing fee”) payable to GitCoin. The listing fee is
paid by the poster and due upon a poster submitting a task to the site [39].

2.4.8 BuyMeACoffee

BuyMeACoffee is a funding scheme created in 2018 with over 300’000 creators (state:
April 2021). The platform is not blockchain-based and supports different creators like
video creators, artists, writers, musicians, developers and gaming [41].

Everyone can register as a creator and make a profile with a very short description of their
creation. They have the possibility to extend the profile with paid extra content. Once
everything is set up, they can receive payments. Further, contributors have the possibility
to buy a coffee (make a donation) either one time or monthly without having the need to
register themselves. Contributors have access to the paid extra content of the supported
creators [44]. Donors decide themselves who they want to support, and both one time
donations and subscriptions (monthly, yearly) to specific creators are possible.

Some special technical aspects of BuyMeACoffee worth mentioning are that they do not
force donators to register with their personal information, which makes donating much
simpler and lowers the barrier. Another attractive feature is that creators have 100%
ownership of the contributors, since BuyMeACoffee never emails contributors directly.
Donations can stay anonymous or contribute by name. Transparency is provided by
making numbers accessible on the website about how many supporters a creator has.
Lastly, it claims to be a better alternative to Patreon, especially because of the lower fees
(5% transaction, 95% to creators) [44, 45].

2.4.9 GitHubSponsors

GitHubSponsors is a platform created in 2019, which still is active. Anyone who wants
to contribute to an open source project and lives in a supported region is eligible to
become a sponsored developer. Contributions include but are not limited to bug reports,
issue triage, code, documentation, leadership, business development, project management,
mentorship, and design [51].

Everyone resided in supported regions can be a creator or a sponsor. Sponsors decide
themselves who they want to sponsor. Remarkably, GitHubSponsors does not charge
any fees for sponsorships from user accounts, so 100% of these sponsorships go to the
sponsored developer or organization [51]. Creators can manage payments, e.g., pay out
in FIAT money depending on region.
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One special idea about GitHubSponsors is that one can explore projects on which they
depend on and consequently invests in their own supply chain [51]. GitHubSponsors is a
retroactive funding scheme. Related work showed that the activity and popularity of a
project on GitHub are positively correlated with the likelihood of receiving donations, and
projects that received donations showed a short-term increase in the number of commits
and a reduction in the time to resolve issues [53]. Another technical characteristic is,
that one can sponsor a project or a single developer: While most OSS donation services
in the past have targeted projects, GitHub Sponsors is unique in that it allows users to
donate to individual OSS developers. As of now, GitHub matches contributions of up to
5k during a developer’s first year in GitHub Sponsor [50].

2.4.10 Optimism Retroactive Public Goods Funding

Optimism is an Ethereum layer two blockchain company which started a blockchain based
retroactive public good funding in the year 2019, where a ”Results Oracle”, which is the
process and people deciding, commits to rewarding projects recognized to have delivered
value. In round 1 a value of 1’000’000 USD was donated to 58 public goods projects [47],
where the money was donated by Optimism itself.

Instead of DAO’s where people select promising projects ahead of time and give them
money, the Optimism retroactive public good funding gives money to open source project
which already have shown to be valuable and have an impact in the past, implementing the
retroactive funding scheme. A smaller but more skilled number of badge holders (decision-
making board) can make decisions on which projects to support. They can decide to send
money to a single individual or organization that was primarily responsible for making
the project happen or to a smart contract representing a fixed allocation table, splitting
funds between multiple individuals and/or organizations who had contributed time and/or
funding to the project.

The team still wants experiment with the results oracle and change parameters of it in
retrospective to every funding round. Like this, they want to ensure that the decision
process on who gets funded gets better every round. In round one, they found several
issues they want to improve for round to. For example, they want to diverse badge holders
such that not only tech projects get funded and they want to implement a quadratic
funding scheme such that money gets distributed less evenly.

Another idea of the Optimism team is that an open-source project could create and
distribute project tokens to contributors of the open-source project, which then can be
traded on a market in exchange to Ethereum or other coins. Creating the possibility for
investors to invest in the project and, thereby, also allowing project builders to use this
money to pay off development costs. This idea can close the cycle of retroactive and
proactive funding and create a prediction market for what the results oracle will fund. If
the results oracle decides to fund this project retroactive, they would just buy these coins
and hence investors would receive money for their investment.
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2.4.11 Flatfeestack

Flatfeestack is a flat-fee platform where donations are distributed based on different git
metrics. Interestingly, the donation payment is done with credit cards while the payout
happens with cryptocurrency. The contributor can decide to transfer a certain amount,
which will be equally distributed based on one’s selected repositories. The total amount

Figure 2.6: Sponsoring Flow of Flatfeestack With A Contribution Engine.

for each repository is distributed by a contribution engine, which computes the contribu-
tion relevance for each developer based on git-based data, using a special formula with
weighting factors (cf. figure 2.6). This computation can be implemented on a smart
contract. However, this approach faces some challenges and limitations:

• Who/how to determine weights?

• Who/how to determine code quality?

These questions are not so easy to answer, since every answer has their benefits and
disadvantages. One possible suggestion for describing code quality could be fostering
clear, simple and bug-free code rather than just looking at metrics such as added lines of
code and so on.

2.5 Evaluation And Discussion

This section discusses the information showed before in this report. The parameters of
platforms, their advantages and disadvantages for specific use cases and their importance
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of creating a sustainable open source environment. What optimal platforms for specific use
cases should look like, and what role blockchains already play and may play in the future.
These aspects are discussed in respect to how they can motivate people to contribute to
the open source community and thus stabilize the open source community.

2.5.1 One Time Donation VS Recurring Money Transfer

Both one time donations and recurring rewarding (for example in the form of salaries or
subscriptions) can be useful. Most of the analyzed platform offer both types of funding in
order to adapt to different use cases (Flattr, Patreon, Liberapay, BuyMeACoffee) [23, 31,
33, 41]. One time donations are especially advantageous in cases where a project needs a
high amount of money in advance, where it needs the money to have the resources to start
developing the project. For example, if a project need high technical, human or physical
resources like hardware, buildings etc. to be able to develop in the first place. Further,
one time donations are useful for retroactive funding a project that has been shown to be
important. Another use case is also small donations, where everyone can tip the creators
as a sign of thanking. For example, the platform BuyMeACoffee implements this thought,
where you can donate small amounts like 5 USD to a creator [41].

On the opposite, recurring funding is more advantageous in use cases where the project
development is still ongoing and will need maintenance over a period of time. For example,
a developer that maintains a plugin a lot of other people depend on, could lose interest in
doing that after receiving a one time donation but will keep interest if receiving recurrent
funding as long as the work is performed by him. Further, recurring funding can act as
a stable, previsible and predictable source of income. Hence, serve as a main and secure
source of income for creators and thus motivate them to contribute full- or part-time to
the open source community [14].

2.5.2 Proactive VS Retroactive

The timing of the funding plays a crucial role and affects many other correlated factors.
As Buterin [48] mentioned, it is easier to decide on the success of projects retroactively,
as the software is already built and has proven to be of high quality. Undeniably, not all
projects that are believed to become successful and are proactively funded have a guar-
antee to make it. The optimism retroactive public goods funding round 1 selected higher
quality project compared to the Gitcoin round 11 (tech only) projects selection. Another
great benefit of retroactive funding is the possibility of developers getting recognized and
financially supported, even after their service/product has already been delivered. This
psychologically motivates the developers to ship more high quality content, nevertheless
of the financial reward depending on possible future donations. Some great examples for
such retroactive donations are platforms like Flatter, Patreon or Liberapay. In the case of
Patreon, the creator also has the possibility to host additional content, available for the
contributor only by supporting the creator proactively [31]. This is a great trade-off, since
retroactive funding also has a downside. The retroactive funding model may work well for
maintaining an already-built codebase, but the beginning phase of kicking off a project
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is still extraordinarily difficult [46]. The beginning of a project is often a slow-moving
labor of love from a small group of highly dedicated individuals, where proactive funding
definitely helps to build the financial foundation of a project.

2.5.3 Linear VS Quadratic Funding

The idea of quadratic funding has been gaining popularity rapidly over the last few years.
As purposed by Buterin [48] it works well as a way to allocate the distribution of funds
since it tackles the challenge of aggregating people’s preferences. He phrases the problem
as such: ”Ultimately, we want a scheme where how much influence you ’buy’ is proportional
to how much you care” [49]. Gitcoin is a perfect example of having implemented the
quadratic funding mechanism. Conversely, in a linear funding mechanism, each vote
is equally weighted and considered to have the same constant cost. This can lead to
individuals with a strong preference (or large budget) buying as many votes as they want
in order to support their project.

This brings up the question about fairness on whether quadratic funding considered as
always being better compared to linear funding. When considering the mathematically
optimal way of funding public goods in a democratic community, one can clearly argu-
ment so, since it correctly amplifies the donations made by a large community over the
contributions made by a small group with big pockets [49]. However, there exists one case
where actions of a malicious actor in control can strategically contribute to a minority
quickly burning down their votes. For instance, the malicious actor can repeatedly sup-
port projects where the majority weakly approves and the minority strongly disapproves.
By adding its vote to a majorly weak supported project, one additional vote has a com-
parably high impact and compensates for the strongly disapproving minority because of
the quadratic effect. In contrast to Gitcoin, BuyMeACoffee is a good example where lin-
ear funding is being implemented, by distributing the total subscription amount to one’s
favorite creators [44].

2.5.4 Experts VS Everyone

The discussion about who decides whether a project gets funded, clearly influences the
outcome. In platforms like Flattr, Patreon, Liberapay, BuyMeACoffee GitCoin and Kick-
starter, which we have previously discussed, every contributor has the chance to support
their preferred project based on their preference. Contributors, using the GithubSponsors
platform, may have an affinity of supporting projects they depend on (support your sup-
ply chain). However, these platforms have in common that everyone has the possibility to
decide whether they want to support a project and consequently influence the outcome of
the project’s funding. The Optimism’s retroactive funding round 1 practiced a new kind
of governance through badge holders. These badge holders consist of 22 known experts,
which are entitled to make decisions on the board [48]. Therefore, the decision is non-
public and depends strongly on the opinion of these badge holders. One benefit of this
setting is that a smaller, but more skilled, number of experts can make better decisions
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than ”the crowd”. This can lead to high quality projects getting recognized by the experts
and supported with an increased probability.

Badge holders may take smarter decisions, but the crowd is more diverse and diversity
plays a crucial role in funding [47]. Also, since the decision-making board consists of only a
medium-sized group, taking influence on someone’s preference may have a greater impact
on the end result than manipulating a single vote in a public voting setting, where everyone
is entitled to participate. To counter this incentive of influencing a badge holder’s decision,
the decision process could be made more transparent. For instance, badge holders could
be required to explain their decisions, e.g. writing a post or a paragraph for each project
they made votes on [48].

2.5.5 The Role Of Blockchain, Fees And Transparency

At the moment, only two of the analyzed nine platforms use blockchain technology (Git-
coin and Optimism), but there are other examples like Giveeth [54] that are not addressed
in this report. The major use case of them is to perform transactions on the blockchain.
This aspect may lower the transaction fees or also may increase them. Transaction fees
on blockchains may be volatile, depending on the traffic (e.g., the amount of people that
want to perform a transaction at that time). This is because miners of a block can decide
which transactions they write in the block and if there are many people wanting that
space in that block at that time, then miners can rise the transaction fee or simply pick
the candidates that offer the highest transaction fees. The fee is also dependent on the
blockchain protocol itself. On the Bitcoin blockchain for example, a transaction costs in
the mean between two and five USD. On the Ethereum blockchain, the transaction fees are
about 35 USD. These transaction costs can also rise up to 50 USD in some cases. Both of
these platforms currently use the proof-of-work algorithm. On proof-of-stake blockchains,
transaction fees can be much lower [56]. For example, on the Cardano blockchain, a trans-
action costs about 0.4 USD, on the Solana Blockchain 0.00025 USD and on the Harmony
ONE blockchain around 0.000001 USD [57] [58].

For platforms which mostly provide one time donations with big amounts of money trans-
ferred, e.g., thousands or more, also a high fee blockchain can be applicable. In case of
Optimism, where high amounts of money are donated to a project, it is not weighty to
pay these 30 USD or even 50 USD transaction fee. In fact, this can be cheaper than
using PayPal or other non-blockchain transaction systems, which demand a percentage of
the transaction amount as a fee. For platforms like BuyMeACoffee for example, where a
lot of users only donate 5 USD (a coffee), it becomes costly to use high fee blockchains,
but low fee blockchains like Solana or Harmony One could still come in handy. Further,
transactions on blockchains can be really fast or also take some minutes, depending on
the use case of the platform, there can be advantages in using blockchains as a mean of
transaction because the money is directly transferred to the creators, and they do not
have to wait to the end of the month or some other period to receive their earned money.
It can offer a way of automatizing money treason. If developers and creators want to
receive their reward in cryptocurrencies needs yet to be researched and does not become
clear out of actual research. One problem that may arise is the current volatility of such
currencies.
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Another aspect where blockchains could be useful in the public funding landscape is
the voting process for projects. Blockchains can offer a fully transparent way to vote
for projects to fund, where everyone can see who voted for which project(s). This full
transparency however, comes with advantages and disadvantages. On one hand, the
full transparency can be considered as fair, since everyone knows everything. This may
discourage expert cycle of voters for voting for their own projects, or for projects that
benefit their own projects, hence it could prevent misuse of their power. Further, one
could easily detect expert voters that continue to vote for projects that do not show to be
successful in future. Therefore, it could act as an assessment for the experts. On the other
hand, this transparency could prevent experts for voting for risky or bold developments,
since they do not want to be criticized for their decision afterwards. This behavior may
hinder innovation. Another disadvantage of the full transparency can be that expert
voters feel pressure to vote for projects of owners they know or of which they depend on
in some way, and this could foster lobbying in the voting process. The optimism project
wants to play around with these transparency parameters in future funding rounds but
the results still remain to be seen [48]. Further, blockchains may support the creation and
use of project tokens for open-source projects and thus, close the cycle between proactive
and retroactive public funding as discussed in the Optimism part [48].

2.5.6 The Optimal Platform(s)

It is not straightforward to conclude the parameters for an optimal public funding platform
for every use case. The metrics a platform should optimally have is dependent on the users
and use cases of the platform. Nevertheless, there are some parts that are similar for all
kinds of use cases. Users definitely benefit from usable interfaces of the platform and low
barriers. Further, not having the need to register as a sponsor may also lower the barrier
to fund projects or people, since less work is needed to do so. Additionally, users benefit
from low or non-existing fees, since the total amount then goes to the creators of the
content and not to the platform providers.

A good solution for the platform to finance itself is to create a funding account on a
platform for itself, such that it can be donated by users and therefore implement the
whole idea of public funding itself and also act as a good role model. Liberapay applies
this idea of self funding through the own public funding platform very well and this can
be considered as a strong advantage of Liberapay as a platform [33].

High-cost projects often need a big amount of money in advance to have the ability to be
developed. They need monetary, physical and human resources, which need to be paid.
Therefore, for this specific use case, a funding scheme using proactive funding is necessary
and advantageous over retroactive funding. Often, these projects need more money at
the beginning than during the further development, therefore a one-time donation can be
advantageous. To this idea, the platform Kickstarter fits well [21]. Conversely, not all high
cost projects need the biggest fund at the beginning. Some may also need continuously a
constant amount of money. Projects with high human or electricity resource need, but low
physical resource needs, for example. In these cases, a recurrent monetary donation may
offer better conditions, which are supported by platforms such as BuyMeACoffee, Patreon
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and Flattr. High cost projects may profit from platforms where an expert cycle decide
which projects are funded, since only some projects get money, but typically a bigger
amount. Here, the platform Goteo and Optimism offer advantages [28]. Nevertheless,
also on platforms where every user decides which projects he/she wants to fund can
raise big amounts of money, like Kickstarter. In terms of money type, both FIAT and
cryptocurrencies can have benefits and drawbacks, as discussed above.

Low cost projects profit from platforms where everyone decides which projects are to be
funded since more projects can get the money, it is better distributed and the project
does not need to compete in selecting phases with other projects that much. It is also
less time consuming and the application is easier for creators. Both retroactive and
proactive funding is applicable, as well as FIAT money transfer and cryptocurrencies.
The volatility problem of cryptocurrencies may be less weighty in this use case than with
high cost projects. Platforms applicable for these types of use cases are BuyMeACoffee,
Patreon, GitHubSponsors, GitCoin, Liberapay, Flattr and Kickstarter.

For funding projects, every discussed platforms is applicable. If the goal is to fund in-
dividual people however, the platforms Kickstarter, Flattr, Patreon, Liberapay, GitHub-
Sponsors and BuyMeACoffee provide better characteristics. These platforms provide fast
application processes and offer a choice of funding schemes.

Overall, the optimal platform would let space for all of these different parameters and
funding schemes. One big platform where every type of funding is possible would lower
the barrier for creators and sponsors, since it erases the need to register and use a different
platform. There are some platforms that allow different use cases [50, 44, 37]. However,
there is none that combines all of them. If an introduction of all different funding schemes
on one single platform would create advantages or results in an overload and lowers the
usability by confusing users, is still to be researched.

2.6 Summary And Conclusion

Public goods are extremely important for human civilization since they benefit everyone
in society and build the core of human flourishing. The public goods problem is well
known in economics and refers to the fact that these goods can not be efficiently priced
due to the impossibility to exclude individuals from access [1]. Open source software is
one of these public goods that have shown to be extremely important for the community
by highly reducing the cost to build and deploy software [3]. Contributions to the open
source community have been grown exponentially until 2013, reached a plateau in 2016
and have ever been decreasing since. Various resources expressed the need of external
rewards in the open source community [9, 10] and researched the impacts of monetary
rewards of the open source community.

Many platforms exist to raise money for open source projects. All of them implement
different funding schemes and ideas. From proactive to retroactive funding, from linear to
quadratic funding, from expert decision cycles to everyone deciding which projects to fund,
from money transfers in FIAT money to various cryptocurrencies, from high fees to no
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fees, from one time donations to recurring money transfer, from no transparency to high
transparency. As discussed, all of these parameters have advantages and disadvantages
in different use cases, and it is not straightforward to conclude on a single optimal public
funding scheme. Retroactive funding is a fairly new idea that shows the advantage of
rewarding projects and individuals that already have shown to be successful in the past.
Vitalik Buterin, the founder of Ethereum, also expresses that it is easier to interpret the
importance of already build projects than guessing if a project will have influence in the
future. However, it is unclear if possible future rewards motivate developers enough to
contribute to the open source community, since there may also be no rewards [48]. The role
of blockchain is at the moment only the instant transfer of money [37, 46], which has the
possibility to lower fees but also can be problematic due to volatility of cryptocurrencies.
It is unclear if creators want to receive their rewards in cryptocurrencies or if FIAT money
is preferred.

While studies showed positive influences of monetary rewards on the motivation of de-
velopers to contribute to the open source community [9, 20, 6] others were not able to
find strong support but recognized a clear decline of project activity in projects request-
ing, but not receiving any financial support [53]. Clearly, the open source community is
important for human civilization, and actions are needed to help this community to be
sustainable. Despite all these different possibilities to reward open source projects and
individuals contributing to this community, it is questionable if this alone is enough to
help the open source community to again become sustainable. This however, and also
how further actions to achieve this goal should look like, remains to be researched in the
future.
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URL: https://files.ifi.uzh.ch/CSG/staff/rodrigues/extern/publications/TR-
FlatFeeStack.pdf.

[19] K. Nakasai, H. Hata and K. Matsumoto: Are donation badges appealing?: A case
study of developer responses to eclipse bug reports, IEEE Software, 2018, 36(3), 22-27.

[20] J. Lerner and J. Tirole: Economic perspectives on open source in Intellectual Property
and Entrepreneurship, Emerald Group Publishing Limited, 2004.

[21] Kickstarter Articles; https://www.kickstarter.com/articles/

the-future-of-crowdfunding-creative-projects?ref=

section-protocol-promo-the-future-of-crowdfunding-creative-projects,
March, 2022.

[22] Kickstarter Projects; https://www.kickstarter.com/projects/3dprintmill/

creality-cr-scan-lizard-capturing-fine-details-of-view?ref=b1nmn4&

gclid=Cj0KCQiAmpyRBhC-ARIsABs2EArDnNqbqjd8DC1-2rTshchlEqj2TmRUo6z0cxyLn-mTEIyYKn-Y8A0aAsVLEALw_

wcB, March, 2022.

[23] Flattr About; https://flattr.com/about, March, 2022.

[24] Flattr Creators; https://flattr.com/creators, March, 2022.

[25] Flattr; https://flattr.com/, March, 2022.



Dario Gagulic and Lynn Zumtaugwald 45

[26] Flattr FAQ; https://flattr.com/faq, March, 2022.

[27] F. Loll, C. Mumme and N. Pinkwart: Flattr this! Explorative Evaluation vonSo-
cial (Micro-)Payments als alternatives Bezahlmodell, IfI Technical Report Series
Clausthal University of Technolgoy, (10,10), 2010, 9-17.

[28] Goteo About; http://en.goteo.org/about, March, 2022.

[29] Goteo; http://en.goteo.org, March, 2022.

[30] Goteo Sponsor; http://en.goteo.org/faq/sponsor, March, 2022.

[31] Patreon; https://www.patreon.com, March, 2022.

[32] Patreon Product; https://www.patreon.com/product, March, 2022.

[33] Liberapay; https://de.liberapay.com/, March, 2022.

[34] Liberapay Stats; https://de.liberapay.com/about/stats, March, 2022.

[35] Liberapay About; https://de.liberapay.com/about/, March, 2022.

[36] Liberapay FAQ; https://de.liberapay.com/about/faq, March, 2022.

[37] GitCoin Earn; https://gitcoin.co/earn, March, 2022.

[38] GitCoin Quickstart; https://gitcoin.co/grants/quickstart, March, 2022.

[39] GitCoin Terms; https://gitcoin.co/legal/terms, March, 2022.

[40] GitCoin Stats; https://gitcoin.co/results#:~:text=Since%20its%20launch%

20in%20November,an%20audience%20of%20287%2C601%20earners, March, 2022.

[41] Miller, T.: This Startup Wants To Make It Much Easier For Creators To Get Paid,
Forbes, 2021, 10-06.

[42] Rodrigues, Bruno, et al. ”A blockchain-based architecture for collaborative DDoS
mitigation with smart contracts.” IFIP International Conference on Autonomous In-
frastructure, Management and Security. Springer, Cham, 2017.

[43] Rodrigues, Bruno, Thomas Bocek, and Burkhard Stiller. ”Enabling a cooperative,
multi-domain DDoS defense by a blockchain signaling system (BloSS).” Semantic
Scholar (2017).

[44] Buy Me A Coffee; https://www.buymeacoffee.com/, March, 2022.

[45] Buy Me A Coffee - Patreon Alternative; https://www.buymeacoffee.com/

patreon-alternative, March, 2022.

[46] Retroactive Public Goods Funding; https://medium.com/ethereum-optimism/

retroactive-public-goods-funding-33c9b7d00f0c, March, 2022.

[47] Optimism About; https://www.optimism.io/about, March, 2022.



46 A Technical Overview Of Blockchain Retroactive Public Funding Schemes

[48] Review of Optimism retro funding round 1; https://vitalik.ca/general/2021/
11/16/retro1.html, March, 2022.

[49] Vitalik Buterin on quadratic funding; https://vitalik.ca/general/2019/12/07/
quadratic.html, March, 2022.

[50] T. Miller: Exploring a New Way to Contribute to Open Source, arXiv preprint, 2021,
10-06.

[51] GitHubSponsors Sponsors; https://github.com/sponsors, March, 2022.

[52] GitHubSponsors Setup; https://docs.github.com/en/

sponsors/receiving-sponsorships-through-github-sponsors/

setting-up-github-sponsors-for-your-user-account, March, 2022.
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Chapter 3

A Survey of Non-Fungible Token
Use-Cases and Their Technical
Standardization

Tumen Dambiev and Marek Gajewski

In this chapter we will discussing Non-Fungible tokens, which showed a substantial in-
crease in value , indicating signs of a speculative bubble that could have an impact beyond
their native ecosystem. We will present the technical aspects of standardization of such
technology and the impact it will have.
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3.1 Technical Keywords

Blockchain: Blockchain were proposed alongside Bitcoin by Satoshi Nakamoto after the
market crash of 2008. ”Blockchain is defined as a distributed and attached-only database
that maintains a list of data records linked and protected using cryptographic protocols”
[9]. Blockchain is visible by every user and changes can be made to the blockchain only
after the majority of nodes are in agreement. And once the information is stored on the
blockchain, it becomes permanent.

Address: Each person has a unique identifier on the blockchain. It is similar to bank
account, it is also used to send or receive cryptocurrencies. It is created using a public
key and a private key. Users can only interact with their own address on the blockchain
(send and receive funds). And users cannot even decline the funds going their way.

Data Encoding: This process is used to convert data into another form for the pur-
pose of saving memory (compression) or creating a high resolution data (decompression).
Ethereum uses hex values to encode transaction elements such as the function names,
parameters and return values. Therefore, this implies that an owner claiming ownership
of a certain property, instead claims an ownership of this original hex value signed by the
original creator.

3.2 What exactly is a Non-Fungible Token?

3.2.1 Size of the industry

In recent years, NFTs have attracted an enormous amount of attention from general
populace and scientific communities. Reportedly, the daily trading volume of the NFT
industry is 4,592,146,914 USD [9], while the daily trading volume of cryptocurrencies
is 341,017,001,809 USD. The NFT liquidity is accounting for 1.3% of the whole cryp-
tocurrency market and it occurred in a short span of time. The NFT market has grown
incredibly fast compared to 2020 and early adopters are receiving thousandfolds returns
on their investments. Total number of NFTs sales has exploded from 12 million to 340
million in a single year, which was followed by a media craze and talks of the future of
digital assets.

3.2.2 Fungibility

The Non-Fungible Tokens (NFT) can be compared to cryptocurrencies in a number of
ways. Both hold a certain value and can be exchanged upon an agreed value, but the
difference comes in fungibility. In real world, people can swap 100 dollar bill for another
100 dollar bill and nobody would disagree. Because dollar is fungible and same bills
hold same value. If somebody have tried to swap one baseball card for another, then
there would be some problems. Baseball cards are non-fungible, since they cannot be
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Figure 3.1: NFT for 175,000$ [1]

exchanged freely like currency. Same applies to cryptocurrencies and NFTs. Ethereum
(the primary cryptocurrency for trading NFTs) is fungible, but NFTs (just like baseball
cards) themselves are non-fungible by design.

3.2.3 Bitcoin and Ethereum

Comparing Bitcoin to Ethereum is like comparing a calculator to a computer. Calculators
are accomplishing a single function and computers can be programmed to accomplish
multiple functions. Bitcoin acts as a primary cryptocurrency, while Ethereum can be a
cryptocurrency and something else if programmed. For this reason, on a technical level,
Ethereum is a primary cryptocurrency used for NFT trading.

3.2.4 Origin of monetising digital goods

The Non-Fungible Token is a creation born for the purposes of monetizing the digital
goods by assigning a unique owner to each product. When the idea was first aired in 2014
on the seven on seven conference, nobody would have predicted where this technology
would go afterwards. Originally the technology was developed to monetize the graphical
goods (digital art) and hence the name of the project ”monegraph”, created by Anil Dash
and Keven McCoy.

The technology was in place ever since 2014 and hasn’t changed much ever since. To this
day, the URLs are still being used to store the picture. NFTs gained traction recently
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Figure 3.2: Bitcoin and Ethereum comparison [14]

due to speculations. The creators have hoped, that the technology would not become
”another method of exploiting creative professionals”.

When purchasing the NFT, the buyer does not acquire the exclusive right to a certain
digital good. But rather a line of code on a blockchain which verifies that this person has
bought the right to display an NFT. In real world, it would look like printing a picture of a
celebrity and getting a signature. And all of sudden, a worthless piece of paper appreciated
in value and became non-fungible, because an original artist has endorsed this piece of
paper. Same applies to NFTs on blockchains. There are infinite copies of certain works,
but only the buyer has an exclusive right to claim that he got an endorsement from an
original artist.

3.2.5 Bulk of the NFTs are proceduraly generated

The vast majority of the NFTs on open market are generated through algorithms which
change the baseline model by a little bit, as shown on figure 3.3. And such a hefty price
on some of the NFTs collections come from their artificially inflated value due to specula-
tions and promises of increase in value. NFTs are being seen as risky investments, which
can multiply oneself wealth. These algorithms are not necessarily complex or involve ma-
chine learning and practically anyone can make collections of NFTs with slightly variable
features.

3.2.6 Network generated NFTs

There were some work done to see whether the general populace would be able to differ-
entiate between the Generative Adversarial Network and the actual NFTs [2]. The results
have shown, that there is not a significant difference between network generated NFTs
and the actual ones. Some of the examples can be seen on figure 3.4
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Figure 3.3: Various mass produced NFTs showing little variability

3.3 Ethical problems with NFTs

3.3.1 Wild west of digital world

Nowadays NFTs are associated with scams, thievery and speculations. The result of such
bad reputation can be attributed to inherit anonymous nature of transactions, through
usage of cryptocurrency and almost instantaneous transferal of funds with little ability to
repeal the purchase. However, by far the worst aspect of NFTs is the failure to fulfill its
initial objective as a powerful tool to monetize digital goods.

In the current world of digital art, the ownership of the digital art cannot be sold to
a specific buyer. Due to nature of the internet, not a single file containing art is free
from being copied and presented as an original. The NFT technology could help digital
artists to acquire means of selling ownership to their art (just like in auction houses),
unfortunately the bulk of art created for selling as NFTs hold little to none artistic value
and are mass produced to fuel the speculative nature of this business model (figure 3.1
and 3.3).
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Figure 3.4: Network generated NFTs [2]

3.3.2 We have only one planet

An enormous boom in the NFT industry is closely correlated to the usage of primary NFT
cryptocurrency, Ethereum. Due to the nature of the blockchains, the enormous amount
of energy is required for any transaction to occur. In 2021, Ethereum has clocked in at
100 TWh per year [3]. To put this into perspective, London, the Capital City of United
Kingdom had a demand of 330 TWh per year. The Three Gorges Dam in China, the
most powerful Dam in the world produces 100 TWh per year. And the GPUs, which are
being used to run these operations wear themselves out significantly quicker, becoming
e-waste in enormous amounts.

Such a massive energy consumption is unwarranted for such an uninfluential function.
The Ethereum company has recognized this and are working on new ways to mitigate
this.

3.4 Standardization of the technology

3.4.1 New technology, old challenges

Any new technology has a tendency to be exploited for the short-term gains, for example
internet. At first, internet was notorious for numerous ways of getting scammed. But at
the end, new channels have been established for more secure experience.

Nowadays, less people are clicking on the pop up ads and give away their sensitive data
to the unidentified people online. And the majority of people are now using proper proce-
dures to lower the risk. Businesses were built around the internet model and government
implemented new regulations to lower the exploitation of general populace. Same could
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Figure 3.5: Ethereum Energy Consumption [11]

happen to NFTs, not on such a massive scale, but for the digital art community, this
could be a saving grace.

Using blockchains for digital art could be just the beginning for digitization of all sorts of
assets. Some companies are experimenting with digital real estate, where users can buy
a plot of land in a virtual reality. NFT boom could pave the way for WEB 3.0, where
people could be able to interact without any third parties.

3.4.2 Smart contracts

Behind the NFTs lies code that is on the blockchain. This code describes how those
objects should be utilized and in what way the other users of the internet can interact
with tokens. This code on the blockchain is called Smart Contract and is responsible not
only for NFTs but for cryptocurrencies and other aspects of distributed ledgers as well.
NFTs could be described as a sort of service certain blockchain offer with the collaboration
of the initial creator of the token. NFTs come in a number of protocols that are being
used in many ways, depending on the purpose of a token.

Because NFTs are really the code stored on the blockchain they use the concept of Smart
Contracts to be used and interact among internet users. Smart contracts are simply
programs stored on a blockchain that run when predetermined conditions are met. They
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typically are used to automate the execution of an agreement so that all participants can be
immediately certain of the outcome, without any intermediary’s involvement or time loss.
They can also automate a workflow, triggering the next action when conditions are met.
Because there’s no third party involved, and because encrypted records of transactions
are shared across participants, there’s no need to question whether information has been
altered for personal benefit. Blockchain transaction records are encrypted, which makes
them very hard to hack. Moreover, because each record is connected to the previous and
subsequent records on a distributed ledger, hackers would have to alter the entire chain to
change a single record. Thanks to these mechanics of Smart Contract, it is easy to create
new NFTs on the blockchain and help internet users interact with them.

3.4.3 Protocols

Figure 3.6: NFT system schematic [9]

Assuming that there is a secure, complete, consistent and available ledger with records,
we can identify two design patterns for the NFTs: Top to Bottom and Bottom to Top.

Top to Bottom: An initiator creates the NFT and sells it directly to the buyer.

• Initiator checks that the file corresponds to the contract specifications and all details
are correct. And then converts raw data into an appropriate format.

• Initiator stores the raw data outside of the blockchain, for the cos efficiency. Storing
pictures on the blockchain is very energy consuming and expensive.

• Initiator signs the transaction and the hash leading to the raw data, and then sends
the transaction to the smart contract of his/her own choosing.

• Smart contract receives the NFT raw data with transaction and starts minting.
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• After the transaction is verified, the minting is over and NFT will be linked forever
to the unique blockchain address.

Bottom to Top: An initiator creates an NFT template which is used by other users.

• Initiator creates a template via a smart contract.

• Users bid on NFTs and acquire additional feature on top of basic template. The
ontop features are randomly chosen.

• Minting process starts, once the smart contract is triggered.

• Once the transaction is verified, the minting is compete and NFT is forever linked
to the unique blockchain address.

Such system preserves the history of all transactions occurring on the blockchain. And
once the block reaches its capacity, other blocks are added, which are linked to original
data.

3.5 Token Standards

Certainly, NFTs follow some sort of a standardization, so that they are being used in an
ordered manner and no further complications occur while interacting with them. That
is why several protocols have been created to ease the use of NFTs. Protocols can be
described as blueprints for anyone that wants to create a new token, which will be used
on the blockchain. It must be mentioned that currently (Q2 2022) most of NFTs are being
handled by Ethereum Network that, so the protocols and Smart Contracts are native to
this network.

3.5.1 Desirable traits of Non-Fungible Tokens

NFTs are based on the decentralized ledger system which benefit from following properties
[9]:

• Verification. Everything is on the public blockchain and can be easily verified.

• Transparency. All activities including in transaction and minting are publicly ac-
cessible.

• Availability. The system never shuts down, and the market is always open for
transactions.

• Resistance to tampering. The records in the blockchain across multiple nodes
restrict anyone from tampering with the confirmed transaction data.
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• Usability. Every NFT is updated and information is clearly displayed.

• Atomic transactions. Transactions are completed in atomic, consistent, isolated
and durable (ACID) process.

• Tradability. All NFTs can be traded and exchanged upon agreed value.

Figure 3.7: NFT token standards [9]

3.5.2 ERC-20

One of the most significant Ethereum tokens is known as ERC-20. ERC-20 has emerged
as the technical standard; it is used for all smart contracts on the Ethereum blockchain for
token implementation and provides a list of rules that all Ethereum-based tokens must
follow. ERC-20 is similar, in some respects, to bitcoin, Litecoin, and any other cryp-
tocurrency; ERC-20 tokens are blockchain-based assets that have value and can be sent
and received. The primary difference is that instead of running on their own blockchain,
ERC-20 tokens are issued on the Ethereum network. The main aspect of this protocol is
that it handles the fungible tokens.

3.5.3 ERC-721

ERC-721 is the token standard that started it all, and it remains the most popular, widely
used NFT standard to this day. ERC-721 is a free, open token standard that describes how
to build NFTs on the Ethereum platform. The ERC-721 token standard was developed
to standardize NFTs. As a result, a new dawn of digital content, games, and applications
has emerged from this protocol. In contrast to the previous protocol this one is designed
to handle solely non-fungible items on the blockchain.
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Figure 3.8: Part of the ERC-721 Protocol that handles non fungible tokens. [4]

3.5.4 ERC-998

ERC-998 tokens are non-fungible, just like ERC-721 tokens. However, ERC-998 tokens
are composable as well. ERC-998 tokens can be organized into complex digital assets
and valued, traded, or sold as one entity. The ERC-998 token standard can hold various
Non-Fungible Tokens, like the ERC-721, and fungible tokens, such as the ERC-20. Think
of the ERC-988 token as a unique portfolio of digital assets. People use these NFTs to
organize their digital assets in a single place.

3.5.5 ERC-1155

This protocol can be described as a mixture of ERC-20 and ERC-721 as ERC-1155 tokens
allow users to register fungible tokens and Non-Fungible Tokens in the same smart con-
tract. This token standard was written primarily with gaming in mind. Fungible tokens,
such as in-game currency, are often used to purchase NFTs, such as in-game items and
other digital collectibles. This protocols further widens the possibilities that internet users
can utilize to their needs and liking.
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Figure 3.9: ERC-721 and ERC-1155 algorithm [6]

3.6 Technical Security Concerns

There are six security concerns when it comes to NFTs which can abbreviated as STRIDE
[9], this method is employed through risk evaluation taking into account: authenticity,
integrity, non-repudiability, availability and access control:

• Spoofing (Authenticity): An ability of impersonation of another individual, may
lead to theft of the private key and illegal transferal of NFTs, therefore additional
verification is required.

• Tampering (Integrity): An ability to manipulate NFT data, although the data on
the blockchain cannot be tampered with. The data outside can be manipulated and
lead to loss of sensitive information. Therefore, both hash and original data should
be send when trading.

• Repudiation (Non-repudiability): Users cannot deny NFTs, therefore hash data
can be bind with an attacker’s address. Therefore, the contract should be confirmed
by more than one participant.

• Information Disclosure (Confidentiality): Confidential information can become ex-
posed if NFT owner is not using the privacy preserving smart contracts. The at-
tacker may exploit the linkability of the hash.

• Denial of Service (DoS) (Availability): DoS attacks break basic functions of the
service. Luckily, the blockchain is very resilient to such attack. But the outside web
service is still susceptible. Therefore a hybrid blockchain artchitecture should be
used.
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• Elevation of Privilege (Authorization): An attacker may gain higher authority,
which will grant some undesirable rights.

Figure 3.10: Potential Security Concerns and their Possible Solutions [9]

3.7 Copyright implications of NFTs

It is no secret that the sale of an NFT does not necessarily transfer the underlying copy-
right in the work which exists ”off-chain” to the purchaser. Such is the case when selling a
physical copy of nearly any type of creative work - the transfer of the underlying copyright
is up to the creator or most recent copyright owner. Unfortunately, many people still do
not know that what they are really buying, what is described as NFTs, are not the actual
pictures but the internet links to those pictures, videos or music that is hooked on some
page not on the blockchain.
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3.8 NFT system design flaws

3.8.1 Concentration of Power

It is certain that the blockchain is exploitable and many frauds happen, often involving
millions of dollars of stolen assets. While many developers do their best to secure the
blockchain from further breaches still many people that invested heavily into the word of
non-fungible tokens are being robbed off their wealth. This sparks an underlying question.
Should there be some sort of surveillance that could freeze assets or stop fraudsters from
their deeds. However, the main idea behind the decentralized word of finances is that
there is no human interaction when it comes to regulating or surveilling anything that is
happening in the blockchain, because the only authentication is needed is the one that
is provided by distributed ledger mechanism. However, as the number of frauds, scams
and breaches taking place some interventions have been made. Most notably recently (Q1
2022) OpenSea, the leading marketplace for NFTs, had to freeze a few million dollars
worth of stolen assets. Other examples may include OpenSea’s security flaws has been
successfully exploited by hackers. The hacker attack happened in January 2022 and
resulted in the theft of about 1 million dollar worth of NFTs. The hackers were able to
buy at least 8 NFTs for much less than what was thought to be their ”fair market value”.

3.8.2 Phishing

Phishing is another cybercrime that is widespread in the NFT space and beyond. One of
the latest phishing attacks happened in January 2022 when scammers tricked supporters
of CryptoBatz - Ozzy Osbourne’s NFT project. Of course, a collection of 9,666 digital bats
issued by a famous rock star attracted the public’s attention. Scammers took advantage of
this opportunity. They used an old URL of the project and created a fake Discord server.
Since the old tweets from CryptoBatz and Ozzy himself contained the previous URL and
were not deleted, they unintentionally directed users to a server taken over by scammers.
As a result, users clicked on a message asking them to verify their crypto assets. They
were redirected to a phishing site, where they connected their crypto wallets and ended
up losing money. Selling fake works attributed to famous artists as non-fungible tokens is
also a popular NFT scam.

3.8.3 Money Laundering

It is also worth mentioning that traditional art has been used for money laundering for
years. NFTs could make this process even easier. For the time being, NFTs can be
anonymous, and you may not know who is behind the artist’s nickname and avatar. There
are also no laws or regulations for NFTs. These facts make NFTs ideal for hiding illegally
earned money. NFT marketplaces, even the largest ones, are not required to comply
with Anti-Money Laundering (AML) and Counter Terrorist and Proliferation Financing
(CTF/PF) standards, and users don’t need to go through Know Your Customer (KYC)
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procedures. However, there is more and more discussion about the possibility that NFT
platforms will soon have to adopt KYC, AML, and CTF/PF solutions.

”The PrivacyHQ survey spoke to 1,008 people in the U.S. who are actively investing in
and own NFTs. And according to the report, there are some horror stories and great
lessons to be learned. The key takeaways from the survey are:

• Less than half of NFT owners feel their NFTs are secure

• Two out of 3 respondents said they had panic sold NFTs in the past

• Nine out of 10 respondents had experienced an NFT scam

• Half of the respondents had lost access to their NFTs at some point

When it comes to NFT scams there were multiple ways in which buyers were scammed.
Topping the list of the most common scams experienced by these respondents starts out
with the NFT provider shutting down or changing their URL at 44.8%. Next is investing
in an NFT project that disappeared at 43.8% followed by buying an NFT from a fake
marketplace at 43.4% to round off the top three.”

3.9 Potential of NFTs

3.9.1 Gaming Industry

There are already games which use in game mechanics to create NFTs, which can be
sold for profit. Some games possess mechanics which allow to mix certain attributes
and create unique NFTs. Such games can earn a substantial amount of money for the
developers. However, the majority such games are mobile and relatively small. We are
yet to see a major gaming publisher to implement NFTs into their games, although there
are plans brewing. Such models allow to have a mutually beneficial relationship between
the consumers and developers, where both parties can profit from NFT market[9].

3.9.2 Virtual Events

Real world tickets can be fraudulent, cancelled or resold multiple amount of times. With
virtual events and ability to sell tickets on the blockchain, it could be possible guarantee
a spot on the event. Traditional events require trust into third party, that everything
will go smoothly. With smart contracts, such trust is not required, since everything is as
much as transparent as possible.
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3.9.3 Protection of digital artworks

The problem with real world art, is the problem with monetizing. Artists in real world
have limited amount of pathways for making a living using their talent. Therefore, only the
most prestigious and well-known artists make it to the comfortable levels of living. This
problem could be alleviated with digital artists, if we give tools for propelling crypto-
artists talent across the barrier of obscurity. Smart contracts can be adapted to pay
royalties to the original artists, whenever a new transaction occurs. Digitized artworks
could yield income to artists passively, whenever their work is being used anywhere (videos,
advertisements or articles). This level of control is unimaginable in real world.

3.9.4 Metaverse

A virtual reality, where people can communicate, collect, interact and do all sorts of
things. NFTs could be used to display ones emotion or show the state of their finances.
They could be used in games or traded like collectibles. At this point, virtual land can
be leased to other individuals and there can be virtual landlords. And all of this can earn
money, which can be used in the real world. However it is a bit to early to speculate
about it, since technology still does not allow for immersion to the metaverse in the first
place.

3.10 Legal Hurdles

NFTs are confronting legal basis of most countries from all sides. And government restric-
tions vary from country to country. India and China have strict rules around cryptocur-
rencies and NFTs sale. Therefore, the NFT traders have to be overcome the challenges
of governance to be able to turn the profit It is important to know rules and scrutiny of
different governments and be able tolerate such requirements.

Governments would like to be able to tax capital gains on NFT market. At this point,
only USA taxes cryptocurrencies, while other countries haven’t considered it [9]. This
makes it easier to conduct financial crimes under cover of NFT trading.

The main aspects of legal barriers include[12]:

• Copyright: Purchasing an NFT does not transfer the ownership of the digital work.
The artwork creator or the third-party seller still retain the right copy, distribute,
modify, and publicly display or perform the work.

• Privacy and data protection laws: Data protection laws allow for individuals to
erase their personal information. Having personal information on the blockchain
makes it impossible to execute. Therefore NFTs containing personal information
may violate data protection laws.
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• Property law: The asset’s location can determine the property law, therefore it is
important to know the which legal system governs the asset. However the NFTs
represent the unique hash towards the digital work on the external database, but
not the actual work itself.

• Money laundering: The sheer value of NFT transaction and a widespread of NFTs
is raising concerns, whether this system is being widely used for purposes of breaking
anti-money laundering laws.

• Regulatory: Since NFTs are non-fungible and cannot be traded away, they are not
securities and are not subject to securities regulations. Therefore, an unregulated
NFT transactions and ”wash trading” can create an artificial impression of demand
for an asset.

• Taxation issues: It is very hard to pin point, whether NFTs are subjects to tax
regulations.

• Security: While the blockchain itself is immutable, the digital works are not and can
be subjects of cyber-hacking. Therefore investors should be wary of such possibility

• Estate and succession planning: What happens to NFTs after owner’s death.Leaving
digitally stored assets to the next generation can lead to difficulties for executors.

3.11 The NFT communities

We should also consider the human factor, and try to understand why would people invest
heavily into such insecure form of an asset. For that we need to answer three questions[13]:

• Q1-Why do NFT creators create NFTs?

• Q2-How do NFT creators engage with NFTs and their communities?

• Q3-What challenges do NFT creators encounter?

For the questions to be reasonably answered, a group of volunteers (15) were used with
experience in NFT trading.

3.11.1 A wide range of motivators for NFT creation (Q1)

• Uniqueness: ”Fungible tokens are more for speculation, and people trade them in
the same way as stocks. But non-fungible tokens, most of them are kind of art. [...]
They have some special traits, very different from each other. If you own one of
them, you have some personal emotion for it, and would use it as an Avatar.”

Each NFT can be unique and connect to the somebody on the personal level, this
factor is not driven by the goal to enrich oneself, but by the satisfaction of having
something special.
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Figure 3.11: Basic information of study participants. For NFT creation, three major
marketplaces were used. r:Rarible, os: Opensea, tz: Tezos. Price range is given in ETH
(1ETH=3200USD at the time of writing) [13]

• Proof of Ownership: NFTs are valued for its ability to verify the ownership with
100% certainty, whereas more traditional works might be disputed. This trait bring
an unprecedented level of transparency to the art market. As P7 has put it:

Before NFT was a thing, I would post paintings on Instagram, and offer them for
sale. 99.9% of people would just say, why should I buy it? I can just copy the image
and download it for myself. There’s no real way to prove that you created it or that
you’ve bought it.Now every time it is sold, I get the percentage

• Expressing Personal Emotions: Perhaps a more strong motivator would be the
most human one. People just create NFTs from personal emotional feelings, whether
they want to support their favourite NBA team or keep a memory of one the closest
relatives. P11 noted:

”I was thinking of creating NFT because my child will be born in December. I’m
thinking of making some connections between the baby and the blockchain, and even
create a trend on the market. I think I’m fine with Photoshop and simple art, as
well as uploading it to the Ethereum blockchain. I want to do this because I want to
keep some memories for him, like funny stories and his dreams.”

• Expressing Creativity: Minting can be used as a way to express oneself, especially
if the person is artistically talented and has a lot to show. P4 was one these talents:

”This was a way to step out of my comfort zone of normal art a little bit, start
something new, learn and create something new. In my previous [tattoo] business,
I created tattoo designs for my clients’ ideas. But NFT are just my own ideas, and
that’s pretty cool to make something new.”

• Leveraging New Models for Art Business: NFTs mean a great deal for the un-
known artists who are trying to make the name for themselves. This system provides
low barrier of entry, since there is no dependency on event organizers or auctioneers.
The autonomous platform empowers the independent artists by making their work
easily exportable. It was even more crucial during the pandemic. P3, the owner of
the NFT company mentioned:
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”It empowers individuals to create their own business model. Your business trans-
actions would always be recorded [...] benefit freelancers to automate their workflow.
You don’t have to worry about tracking receipts. They’re all stored on blockchain
[...]in theory, if you use it right, if you trust the platform you work with, you would
have unlimited control.”

• Being A Part of ”The New Renaissance”: And for many, being part of the great
movement is enough. Many participants consider NFT system revolutionary. P3
explained:

”Almost everyone that I’ve interacted with believes this [NFT] to be one of the most
important technologies and advancements in our lifetime. A lot of people are calling
it the new Renaissance for artists[...]. A lot of new inspiration and new art is coming
out, and people are very willing to collaborate in network, across countries, across
the world.”

3.11.2 Bit by bit engagement with NFTs and the community (Q2)

Each volunteer has started the route to creating NFTs differently, but the structure they
followed can be generalized in fig 3.12. The pathway can be split into two routes of a
beginner (early stage) and experienced. During the early stage, people encounter problems
due to lack of knowledge of IT concepts. It takes a while to learn new terminologies and
understand why and how is everything is working. And usually these people tend to help
themselves though research (google, youtube and etc.). On the other hand, experienced
people (someone what has been on the market for months) travel though different route.
These people discover and find new information through community hubs and acquire
direct information first hand from other people.

3.11.3 Challenges on the way for NFT creators (Q3)

Due to the fact that NFT is a new phenomenon, the major hurdles are learning new
material, vast amount of scams and phishing and lack of metrics to assess NFT creators.
The summary can be seen on fig 3.13. The NFT community at this point is a wild west
and there are no concrete rules. Unfortunately, this paints a bad picture for the NFTs as
a whole. But with a healthy and motivated community, these problems can be dealt with
as time passes on.

3.12 Conclusion

The NFT industry is booming and does not show the signs of slowing down. It certainly
looks like a bubble, but with possibly enormous potential. The market is ripe with scams,
but the base schematic is robust enough. Ethereum is switching to proof-of-stake, which
reduces the energy consumption by 99.95%, so the environmental aspect might be tolerable
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Figure 3.12: Two stages of how our participants created NFTs: an early stage (when they
initially joined the NFT marketplace), and an experienced stage (when they stayed in
the marketplace for a few months). The top row shows the steps taken to create NFTs,
whereas the bottom rows (blue and orange boxes) show the corresponding resources used
for each step, for early stage and experienced stage, respectively. During the early stage,
our participants tended to seek information and create NFTs on their own. In contrast,
during the experienced stage, they tended to discover and participate in relevant online
groups and communities, and create NFTs more collaboratively. [13]

in the future. The technology is still young and not mature enough. People using this
technology are still not used mature enough to use it. NFT will take the same process
as Internet, where everyone slowly started understanding how to properly communicate
online over time. This report has compiled history, ethics, legal and technical part of
Non-Fungible Coins and maybe shed light on its future.
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Figure 3.13: Challenges faced by NFT creators and their current strategies to address
these challenges. [13]

Figure 3.14: A virtual NFT gallery in Decentraland, owned by P5. Galleries are interactive
media in the game, designed for people to sell and buy NFTs. Each user has her own
avatar/character in the virtual world. [13]
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Figure 3.15: Estimate of PoW energy consumption per tx used in figure based on May
2021 data [11]
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Chapter 4

Brain-Computer Interfaces: Overview
and Application Scenarios

Zeen Wang, Szymon Modrzynski

The brain-computer interface (BCI), also called a brain-machine interface (BMI), is a
direct communication and control channel established between the human brain and a
computer or other electronic devices. Through this channel, people can express ideas or
manipulate devices directly through the brain without language or action. Brain-computer
interface technology is an interdisciplinary technology involving neuroscience, signal de-
tection, signal processing, pattern recognition, etc. Many scientists from all over the world
have contributed to the technology in this scientific domain. They developed brain signal
collection and processing techniques and tools. With scientists’ help, BCI is no longer
empty talk. In this paper, we present the most relevant aspects of the BCI and all the
major achievements that have been made over the history of this research domain. We
mention people who were pioneers in area of BCI and groundbreaking technological break-
throughs. We expect readers to have a general understanding and knowledge of the BCI
domain by reading this paper.
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4.1 Introduction and Problem Statement

4.1.1 Introduction

The brain-computer interface (BCI) is a direct and two-way communication link between
the brain and external device or a computer. BCI has long been recognized as a potential
technology to assist people with disabilities, primarily deaf and blind. For an EEG-based
BCI system, it is important to start with the short characteristic of the EEG, which was
first recorded by Hans Berger in 1924 [3] and that’s what has led to the identification of
the alpha and beta waves [13]. The first systematic attempt to implement an electroen-
cephalogram EEG-based BCI was made by J. J. Vidal in 1973 [2], who recorded evoked
electrical activity in the cerebral cortex in intact skulls. Later, the researchers used the
P300 to establish direct communication between the computer and the brains of people
with severe movement disorders (Farwell and Donchin, 1988 [4]). As an alternative to tra-
ditional treatments for movement disorders, BCI technology helps to artificially enhance
or re-energize synaptic plasticity in affected neural circuits. By harnessing undamaged
cognitive and emotional function, BCI aims to re-establish connections between the brain
and damaged peripheral parts (Vansteensel et al., 2016 [5]).

As the first experiment to be carried out on animals, Vladimir Vladimirovich Prawdicz-
Nieminski was the first to demonstrate the bioelectricity activity of the animal brain in
1913. He recorded up to seven different types of changes and recorded alpha and beta
frequencies. [15]. This kind of bioelectricity was later called ”electroencephalography
(EEG)”.

At the same time, the application of BCI technology has gradually become a reality and
enriched, such as brain fingerprinting for lie detection (Farwell et al., 2014 [6]), detecting
drowsiness for improving human working performances (Wei et al., 2018 [7]), estimating
reaction time (Wu et al.,2017b [8]), controlling virtual reality (Vourvopoulos et al., 2019
[9]), quadcopters (LaFleur et al., 2013 [10]) and video games (Singh et al.,2020 [11]), and
driving humanoid robots (Choi and Jo, 2013 [12]).

The core of BCI technology is a conversion algorithm that converts EEG signals input by
users into output control signals or commands. A very important part of BCI research
work is to adjust the mutual adaptation relationship between the human brain and the
BCI system, which is to find suitable signal processing and conversion algorithms. This
enables the neural electrical signals to be converted into command or operation signals
that can be recognized by the computer through the BCI system.

Due to the different application occasions and the required signal characteristics, the
corresponding signal processing methods and conversion algorithms are also very different,
and even each BCI system has its own algorithm. This makes the evaluation of BCI
performance difficult. Therefore, establishing a unified evaluation standard that can be
accepted by most people is an indispensable and important link in the development of
BCI technology. This standard should be able to fairly and objectively evaluate the vast
majority of BCI technologies.
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BCI technology is currently a very active research field in the world. As an interdisci-
plinary technology that integrates multiple disciplines, there are still many problems in the
development of BCI technology. This requires more scientific and technological workers to
devote to in-depth research. In order to promote the development of BCI technology, this
paper makes a detailed review of the principle, concept, key technology, and development
of BCI on the basis of consulting relevant materials, and discusses the existing problems
and possible development directions in this field.

Figure 4.1: The brain computer interface [42]

4.1.2 Problem Statement

4.1.2.1 The potential of BCI in medicine

BCI is currently used in multiple therapeutic areas, including epilepsy, Parkinson’s disease,
depression, Alzheimer’s disease, etc. At the same time, BCI has been well applied in the
field of medical rehabilitation and has become an important way to improve the quality of
life of patients. As a new medical treatment technology, BCI has become the most rapidly
developing discipline in the field of medical science in the past two decades. Along with
technological breakthroughs, the industry has developed very rapidly. It is estimated that
the global BCI market will exceed 9 billion US dollars by 2024.



Zeen Wang, Szymon Modrzynski 77

4.1.2.2 The potential of BCI in non-medical fields.

The concept of the metaverse is very popular recently, and BCI will be an integral part of
the metaverse. The BCI uses the mind to control the game, which may realize more free
operation. In the metaverse, players can freely move every part of the body of their own
will, the software no longer needs rigid preset actions, and players can interact with the
virtual world as they wish. In terms of interaction, using BCI can not only get rid of the
”shackles” of preset actions but also the feedback of multiple senses will become possible
through the bidirectional transmission of brain signals.

4.2 Related Work

This section reviews the background of the BCI. By reading this section, readers will
better understand the subsequent articles.

4.2.1 Brain and nervous

The brain is the central organ of the nervous system of all vertebrates and most inverte-
brates. In life, we often compare the brain to a general-purpose computer. However, this
concept is far beyond the truth because of the complexity of the brain. The brain is a set
of sub-systems that cooperate to control the whole human body and its functionalities.

The brain could be generally divided into two main parts - the cerebral cortex and sub-
cortical regions. The cerebral cortex is the outermost layer of the brain. It is related to
our mental activity. The subcortical structures are a group of diverse neural formations
deep within the brain which include the diencephalon, pituitary gland, limbic structures,
and the basal ganglia, which control the basic and vital functions such as heart rates,
body temperature respiration.

The nervous system is your body’s command center. It is divided into two main parts
which are central and peripheral systems. Originating from your brain, it controls your
movements, thoughts, and automatic responses to the world around you. It also controls
other body systems and processes, such as digestion, breathing, and sexual development
(puberty). The nervous system uses specialized cells called neurons to send signals, or
messages, all over your body. These electrical signals travel between your brain, skin, or-
gans, glands, and muscles. Different kinds of neurons send different signals. For example,
sensory neurons take information from your senses and send signals to your brain.

4.2.2 Brain waves

The brain is composed of two types of cells, i.e., neurons and neuroglia, which have
different functions. The neuroglia’s function is to fix neurons and provide neurons with
nutrients and oxygen. The neurons are responsible for the information transfer through
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chemical and electrical impulses, called nerve impulses. This constant flow of electrical
current in the brain is called brain waves.

The simplest way to measure brain waves in EEG, which is non-invasive and simple in
nature. However, the captured signals are very weak and not effective, because they need
to cross several layers of tissues (the skull, the meninges, and the scalp). To solve this
problem, it is often necessary to use several electrodes to have a higher spatial and a more
precise system.

There are five kinds of the band of brain waves, i.e., delta (1-4 Hz), theta (4-8 Hz), alpha
(8-12 Hz), beta (13-30 Hz), and gamma (30-150 Hz) waves, classified according to its
frequency. Each band is associated with certain mental states.

4.2.3 Event-related Potential

The event-related potential is a special type of brain-evoked potential that intentionally
impart special psychological meaning to stimuli. It reflects the neuro-electrophysiological
changes (cognitive potentials) of the brain during cognitive processes. Cognitive potentials
are brain potentials recorded from the surface of the skull when people are cognitively
processing a topic. The main components of classical ERP include P1, N1, P2, N2, and
P3, of which the first three are called exogenous components, and the latter two are called
endogenous components. The main characteristics of these components are: firstly, they
are not only the embodiment of the pure physiological activity of the brain, but also reflect
some aspects of the psychological activity; secondly, their elicitation must have a special
stimulus arrangement, and more than two stimuli Or a change in stimulus. Among them,
P3 is one of the most concerned and researched endogenous components in ERP, and it
is also the most important indicator for polygraph detection.

4.2.4 Machine Learning

Machine learning is an approach that empowers machine learning to do things that cannot
be done by direct programming. But in a practical sense, machine learning is a way of
using data, training a model, and then using the model to make predictions. Machine-
learning techniques can eventually identify how the brain’s neural network maps correlate
with those specific thoughts or emotions.

4.2.5 Our Contribution

In this section, we compare our work with other similar work. The results are shown in
the table below.
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Our Paper
Brain-Computer
Interface Software:
A Review and Discussion

Brain-Computer
Interface Review

Brain Computer
Interfaces,
a Review

History Yes
Type Yes Yes Yes
Technology Yes Yes Yes Yes
Application
Scenarios

Yes Yes Yes Yes

Bibliometric
Analysis

Yes

Risk Yes
Future Yes Yes Yes

4.3 Types and Designs of BCI

4.3.1 Reasons for Categorization

As a result of various technologies used and techniques applied, the field of BCI is quite
diverse. To avoid chaotic nomenclature, different schemes for the classification of the
tools have been proposed. These are based on the distinction between their’ usage cases,
functions, or technical design. In this article, we will mention three such categorizations.

4.3.2 Passive, Active and Reactive

One of the ways to categorize a BCI system is to capture in which way it uses the brain
(Simanto et al., 2021 [13]). This classification separates BCIs into passive, active, and
reactive.

Passive BCI relies on decoding the brain’s unintentional affective/ cognitive states (Zander
et al., 2009 [14]). Such a system works partially autonomous, as it analyses the user’s
emotional and mental state, to provide feedback (Kawala-Sterniuk et al., 2021 [16]). A
great example of a passive BCI would be the application in detecting driver’s drowsiness
to prevent road accidents (Lin et al. [18], 2008; Gao et al., 2019 [19]). It is also a rather
emerging trend in the BCI field, as traditional BCI systems would be predominantly active
or reactive [16].

Active BCI (also called independent as in (Lebedev MA, Nicolelis MAL., 2016 [17])), on
the other hand, is controlled directly through a specific mental task performance [16]. It
requires the user to visualize an actual movement so the system can then transcribe it
accordingly, or incorporate the act such as blinking to provide the system with input [16].

The third type would be the reactive BCI (also called dependent [17]). It is based on brain
signals that the human brain produces in response to external stimuli such as visual or
auditory stimuli. These stimuli create a natural response to an event, called Event-Related
Potential [16], a phenomenon greatly used in the research.
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4.3.3 Motor, Sensory, Sensorimotor, Cognitive and Brainets

Another possible distinction is the one referring to the physiological function BCI is in-
tended to emulate [17]. The ones aiming at providing control over a given limb or general
body navigation are the motor BCIs. Sensory BCIs provide the reproduction of sensations
and accordingly, sensorimotor BCIs couple these two functions. The role of cognitive BCIs
is to enable higher-order brain functions, such as memory (Berger TW et al., 2011 [20]),
attention (Fuchs T et al., 2003 [21]; Lubar JF, 1995 [21]), and decision-making (Hasegawa
RP et al., 2009 [20]; Musallam S2 et al., 2004 [21]) [17]. Another BCI class proposed in
[17] is the Brains, which requires the participation of multiple subjects, as such a system
operates on a combination of the electrical activity of multiple brains concurrently.

The major caveat of the aforementioned classification is its binding to the traditional
brain labeling, which divides its parts into the motor, sensory, or higher-order [17]. Such
classification is, according to present knowledge, outdated as the brain areas actually
serve as multi-function units, and there is an abundance of literature supporting this
claim (Brovelli A et al., 2004 [25]; Fetz EE, 1992 [26]; Lilly JC, 1956 [27]; Nicolelis MA,
Lebedev MA, 2009 [28]; Rolls ET, 1989 [29]).

4.3.4 Non-Invasive, Semi-Invasive and Invasive

Classification in terms of signal acquisition divides BCIs depending on the level of inva-
siveness they demonstrate. The distinction is rather straightforward. Systems that require
surgery to open up the scalp of the subject would be classified as invasive, with the sepa-
ration between semi-invasive and invasive being the further penetration of the brain tissue
in case of a fully invasive approach, e.g. placing an electrode recording grid on the brain’s
surface - electroencephalography (ECoG) - in the case of semi-invasive approach. The
rest of the systems, i.e. the ones that do not invade the user’s body, would be classified as
non-invasive BCIs. This quite substantial group of BCIs would employ a range of technolo-
gies such as functional near-infrared spectroscopy (fNIRS), functional magnetic resonance
imaging (fMRI), magnetoencephalography (MEG), positron emission tomography (PET),
functional transcranial Doppler (fTCD) and most predominantly electroencephalography
(EEG).

Classification according to invasiveness is important for a variety of reasons, the major
one being a safety concern [17]. As the well-being of the patient is of utmost importance,
the risks associated with each application have to be clearly outlined. The prevalence of
non-invasive BCIs stems mainly from the (mostly) devoid of risk approach. For example,
in the case of EEG recordings, the electrodes are simply placed on the scalp surface
(Niedermeyer E et al., 2005 [30]) through an easy and safe procedure, particularly if dry
sensors are used (Chi YM et al., 2010 [31]; Fonseca C et al., 2007 [32]; Gargiulo G et al.,
2010 [33]; Guger C et al., 2012 [34]; Taheri BA et al., 1994 [35])[17].

In the case of an invasive approach, there are multiple factors that influence the safety
of the application. First is the specific procedure of opening up the skull and inserting
the BCI, which in itself carries the risk of tissue damage or infection, specifically when
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the implant consists of extracranial parts (Bouton CE et al., 2016 [36]; Collinger JL et
al., 2013. [37]). After the application of the system, there still exists a possibility of its
rejection by the subject’s body and the development of conditions impairing the brain
functions [17]. Extended use of the implant also introduces additional risk wired to the
movement of the subject’s body, which in turn causes irritation through micromovements
of the inserted BCI [17].

With each of the solutions come its advantages and disadvantages. In the case of non-
invasive BCI prioritized is the safety and ease of application over precision. Due to the
lack of direct contact with the brain, we sacrifice the clarity and quality of the signal
(Lebedev MA, Nicolelis MA, 2006 [38]). In the case of EEG, we have to deal with a signal
that comes as a filtered brain activity of many millions of neurons [17], which is highly
lacking in spatial resolution and is subject to many interferences originating from other
parts of the body and the environment.

Invasive BCIs, in contrast, provide neural-level recording and stimulation, at the cost of
in-brain intervention. Such granularity enables monitoring ranging from single neurons
to large neuronal populations, which makes it possible to record the action and local
field potentials (LFPs) [17]. Another major improvement over non-invasive BCI is the
ability to stimulate the desired area to influence sensory, motor, or cognitive processing
(41,45,48,146,704,705,719,770). Although the solution provides the best possible inter-
action with the brain, due to its cost both in financial and health terms, we see the
application mostly in patients with specific disorders or animals.

4.4 BCI Technology

4.4.1 BCI System Structure

The BCI cycle begins by observing the user’s behavior in regards to a provided stimuli, or
its lack when trying to monitor passively. The sensors gather the signals collected from
the brain activity and these signals are then adequately pre-processed to remove noise
before further processing [16] [40]. The succeeding step is to extract relevant features for
the classifier to use. Classification is a critical step in any BCI system [16], therefore has to
be carefully suited for a given task. Some of the techniques used are linear discrimination
analysis (LDA) (F. Lotte et al. 2018 [41]) in the case of P300 and MI-based BCIs,
canonical correlation analysis (CCA) for SSVEP, and fuzzy neural networks (FNNs) for
analyzing the mental state of the subject [16]. The outcome can then be used as input
for controlling external devices or collecting data on the user’s state. The cycle is closed
by providing the user with feedback, which may come in different forms, and is generally
tailored to the specific task at hand. The most common way to present it is through a
computer monitor, due to its common availability and convenience [16] [41]. One thing
worth noting is that further cycles of the interaction of the user with the computer present
the possibility of improved performance of the system through machine learning and the
user getting familiar with the system.
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Figure 4.2: The BCI Cycle [40]

4.4.2 Signal Acquisition

The action of acquiring a signal from the subject’s brain is available thanks to the various
existent measuring techniques. Depending on the measuring technique used, different BCI
paradigms are applied and different designs are used. To further investigate differences
between devices used for signal acquisition, technical features of the most common devices
will be presented and analyzed.

4.4.3 Device Specifications

Although major characteristics affecting the popularity of a device regard the safety and
cost, there are also multiple other features affecting the device’s attractiveness. Amongst
the most important technical factors are spatial and temporal resolution. Spatial reso-
lution is a term to describe the precision with which the measurements are taken with
regard to the area covered. Accordingly, the temporal resolution is the description of the
frequency with which the device collects data. These aspects are crucial to the outcome
of the measurement, as they determine the degree of precision and reliability of extracted
data. Factors like portability, amplitude, and noise resistance also play a significant role
when considering the value of a given device [16].

4.4.4 Non-Invasive BCI

4.4.4.1 EEG

EEG-based BCIs are the most prevalent systems that have been thoroughly studied on
a range of human subjects [17] [16]. It provides the ability to record the brain activity
from the surface of the scalp by placing electrodes in a grid to record electrical current
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Figure 4.3: Summary of the most popular sensors applied in BCIs [42]

fluctuations generated by the brain (Niedermeyer E., da Silva F.L., 2004 [44]). Although
the signals collected by EEG are prone to noise contamination and provide lower quality
recordings than the intracranial solutions, its portability, ease of use, low cost, and still
decent temporal (≈0.05s) and spatial (≈10mm) resolutions lead to the popularity of this
solution. EEG-based BCIs often rely on one of the following paradigms [16]:

• ERP - event-related potentials (P300 and other components),

• ERD - associated with motor imagery (MI),

• SSVEP - steady-state visual evoked potentials,

• ASSR - auditory steady-state response,

• SCP - slow cortical potentials,

• SMR - sensorimotor oscillations,

• hybrid systems (based on more than one input signal)

The most prominent out of the aforementioned would be the ERP, with the P300 being
specifically popular due to its low requirement in terms of training the subject and its high
sensitivity to reaction in ”oddball” scenarios (Alexander JE et al., 1995 [67]). Another
popular design would be the employment of SSVEP, in which the subject would focus on
one of the flickering objects, typically displayed on the screen, to provide the system with
adequate input [17].



84 Brain-Computer Interfaces: Overview and Application Scenarios

The convenience of use also lead to the expansion of the EEG headsets outside the scientific
field and onto the general public, where they would find use cases in the entertainment
and educational industries.

4.4.4.2 MEG

Magnetoencephalography employs magnetic induction to measure the magnetic activity
of the brain (Chin-Teng Lin et al., 2020 [68]). It detects magnetic fields of magnitude in
the order of picoTeslas, which are generated by populations of cortical neurons [17]. The
required sensitivity of measurements implies the usage of precise magnetometers, alongside
appropriate shielding to diminish the impact of external magnetic signals. This at the
same time acts as one of the major disadvantages of MEG, as the required equipment is
expensive, large, and not portable (Jerbi K. et al., 2011 [69]). To combat this issue, there
has been intensive progress in the development of portable brain scanners - mobile MEG
[70] - which are promising to become consumer-available in the next years (Yang et al.,
2019 [71]; Boto et al. 2018 [72]).

4.4.4.3 fMRI

Another signal acquisition method is functional Magnetic Resonance Imaging. The data is
collected from the blood oxygen level-dependent (BOLD) activity of the brain (detecting
changes in blood flow) by using the MRI scanner (Sitaram R et al., 2007 [73]). Similarly
to MEG, the fMRI presents itself with a lack of portability and high cost, alongside
challenging data analysis and even patient discomfort due to the operational noise (Yoo,
S.S. et al., 2004 [74], Sorger, B. et al., 2020 [75]). It also has a low temporal resolution (1-
2s), with the additional 3-6s lag between neuronal activity and BOLD response [17]. The
spatial resolution on the other hand is high and allows for monitoring of the whole brain
activity, with an option to target a specific area as the source of the signal. Additionally,
as the data from BOLD and EEG seem to be correlated, there are systems in which those
technologies get combined to obtain better results (Weiskopf N. et al,. 2004 [76]).

4.4.4.4 fNIRS

Functional near-infrared spectroscopy measures the brain’s hemodynamic activity by de-
tecting changes in oxyhemoglobin (HbO) and deoxyhemoglobin (HbR) in the blood flow
[16]. To extract this data it applies near-infrared light in the range of 600-1000 nm
through the skull, but can only measure regions in close proximity to the cortical surface,
as opposed to fMRI. Though spatial (≈1 cm) and temporal (100-1000 ms) resolutions
are not the best, with additional several-second delays between neural activity and blood
oxygenation, its low cost and portability make it an appealing solution. Similar to fMRI,
fNIRS is also employed in hybrid systems like EEG-fNIRS BCIs (Hasan, M.A. et al., 2020
[77], Nazeer, H. et al., 2020 [78]).
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4.4.5 Semi-Invasive BCIs

4.4.5.1 ECoG

Electrocorticographic grids are an approach in which the scalp is penetrated, but the brain
tissue remains undamaged. They often contain several tens to several hundred electrodes,
while allowing minimally invasively recordings of multichannel field potentials from large
cortical territories (Crone NE et al., 2006 [64]; Hill NJ et al., 2012 [65]). An emerging
trend in this approach has been to miniaturize the electrodes while increasing their density
[17]. Additional electronics hardware embedded in the grids also proved to increase the
quality of recordings (Viventi J et al., 2011 [66]).

4.4.6 Invasive BCIs

Invasive BCIs are the most accurate type of devices thanks to their proximity to the brain
tissue and technological advancement. They generally consist of sets of micro-wires orga-
nized in a specific manner, tailored to the task. These micro-wires are generally composed
of silicon, platinum, tungsten, or iridium and coated with glass, teflon or polyamide [17].
Each wire’s diameter is generally on a micrometer scale and the length is determined by
the location desired to target. One of the main problems associated with the usage of
micro-wire technologies is its susceptibility to tissue growth and material deterioration
(Rousche PJ et al., 1998. [50]; Saxena T et al., 2013 [51]).

The most prevalent invasive technologies using the micro-wires are the micro-wire record-
ing cubes, microelectrode arrays (MEAs), and deep brain stimulation (DBS).

4.4.6.1 Utah Array

Utah array is a microelectrode array that consists of 100 rigid micro-electrodes in a fixed
10x10 arrangement (Campbell PK et al., 1991[45]). The needles’ shafts are coated with
polyamide and their sharpened tips are coated with platinum. The distance between
neighboring needles is 0.4mm. It currently is the only United States Food and Drug
Administration (FDA) approved micro-electrode array implant for human use [16]. It
has been employed in the number of clinical studies (Normann RA et al., 2009 [46];
Jaroch DB et al., 2009 [47]; Hochberg LR et al., 2012 [48]). Biocompatibility issues have
been reported with regard to the usage of Utah arrays. They indicate that implants
may cause tissue reactions, such as microhemorrhages, microglia activation, and long-
term inflammation with the level of severity depending on the tissue damage during the
implantation (Fernandez E et al., 2014.[49]).

4.4.6.2 Michigan Probe

Another interesting micro-electrode design is the Michigan probe, which allows for record-
ings alongside the shaft of the planar electrodes, as opposed to only at the tip. The size
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of the grid is configurable and allows recordings from local populations as well as from
different cortical and hippocampal layers at the same time (Mizuseki K, Buzsaki G, 2014
[52]).

4.4.6.3 Micro-wire Recording Cubes

Recording Cubes differ slightly from previous examples due to their implementation of
guiding tubes. The design is based on a 10x10 grid of tubes with 1mm spacing between
each. Each guiding tube contains 3-10 micro-electrodes, with possible variations in length.
Therefore the total number of micro-wires might amount to 1000. With 1-2 individual
neurons being recorded by each of the micro-wires, a sample of 1000 to 2000 neurons can
be monitored by a single cube [17].

4.4.6.4 Deep Brain Stimulation

Deep Brain Stimulation is a design involving long one or two electrode wires inserted into
the brain, alongside a computer(neurostimulator) implanted on the chest and wired to the
electrodes. It’s mostly used in the treatment of movement disorders (Kringelbach ML et
al., 2007 [53]) and conditions such as obsessive-compulsive disorder (OCD) and epilepsy.
Currently, the primary manufacturer of the DBS systems is Medtronic (Christine A. et
al., 2017 [54]). These devices are capable of dual-channel stimulation with a frequency
range of 2-250Hz, a pulse width of 60 to 450 ms, and an amplitude of 0.0 to 10.5 V [54].
DBS is also approved by the United States Food and Drug Administration (FDA).

4.4.6.5 Neural Dust

Neural dust is a recording method that utilizes small (10-100 micrometer) sensors (”dust”)
that detect extracellular neuronal potentials and communicate them via an ultrasonic link
to an interrogator placed under the skull (Seo D et al., 2015. [63]). Each of the sensors con-
sists of a set of electrodes to record neuronal activity, metal-oxide-semiconductor (CMOS)
circuitry for the amplification of the signal, and a piezoelectric transducer for the conver-
sion of electrical potentials into ultrasound. Interrogator-produced ultrasound is used to
power the dust, as well as to examine its state. The interrogator is also the component
that communicates with the extracranial components [17].

4.5 BCI Application Scenarios

4.5.1 Medical Applications

Because the BCI technology can directly realize the interaction between the brain and
external equipment and span the conventional brain information output pathway, there
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is a broad application prospect in the medical and health field. This field is the largest
market application field in the current brain interface and the fastest-growing field.

4.5.1.1 The application of BCI in the diagnosis and treatment of disabled people

The goal of BCI in the diagnosis and treatment of disabled people is to improve the current
state and improve the quality of life through the auxiliary treatment of this technology.

Specifically, there are two main ways to apply the BCI. One is the auxiliary BCI, which
refers to obtaining the patient’s movement intention through the BCI devices to real-
ize the control of external devices such as prostheses or exoskeletons. For example, the
BrainRobotics prosthetic hand was selected as the best invention of 2019 by TIME. This
prosthesis based on BCI is different from the traditional sleeve prosthesis. The new system
is a nerve-muscle-bone prosthesis. It can directly connect with the nerves and muscles
of the limbs, and users can control it with their brains. The second is the rehabilita-
tion BCI. Because the central nervous system has plasticity, the BCI device can directly
stimulate the brain, and then restore the connection between neuronal synapses. Italian
Percro Laboratory [81] proposed a full upper-limb exoskeleton for motor rehabilitation of
reaching, grasping, and releasing in post-stroke patients. They show the potential of the
proposed system for being introduced in a rehabilitation protocol.

4.5.1.2 The application of BCI in the diagnosis and treatment of consciousness and
cognitive impairment

A chronic disorder of consciousness includes two levels: vegetative state and micro-
conscious state. In recent years, the research on BCI technology has gradually increased in
the field of chronic disorder of consciousness diagnosis and treatment. Obtaining and ana-
lyzing the patient’s brain-electrical signal through the BCI devices can grasp the patient’s
conscious state, realize the diagnosis and evaluation of consciousness disorder, and judg-
ment, and even communicate with patients with conscious disorders. The P300 paradigm
is often used. Specifically, the patient’s name, photo, and other information are usually
used as target stimulation [80]. The BCI devices obtain the patient’s stimulus of the
brain electrical signal and analyze the patient’s status. Some patients may have a specific
reaction to the target stimulus. This ”brain and electrical communication” helps doctors
to determine whether the patient has the possibility of awakening recovery.

In terms of cognitive impairment, the early symptoms of Alzheimer’s disease were found
through the test of the patient’s cerebral waves. A paper [79] by Professor Li-Huei Tsai’s
team at the Massachusetts Institute of Technology found that light and sound stimulation
produced beneficial brain waves in the brains of mice, leading to improved cognition and
memory. This non-invasive therapy offers the possibility of treating Alzheimer’s disease
with brain waves.
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4.5.1.3 The application of BCI in the diagnosis and treatment of mental illness

Compared to other physiological signals, EEG signals can provide more in-depth, realistic
emotional emotions than other physiological signals. Through learning algorithms, EEG
features can be extracted to discriminate a wide range of emotions (such as pleasure,
sadness, calmness, anger, fear, surprise, anger, etc.). sadness, calmness, anger, fear,
surprise, anger, etc.). Therefore, EEG-based emotion recognition studies can be used to
assist with depression. EEG-based emotion recognition research can be used to assist
in the study and treatment of the pathogenesis of depression, anxiety disorders, and
other psychiatric disorders. In addition, it can be used in the rehabilitation of mental
diseases. In addition, in the rehabilitation of mental disorders, neurofeedback training
based on the brain-computer interface can be used in the treatment of depression and
anxiety disorders. In addition, brain-computer interface-based neurofeedback training
can play an active role in the treatment of depression and anxiety disorders. Although
neurofeedback predates brain-computer interfaces, it is essentially the earliest application
of brain-computer interfaces. Although neurofeedback predates brain-computer interfaces,
it is essentially one of the earliest applications of brain-computer interfaces.

4.5.2 Military Applications

The military has often been the driving force in technology development and it certainly
will play a role in the BCI development. Although the military sector generally remains
hidden from the general public, an assessment of the potential direction in which the
advance will steer has been conducted by The RAND Center for Global Risk and Secu-
rity [55]. Through a game convening technical and operational experts, tested was the
potential utility of BCI application in the military field against the arising obstacles.

The results have suggested that BCI technologies will likely be of practical use on the
future battlefield, as the volume of human-machine interaction increases. The major
advantages of the application of BCI seem to be connected to the existent bottleneck
between a soldier and his ability to communicate and operate technological interfaces
faster, and improving situational awareness during the mission. The report has also
outlined the potential risks associated with BCI technology deployment. These would not
only consist of operational risks, but also new areas of an ethical and legal risk. One of
the most appealing use cases shows to be the incorporation of the brain to brain interfaces
(BTB), but concurrently it also carries the greatest operational and institutional risks.
Another obstacle to the implementation could be a possible lack of trust in the BCI
technology amongst personnel, both lower and higher in the hierarchy, stemming from an
aversion towards used technology, or in fear of possible exploitation.

There has also been conducted a study in which participants would enact a military mis-
sion scenario, with real-time stress-level acquisition provided to the commander via tele-
phone application and emotional levels detected by Neurosky EEG headset (MdMostafizur
Rahman, 2021 [60]). Results showed that the BCI system almost correctly (98%) classi-
fied the stress status of the participants. Additionally, field interviews showed consensus
regarding the usefulness, ease of use, and portability of the applied solution.
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In regards to improved machine operational skills, there have been attempts at controlling
a drone with a consumer-grade EEG headset (S Rosca et al., 2018 [56]; Peining et al.,
2017 [57]). Attempts showed the possibility to control drones in up to 2 dimensions with
efficacy ranging from 54% (Muse ICE) to 71% (Emotiv ECE) depending on the headset
used and the user operating the device [57]. Taking into account the fact that these were
consumer-grade headsets, there certainly is a potential for applications in this field.

4.5.3 Entertainment Applications

With the rising availability of consumer-grade BCIs, there has been increasingly more
interest in BCI outside of the medical field, which it had mainly been applied in. One
particular area that is gaining more evidence due to the arrival of consumer-grade devices
is that of computer games, as it allows more user-friendly applications of BCI technology
for the general public (Gabriel Alves et al., 2020 [59]). Commercial BCIs’ use reaches
back to the late 2000s [59] when predominantly EEG headsets would become relatively
popular equipment for the game development. It was mostly due to the low-cost, ease of
acquisition, and the abstraction they would present. Developers did not have to interact
with low-level implementations of the system, but rather build onto existing functional-
ity. Moreover, the emergence of wireless devices would upgrade comfort, an element of
significant importance in the consumer market [16] [59]. The current price of available
headsets starts from as low as 99$, which makes it even more approachable [16].

Figure 4.4: Some of the most popular inexpensive, off-the-shelf BCI systems-summary
table [16]

The implementation of BCI into computer games mostly refers to changes in input. In-
stead of a traditional mouse and keyboard, the player is required to use one of the BCI
control paradigms, or in some games player’s mental or emotional state is examined [58].
The design of BCI games is mainly restricted by factors such as omnipresent noise, es-
pecially in the case of VR games where body movement is required, low transfer rate,
and most evidently, relatively slow decision making when compared to traditional input
controls (Ferreira et al., 2014 [61]).

An analysis [59] of the 87 articles on BCI games has provided insight into statistical game
characteristics. The majority of games implemented attention (40%) as the main control
signal, with the use of meditation at 21%. Action dominated the game genre category
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with 48% (puzzle 12%, simulation 9%). The major purpose occurred to be training with
38% (research 17%, entertainment 11%).

One of the notable applications outside the game industry could be its appearance in the
cosplay space [62]. A collaboration between a Dutch designer Anouk Wipprecht, Institute
for Integrated Circuits at Johannes Kepler University and neurotechnology company, and
g.tec medical engineering GmbH would be the origin of the first BCI dress, namely Pan-
golin Scales BCI+[62]. The creation would make a presentation at the Ars Electronica
Festival bringing the BCI even closer to the general public.

4.6 Risks Associated with BCI Usage

Risk is an important part that cannot be ignored in the development of BCI technology.
At present, the risks of BCI technology mainly focus on technical security risks, privacy
risks, autonomy risks, and fairness risks. In response to these risks, in the research,
development, and promotion of brain-computer interface technology, we should place risk
issues in a more prominent position, evaluate risks scientifically and objectively, and avoid
unnecessary harm to individuals and society.

4.6.1 Technical Security Risks

The application of brain-computer interface technology should first pay attention to the
safety of the technology itself, especially when surgery may be involved. Safety must be
placed in the highest position. Figure 4.5 presents a summary of the classification studies,
also including the different families included in each classification. The most prominent
security risk of current BCI technology is that invasive BCI technology may cause harm
to people’s physical and mental health. These risks include surgical trauma to the human
brain, bleeding, infection, etc [88]. In addition, some potential risks also require our high
attention. For example, implants may lead to some unintended consequences, such as
changes in people’s emotions, personalities, etc. The long-term use of implanted devices
such as brain chips may also cause rejection by the body and cause unnecessary harm.
At the same time, these devices may gradually fail over long periods of use., and the
weakened function may lead to operation errors in the BCI system. In addition, the
mutual movement between the brain tissue and the implant may also cause changes and
damage to the function of the brain tissue [87].

Compared with invasive BCI technology, non-invasive BCI technology is easier to accept,
but its technical security issues cannot be ignored either. First, the risk of injury from
the misreading of EEG signals has not received enough attention. Due to the blocking
effect of the skull on nerve signals, it is difficult for non-invasive BCI devices to obtain
continuous and stable EEG signals, and the possibility of indirect harm to the human
body due to misinterpretation increases [86], especially for some devices that require high
Brain-controlled actions of precision operation, such as controlling a wheelchair to cross
the road, driving a car, etc.. Second, the long-term risks of wearing electrode caps are
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Figure 4.5: BCI classifications studied and their associated families[82]

easily ignored. People may have headaches, fever, and blurred vision after using the
electrode caps [85], and the long-term wear of electromagnetic radiation is also worthy of
attention. Although the safety of some devices has been verified in medical treatment,
there is a big difference between medical use and daily life use. A patient needs to use few
times for medical treatment, but for a person who uses non-invasive BCI in daily life, the
damage of electromagnetic radiation cannot be ignored. In addition, due to the plasticity
of the human brain, some scholars also worry that the long-term use of brain-computer
interface devices by teenagers and even adults who are still in the developmental stage
will cause irreversible changes in the human brain, resulting in unknown negative effects
[86].

4.6.2 Privacy Risks

Since the BCI devices need to extract information from the brain, the extracted informa-
tion may be abused or leaked, so there is a huge risk of privacy violation. Compared with
other emerging technologies, the potential invasion of privacy by BCI technology may be
manifested in the following two aspects. First, collecting and processing neural informa-
tion without permission. Neural information stored in digital form may be more likely
to be quietly collected by hackers or illegally authorized companies [84]. In this Internet
age, the consequences of this neural information privacy leak are even more serious. In
theory, others can directly obtain information in the human brain remotely through the
BCI system connected to the network, and it can be widely and rapidly disseminated
directly through the Internet, which is potentially harmful to privacy.

If man-made information leakage and propagation can be prevented and controlled by
improving relevant work systems, then information leakage caused by insecurity defects
in the system itself is more difficult to prevent and control. These problems will lead
to a new phenomenon: BCI devices may make wireless control or remote monitoring
of the brain become a reality. Second, it leaks people’s thinking information. Thinking
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information may be the most private of all people’s information. If neural information can
be accurately interpreted by brain-computer devices, then human thinking process and
thinking results may be inferred, and human thinking may be leaked or stolen. Collecting
and analyzing human thinking information brings more worries. Although brain wave
signals cannot be directly represented by the human brain. The changes in brain waves
are likely to show the user’s emotional reactions such as emotions, and various tendencies
and preferences. After interpretation and analysis, it is possible to infer personal interests,
hobbies, emotions, etc., especially in marketing. On the other hand, merchants may use
BCI technology to place advertisements in a more targeted manner, judge customers’
consumption preferences and purchase intentions, and then analyze their consumption
behavior and consumption ability [83], which may lead to new unfair transactions or
intentional inducement of consumption and so on.

4.6.3 Decision-making Autonomy Risks

Whether we will lose self-control by using BCI devices in the future is a question of great
concern. In theory, in a BCI system, the human brain can transmit command information
to the outside, and it is also possible to receive command information from the outside.
Such a design could serve as an ”error correction mechanism” for the device, protecting
the user’s safety in times of danger. For example, a smart wheelchair may adopt a similar
design to avoid danger. When a person sits in a wheelchair and uses his mind to control
a left turn, it just detects that there is an obstacle or danger on the left, and this signal
is sent back to the brain to prevent the brain from making a left turn. However, the
controversy here is, for such a device, how can human autonomy be manifested? Is the
device controlling the human or the human controlling the device?

Generally speaking, an autonomous person should be able to decide actions according
to his or her desires, values, emotions, and plans. If these are inconsistent with the
person’s actions, then the person may lack autonomy. In this sense, the BCI device
changes people’s thinking commands by transmitting signals in reverse, to avoid wrong
and dangerous operations. Such actions may cause users to be unable to act according
to their wishes, thus causing people to lose self-control. However, if the device simply
blocks the transmission of signals from the human brain to the external device, then
the user is still autonomous in a general sense. In addition, the BCI may also be used
by third parties to manipulate people, such as through forced shopping and psychological
suggestions. These seem to indicate that the BCI device may potentially violate the user’s
autonomy.

4.6.4 Social Equity Risks

The application of BCI technology may pose the risk of social injustice. This unfair
problem is mainly manifested in two aspects, one is how to use BCI technology fairly, and
the other is how to obtain BCI technology fairly. In terms of how to use BCI technology
fairly, people are mainly worried that the use of BCI will increase the unfairness in the
competitive field. For example, in competitive sports, some people may use external
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devices of BCI to obtain better physical fitness, endurance, etc.. Users can achieve better
results than non-users, resulting in unfair competition. In education, BCI devices may
have the potential to enhance cognitive function. If users use BCI devices to improve their
level of concentration and cognitive load, they may gain advantages. But more people
worry that such equipment may allow students to be monitored everywhere, and bring
more unfairness to the competition. Users will gain advantages that others do not have,
and non-users can only make up for this by being forced to use them.

In terms of equitable access to BCI technology, the main concern is the accessibility of the
device. Not everyone in society has the ability to pay for these devices, which may make
some people, especially low-income people, unable to use BCI devices in the beginning,
and unable to share the results and benefits of BCI technology. Therefore, the use of BCI
technology may eventually become a special treatment by some rich people and cannot
benefit the public. At the same time, BCI is not similar to other high-tech products.
The knowledge and skill level of potential users will also prevent the BCI device from
being accessible and universally beneficial to more people, such as the elderly. Some
elderly groups may be affected by the emergence of BCI. Those without BCI devices may
be at a competitive disadvantage in life, education, etc., creating social stratification or
exacerbating disparities between people. In the absence of government regulation, our
society will face more equity challenges.

4.7 Future Development of BCI

4.7.1 Major Hurdle

4.7.1.1 Bandwidth

The human cerebral cortex contains about 14-16 billion neurons, while the cerebellum
contains about 55-70 billion neurons. At present, there have never been more than a
couple of hundred electrodes in a human brain, which means very low data volume. When
it comes to vision, that equals a super low-res image like last century’s pixel games. In
this case, higher bandwidth is needed.

As the graph shows in [89] called Stevenson’s law. This research suggests that, in good
approximation, the number of recorded neurons has grown exponentially since the 1950s,
doubling every 7 years. Just like the Moore’s Law. Ian Stevenson and Konrad Kording
came to an approximate conclusion [90]. If this pattern continues, it will take us till the
end of this century to reach a million and until 2225 to record every neuron in the brain,
which is unbearable.

One potential strategy is to shrink the size of electrodes so that bioengineers can cram
more of them into the brain at one time, the other is to think of completely new ap-
proaches. In conclusion, this will be a problem that scientists need to solve in the future.
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Figure 4.6: Stevenson’s law[89]

4.7.1.2 Implantation

Nowadays, if you want to have an invasive BCI, you have to have a skull-opening surgery.
On top of being both a major barrier to entry and a major safety issue, invasive brain
surgery is expensive and in limited supply. Elon Musk, Founder of Neuralink, came up
with an eventual BCI implantation process that could be automated like Lasik (Laser-
assisted in situ keratomileusis). According to the paper published by Neuralink [91], their
current system can implant up to 96 electrode threads, each bundled with 32 electrodes
(3072 electrodes in total). The electrode wires they made were only 10 times as thick as
human hair. There is no need to open the skull during the operation, but a special robot
uses a very thin needle to implant the electrode wire into the brain, minimizing damage
to blood vessels and other tissues.
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4.7.2 Future trends and possible development directions

4.7.2.1 Intrusive and non-intrusive technologies will still co-exist and may even be
combined

When invasive BCI technology is gradually put into practical application, it has extremely
high requirements for basic theoretical research, engineering implementation, a long in-
vestment return period, high dependence on compound talents, high development cost,
and requires clinical trials to prove its safety. It takes a long time for the company.
Therefore, from a market perspective, the invasive BCI application will be very narrow in
a short period of time.

Non-invasive BCI products are expected to lead the consumer market. At the same time,
non-invasive BCI products have the characteristics of many fields of application and a
large number of people, such as public life, entertainment, and education. In the future,
one trend may be that invasive and non-invasive methods co-exist and combine for a long
time, and the other trend is that minimally invasive BCI between invasive and non-invasive
methods may become a hot research and development direction.

4.7.2.2 Invasive brain-computer interface technology drives innovation in robotics,
software, and hardware

In the future, the innovation of invasive BCI products may focus on the development of
low power consumption, miniaturization, and wireless implantation of chips/ sensors, as
well as neurosurgical surgical robots that can quickly perform surgery for many people.
Implanted chips will put forward new requirements for semiconductor design and man-
ufacturing, ultra-high-bandwidth data transmission technology, two-way communication,
high-density integration, digital signal processing modules (such as DSP, ASIC, FPGA),
and new material development. The hardware design and development of implanted chips
put forward new requirements for integrated technology, micro-fabrication manufactur-
ing technology, testing technology, and inductive power supply. The software system
implanted in the chip put forward higher requirements for digital module architecture
and logic design, modeling, driver, signal amplification, analog-to-digital conversion, data
compression, coding, and decoding. To process terabytes of neural data, it is necessary
to develop efficient, accurate, and robust encoding and decoding algorithms, and artifi-
cial intelligence technologies such as feature learning, machine learning, and deep neural
networks may play a role.

4.7.2.3 Non-invasive methods for detecting brain activity tend to diversify

Non-invasive BCI technology can also be carried out in parallel with other indicators
and detection methods, for example, based on electric fields, ultrasound, magnetic fields,
optogenetics, etc. Optogenetics involves injecting a virus into brain cells, which can
respond to light stimuli. There are also studies that use the measurement of blood oxygen
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content to determine the state of neuronal activity, which is used for the detection of brain
activity.

4.7.2.4 Centralized data aggregation analysis and management platform may appear

The design, manufacture, and application of BCI in the future will generate massive
amounts of valuable data. Centralized data aggregation and analysis platform can be used
to collect multiple types of data such as aggregated neural signal recordings, brain tissue
images, and microfabricated manufacturing data, and to realize data visualization, data
analysis, data evaluation, and assist in the generation of reports for industry supervision
and approval, survey results.

4.8 Conclusion

BCI is a multi-disciplinary emerging technology, which involves neuroscience, signal de-
tection, signal processing, pattern recognition, and other disciplines. The research on BCI
technology has important theoretical significance and broad application prospects. Due
to the late development of BCI technology, the corresponding theory and algorithm are
very immature, the research on its application is very imperfect, and more scientific and
technological workers need to be devoted to the research work in this field. With the
continuous improvement and maturity of technology, BCI will gradually be applied to
reality and open up new application fields for bionics. After referring to a large number
of literature, this paper gives a detailed review of the working principle of BCI technology
and the key technologies involved, points out the main problems in this field, and looks
forward to the development direction of this field.
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Chapter 5

Data Plane Programmability: Overview,
Abstractions, and Use Cases

Basler D. B., Browne J. I.

With the emergence of software defined networking, the controlling functionality (control
plane) could be separated from the devices in networks. The respective forwarding devices,
such as switches, remained responsible for the data plane functionalities while being con-
trolled by a centralized control instance. In order to establish a communication between
the forwarding plane and the control instance, OpenFlow was introduced, which is one of
the early APIs in software defined networks and enabled the management of match-action
flow tables. However, OpenFlow came with limitations such as protocol dependence and
a number of successor techniques followed in an attempt to solve these limitations. The-
ses introduced techniques can be labeled data plane programmability. In particular four
different approaches were highly relevant in recent years, including the following ones:
P4, Domino (both data plane programming languages), protocol oblivious forwarding, and
SRv6 programmability. It is important to understand these different approaches and com-
pare them with each other, to gain an understanding of why data plane programmabiliy
improves the limitations of the traditional network setup with OpenFlow. After providing
a brief overview of the most notable terms necessary to understand concepts related to
network programmability and SDN, the main part dives into data plane programmability
in more detail and covers the mentioned approaches. Each of these include an overview, a
context, a description of the architecture and forwarding model, and a display of some use
cases. Finally, all are evaluated and compared to each other in a discussion, followed by
a conclusion regarding the current state and an potential outlook of future developments.
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5.1 Introduction To Network Programmability

The fast growth of internet over the last decade has caused the scales of networking ap-
plications, and network elements to rise tremendously. Software defined networks (SDN)
provides network operators with programmatic autonomy over their networks. Mean-
while, the network architecture has gotten increasingly sophisticated as a result of the
competitive tussle among many stakeholders [1]. As a result of these concerns, software-
defined networking has evolved as a new paradigm that alters how the Internet operates
[2]. The control plane and forwarding plane are kept separate in SDN, and one control
plane controls numerous forwarding devices. While forwarding devices can be configured
in a variety of ways, having a standard, open interface allows a control plane to operate
forwarding devices. As a result of the control plane’s forwarding plane abstraction, new
networking protocols can be simply implemented. Being one of the first SDN deployments,
OpenFlow offers network operators with a strong tool set for programming and managing
their networks flexibly [3]. Nevertheless, the forwarding plane’s programmability is still
limited due to its protocol dependence. OpenFlow, in particular, defines its matching
fields in flow tables in accordance with existing network protocols [4]. As a result, in
order to parse packets and execute flow matching, OpenFlow switches must comprehend
the protocol headers, which may pose major compatibility concerns when attempting to
add new protocols or delete header fields [1]. As a result, it would be preferable if network
programmability could be improved further such that the forwarding plane is protocol-
independent and can be dynamically reprogrammed to support new protocols seamlessly.
Following this concept, current research suggest a few new SDN technologies, such as
protocol-oblivious forwarding (POF) [2], programming protocol-independent packet pro-
cessors (P4) [5], Segment Routing IPv6 (SRv6) [6] and Domino [7]. They share the basic
principle in that they all attempt to detach network protocols from packet forwarding and
make the forwarding plane customizable and programmable. This article explores how
to use the mentioned techniques to improve the programmability of the forwarding plane
in SDN. We begin by reviewing some of the basic concepts of SDN and explain why P4,
POF, SRv6 or Domino was introduced.

5.2 Definitions And Terms

5.2.1 Data, Control And Management Plane

Before we go into the specifics of what a control, data or management plane is we must
first clarify what a plane in networking in general is. A plane is an abstract term in
networking that represents the location of particular operations [8]. The data plane, the
control plane, and the management plane are the most widely used planes in networking.
The core DNA in today’s networking, gear to transfer IP packets from A to B, are the
Control Planes and Data Planes. The other important component is the management
plane, which is also referred as the user-to-hardware interaction [9]. These operational
planes serve as the foundation for the layered architecture to which network systems have
expanded to.
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Figure 5.1: Traditional Networking with modifications taken from Rexford, J. (2012),
Software-Defined Networking Course.

Control plane: The control plane in routing refers to those operations and procedures
that identify the route to take to transport a packet or a frame [8]. The control plane’s
duty is to populate the routing table, modelling network topology and therefore activating
the data plane capabilities [8]. Simply said, it is responsible of how packets are routed
and forwarded.

Data plane: In routing, the data plane corresponds to all activities and functions that use
the control plane logic to transfer packets from one interface to another. The data plane
function is mainly composed of the forwarding table, routing table and routing logic [8].
In a nutshell, it is responsible for transporting packets from source to destination. It is
therefore also known as the forwarding plane.

Management plane: The management plane processes communication traffic going to the
network device that is intended to monitor, setup or administer the device [10]. In other
words, the management plane traffic is characterized in the same manner as the control
plane traffic, but the communication’s purpose is to setup, administer, or monitor the
network device [10].

5.2.2 Software-Defined Networking (SDN)

Traditional networks are vertically integrated, meaning that the control plane and the
data planes are situated together network devices. This reduces flexibility and a solution
which emerged to this limitation is software-defined-networking (SDN). SDN breaks the
vertical integration by taking the control plane out of the network devices and thus,
making the control logic more independent. The control logic is now in a centralized
controller also called network operating system, which is situated in between network
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Figure 5.2: Software-defined Networking with modifications taken from Rexford, J. (2012),
Software-Defined Networking Course.

applications and the data plane including the network devices [4]. The application plane
contains network applications such as firewalls, intrusion detection systems, and network
virtualization. Further it includes mobility management in order use the northbound
API to interact with the controller or control plane below. The centralized controller
offers services including routing computation, network monitoring, and load balancing. It
receives high-level instructions from the application plane and translates them into sets of
instructions in the form of flow entries. These entries are installed on the devices which are
located on the data plane. In SDN the data plane devices make no decisions themselves,
but are rather used as simple forwarding devices [11].

By separating the control plane from the data plane, it became more feasible to run the
control plane or controller in software on standard servers. This enabled the creation of
new virtualized controllers and custom-made services. Using well defined APIs, appli-
cations on the application plane are able to program the underlying network to control
the underlying data plane. Doing this enables precisely defined actions and treatment
for packets down to the data plane. Network administrators are not required to resort
to manual configuration of low-level interfaces anymore, but can use the higher layers.
The value proposition of SDN includes a number of new capabilities including rapid in-
troduction of new network functions at software speed rather than hardware or firmware
product cycles, and more seamless integration of the network with IT processes in the
enterprise through programmable service-oriented APIs. Further, SDN provides a new
method for applications to interact with the network. Abstract APIs are used for direct
configuration and operation of networks and a query API to ask networks for information.
This information can then be used to plan and optimize operations. Finally, SDN can
decouple the network service API from the underlying implementation, which enables the
infrastructure to evolve with reduced impact to applications [12].

5.2.3 SDN Over Legacy Protocols

Before the existence of APIs like OpenFlow, the network configuration protocol (NET-
CONF) was introduced. The first version was distributed in 2006 [13] and a revision of it
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in 2011 [14]. It emerged because operators previously relied on protocols like the simple
network management protocol (SNMP) which were too difficult to use and were mainly
used for monitoring activity [15]. NETCONF allows for a network device to be managed
in a simple way. Further information corresponding to the configuration can be retrieved
and new configured. Thus, the protocol allows devices to expose an API. It makes use of
remote procedure calls (RPC) to communicate between user and device and XML doc-
uments for the configuration information which is exchanged. NETCONF can be split
into the following four layers from top to bottom: content with the configuration data,
operations to get and edit data, RPC to establish communication, and transport protocol
as the underlying layer [13].

As NETCONF sessions are the logical connections between network configuration ap-
plications and network devices [13], we can see how this concept is related to SDN. Like
OpenFlow, NETCONF is located at the southbound interface between controller and data
plane.

Figure 5.3: SDN Architecture Overview, Open Networking Foundation (2013)

5.2.4 Programmability In OpenFlow

In the year 2008, McKeown et al. [3] proposed OpenFlow. Their main motivation for
developing OpenFlow was the need for programmable networks at the time due to the lack
of ways to test and experiment new network protocols with existing networks. While their
proposal was intended for academic experiments on campus networks, OpenFlow became
much more widespread in the following years and is one of the most notable Southbound
API implementation in the industry [11]. It became so widespread, that most vendors
of commercial switches support the OpenFlow API today [4]. In summary, OpenFlow
basically acts as an API between a SDN controller and the data plane including switch
and routing devices. SDN controllers use the API to get access to the data plane elements.
Switches in the context of OpenFlow, have flow tables with packet-handling rules. Each
such rule can match with certain traffic elements based on different characteristics. Thanks
to this, users can program a device via the controller to behave as desired [4]. OpenFlow
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switches can also handle forwarding rules locally without depending on a remote SDN
controller [11].

OpenFlow Switches consist of three basic parts: a flow table, a secure channel, and
a OpenFlow protocol. The flow table tells the switch how to handle a flow of traffic
depending on certain characteristics. Then, the secure channel connects the controller
with the switch using the OpenFlow protocol to communicate the different commands
and packets. Through this communication, users do not have to program the switch
anymore. Controllers install the rules in the devices which match particular patterns such
as port numbers to an action. These flow tables with the rules are built using Ternary
Content Addressable Memory (TCAM) [3]. TCAM is a type of memory that can perform
parallel search at high speeds [16], which is ideal for the use case of matching traffic flows
and flow-rules. It can provide a lookup of flow entries within a single clock cycle [11].
Since the beginning of SDN, a large issue is scalability. When large volumes of traffic
from many flows is passed through a network, the problem gets worse. If flow entries
in switches increase very fast, TCAM can become exhausted, which results in inferior
forwarding performance overall [4].

Flow tables can typically store sets of flow entries which are made up of 15 field tuples.
Some of the fields are optional. However in many cases matching fields, action, statistical
counter, priority, and timeout mechanism are used. Among the meta information of
IP packets used in the matching process are MAC addresses (source and destination),
IP addresses (source and destination), and ethernet types. These fields can either be
matched in an exact or wildcard matter. In wildcard-matching multiple traffic flows can
be matched as some values are marked with an asterisk (*), symbolizing that that field
can have any value. Whenever a packet matches with the flow, the corresponding action
is taken. OpenFlow supports multiple flow table pipelining processing using more than
just one flow table. In both single and multiple table scenarios, when their is no match,
the packet can either be dropped or the packet-in message is sent back to the controller
which requests a flow setup request [11]. The multiple flow table pipeline was introduced
to extend OpenFlow’s initial limitations of the header field sets. With a large array of
predefined header fields this was achieved [17]. Currently the Open vSwitch is the most
widely used OpenFlow software switch. It uses a universal flow-caching based datapath for
implementing match-action pipelines [17]. Open vSwitch is a virtual switch with multiple
layers which was introduced by Pfaff et. al. in 2015. It’s purpose was to help networking
users to carry out their work in virtual environments [18].

5.2.5 Programmability In PCEP

The Path Computation Element (PCE) was originally designed to alleviate the path com-
putation tasks from routers in an Multiprotocol Label Switching (MPLS) traffic network
[19]. Path computations in MPLS are done by the provider’s head-end router which
obtains path requests from the customers [20]. However, processing constraints-based
pathways for varied flows might overload the router’s CPU, decreasing overall routing
efficiency. Path calculation, in general, gets even more complicated when inter-domain
and as well as multi-layer networks, are involved [19]. This necessitates the deployment of
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Figure 5.4: Single vs. multiple flow table taken from Isyaku, B. et al. (2020), Software
defined networking flow table management of openflow switches performance and security
challenges: A survey

a dedicated path computation server capable of computing pathways within big complex,
meshed networks as well as across domains, regardless of the underlying network layer.

PCE is able to compute best pathways for traffic over a network and can adjust the paths
to address traffic demand changes [19]. Ever since, the PCE’s function and purpose have
expanded to include a variety of different use cases such as in usage with Generalized
Multiprotocol Label Switching [20] or to provide delegated control [21].

As described in Subsection 5.2.2, an element that specifies how network packets will be
utilized and how the switches will be configured is an essential feature in an SDN design.
In the context of PCEP, this element may be viewed as doing particular computations
to relocate traffic flows throughout the network which is precisely what a PCE does and
demonstrates how a PCE fits into an SDN system [22]. As a result, it is legitimate to
investigate PCEP as a control protocol respectively as an Southbound Interface for usage
in these settings in order to fully empower the PCE as a central controller [22].

5.2.6 Programmability In hSDN

A hybrid software-defined network (SDN) is a network consisting both traditional net-
working as well as software-defined networking protocols [23]. Network administrators
may use a hybrid SDN to deploy newer SDN technologies such as OpenFlow to legacy
systems without having to completely restructure the system infrastructure [23]. In a hy-
brid software-defined network technicians can operate SDN technologies and traditional
switching protocols along the same physical hardware. While standard distributed net-
work protocols remain to partly direct the data traffic, a network administrator is able
to configure the software-defined network control plane to control particular traffic flows
[23].
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5.3 Data Plane Programmability

5.3.1 Motivation

Most network components, such as routers and switches, are developed bottom up [12].
Switch providers who provide products to their customers typically depend on external
components from third-party manufacturers [5]. The chip is a system’s brain, determining
how the system OS is implemented and what capability it can provide. Because the chip
is a fixed-function element with an internal packet forwarding process that cannot be
conveniently altered at runtime, introducing an additional set of features is a difficult
operation that may take several months [4]. This is due to the fact that a chip redesign
is frequently necessary. Programming languages like P4 [5], POX [24] or Domino [7] have
an entirely different method, comparable to how Graphics Processing Units or Central
Processing Units operate [25]. These functional units run executable code in a particular
programming language such as C++ or OpenCL. The code is therefore compiled before
being loaded into these functional units such as the CPU [5]. P4, POX or Domino on
the other hand, is centered on the same concept, however for network devices. This is a
typical top-down strategy. In contrast to the bottom-up paradigm mentioned above, with
these programming languages the network structure can be described by a programmer.

Figure 5.5: Traditional SDN (a) and SDN with a programmable data plane (b) taken from
da Costa Cordeiro, W. L. et al. (2017), Data plane programmability beyond openflow:
Opportunities and challenges for network and service operations and management

Traditionally, the term programming was associated with populating switch tables with
rules on how to forward flows in the data plane. However, with SDN solutions, a more
complex problem arose. Network operators can get constrained by the set of features
and protocols supported by fixed-function ASIC switches. They are not able to design
custom packet headers and packet parsing routines. Further, the support of novel L1,
L2, and L3 protocols requires a complex and time-consuming pipeline, which includes
protocol standardization and the release of an OpenFlow version that supports the pro-
tocol header fields. This process can take a long time (even years in some cases) [26].
In order to solve these existing problematic aspects, data plane programmability became
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more prominent after 2010. It goes beyond the low-level SDN protocols such as Open-
Flow and allow operators to satisfy the need of more complex SDN applications [17]. The
new high-level programming languages enable network operators to reprogram forward-
ing devices in-field to deploy novel networking protocols, customize network behavior, and
consequently develop innovative services [26]. Furthermore, with modern hardware, such
as flexible switches, languages specify the switch processing architecture. This includes
the specification of the layout of match-action tables, the protocols understood by the
parser, and the supported actions [17]. In a programmable forwarding plane, operators
can write switch code that specifies custom header fields and define packet header match-
ing and parsing semantics. By using a vendor supplied compiler, operators can compile
the code and deploy the resulting program into the switch. OpenFlow can be used to
populate forwarding rules built upon programmed switch features [26].

5.3.2 Existing Solutions

In the following sub chapters, four different approaches are introduced in more detail
showing advancements in the field of data plane programmability throughout the last
years. All approaches emerged from the traditional SDN networks with OpenFlow and
attempt to eliminate the limits that approach has. First, two programming languages,
P4 and Domino, are introduced which are designed to enhance the data plane function-
alities. Then, two similar approaches, POF and SRv6, are introduced which are intended
replacements of OpenFlow and are therefore southbound APIs in the SDN architecture.

5.3.2.1 P4

P14 was the acronym of the very first P4 language deployment and P16 is the current
language standard [5]. There are significant differences between P14 and P16, and it is
important to keep in mind that P16 includes certain backwards-incompatible modifications
to P14 in respect of semantics and syntax [27]. The primary reason for moving from P14

to P16 was to minimize the language’s complexity and to provide a solid base of the
language to ensure that current P16 programs will be syntactically valid in the long term
when evaluated against later releases of the language [27]. Simultaneously, a considerable
number of native P14 features have been incorporated into libraries for developing efficient
P4 software [25].

P4 was initially introduced in the publication ”Programming Protocol-Independent Packet
Processors” [5]. P4 enables developers to completely control how packets passing config-
urable dataplane blocks will be treated. Target is a common term in P4 that refers to a
range of devices that may be programmed using P4, such as routers, switches or Network
Interface Cards [27]. P4 has a significant benefit in that it can process not just conven-
tional well-known protocol headers such as Ethernet or TCP as typical routers or switches
do, but also entirely customized ones [5] as shown in Figure 5.6.

The P4 code must specifically describe all header types and how they are processed [5].
It is also the job of the coder to construct a match-action pipeline within the specified
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Figure 5.6: P4 Header Formats based on Bosshart, P. et al. (2014), P4: Programming
Protocol-Independent Packet Processors

dataplane block [27]. Such a block in turn can be made up of one or more tables that are
matched against processed header fields [27] as can be seen in Figure 5.7.

One or more actions could be assigned to each table and executed at runtime [28]. These
actions specify what should be done with a packet such as changing the entries of certain
header fields, drop packets or forward packets to the specified physical port [5]. A pro-
grammer is responsible for all elements of the tables and their inner structural properties
such as the match-action fields, number of tables or action behavior which, in turn, makes
P4 a powerful approach [28].

The PSA architectural model as shown in the upper half of Figure 5.7 is often used with
the P16 language definition. As such, the P4 architectural model specifies the function
blocks for a specific dataplane target. As depicted in Figure 5.7 both programmable blocks
and fixed-function blocks are applicable. With that being said, the target manufacturers
dictate the behavior of the fixed-function blocks, which is beyond the control of the
programmer [5]. However, P4 is then used to configure the programmable blocks. It’s
also worth noting that two two fixed-function blocks and six programmable blocks are
specified in the architecture model [28]. The Packet Buffer and Replication Engine (Block
four in Figure 5.7) and the Buffer Queuing Engine (Block eight in Figure 5.7) are target
specific components [28]. The format of these two blocks may alter depending on the
device and manufacturer. However, P4 is entirely configurable for the remaining blocks.
In addition to the PSA architecture model, there are other ones such as the V1Model,
the PISA or BMv2 architecture model. The V1Model is the architecture commonly used
with the BMv2 Simple Switch [28] and the PISA concept dates back to when P16 was the
primary language version.
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Figure 5.7: PSA Architecture Model and match-action pipeline within a given pro-
grammable block based on P4.org Architecture Working Group (2021), P16 Portable
Switch Architecture (PSA) and Pawel, P. (2020), P4 programming Language - Intro-
duction to network programming with P4 Course

Regarding P4, a lot of research is being done at the moment. Fattaholmanan and Carzan-
gia, for example, introduced P4 Weaver, a new way for incremental programming [29].
P4 Weaver is intended to integrate new data plane code features into a core program in a
systematic and controlled manner in order to maintain the switch’s reliability. P4 Weaver
enables switch users to adopt and deploy new concepts and algorithms while guaranteeing
that the switch’s essential traffic-handling functionality remains functional. P4 Weaver
adds so called annotations to a P4 applications which enable to control how a program
may be altered without breaking it.

5.3.2.2 Domino

In 2016 Sivaraman et al. developed Domino which is a domain-specific and imperative
programming language to express data-plane algorithms. It is similar to the C program-
ming language but has several constraints, which are described below [7]. The main
goal of the Domino concept is to express data-plane algorithms and make the respec-
tive hardware flexible enough, while maintaining the performance of high speed switches.
Traditionally, data-plane algorithms were implemented using dedicated hardware, mak-
ing investing in new and expensive hardware necessary every time a new algorithm came
along. Efforts to build programmable switches meant to have worse performance in order
to achieve programmability. However, in recent years programmable switching chips such
as Intel’s Tofino 3 [30] or Marvell’s Teralynx [31] have emerged which are attractive as
they don’t compromise data rates [32]. In order to always run at line-rate of a switch,
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the data-plane algorithms traditionally had to be implemented directly in the hardware,
and therefore, not being modifiable. This leads to static and non-flexible solutions. With
Domino, it is possible to formulate data-plane algorithms conveniently which are compiled
into low-level microcode which runs on line-rate switching chips. Further, the concept of
packet transactions was introduced which enables line-rate programmability for stateful
algorithms [7]. In contrast to the stateful algorithm support of Domino, the P4 language,
discussed in the previous sub-chapter, is more suitable for packet processing tasks which
don’t manipulate states on switches [33].

As mentioned the Domino language comes with some constraints. For instance, it doesn’t
support for loops, access to packet payloads, unstructured control flow and dynamic mem-
ory allocation. The reason for these constraints is that the line-rate must be guaranteed
in all cases. By making these constraints required, deterministic performance can be
achieved. In the case of loops, it would be impossible to guarantee the algorithm finishing
in time to satisfy the line-rate. Payload access also requires too much time for switches
to process [7].

Domino comes with the following three main concepts [7]:

• Packet transactions (abstraction for programming algorithms) and the Domino lan-
guage itself

• The Banzai machine model for line-rate switches

• The Domino compiler

Figure 5.8: Domino code taken from Sivaraman, A. et al. (2016) Packet transactions:
High-level programming for line-rate switches

A packet transaction in Domino is a abstraction to implement data plane algorithms.
It is a sequential code block which has the property of being atomic, meaning that it is
isolated from other packet transactions. Therefore, developers can focus on the operations
of each packet with out thinking about concurrent packets. While the actual hardware
(switches) has several pipelines working on the packets, developers view the transactions
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as if they were executed in a serial matter. This means, any visible state is equivalent
to serial execution of the transactions in the order of arrival of the packets [7]. In order
to write code to express packet-processing algorithms, a packet transaction is used. The
transaction captures the logic of the processing of a packet [33]. In figure 5.8 a code
example is shown to demonstrate a very simple packet transaction which samples packets
only every Nth time. The code is written in the Domino language.

Figure 5.9: The Banzai machine model pipeline of a programmable switch taken from
Sivaraman, A. et al. (2016) Packet transactions: High-level programming for line-rate
switches

The second concept of Domino is the Banzai machine model which is depicted in figure
5.9. A goal of this machine model is to represent switches and experiment with different
ones [33]. Banzai is a C++ simulator of programmable switches and can model either
the ingress or egress switch pipeline. As seen in graphic, the machine model models only
the action phase of the match-action table. Further, the model assumes the packets are
already parsed on arrival. Banzai is essentially a feed-forward pipeline which executes
different stages on every clock cycle. At the passing of every clock cycle, exactly one
packet is processed at a stage. An important property of Banzai is, that it always satisfies
line-rate and is deterministic [7]. In the context of Banzai, a key element was introduced
called the atom. Atoms are located in every pipeline stage of the machine model in form
of a vector and represent atomic operations which are supported by the switches natively.
Each atom in pipeline stage modifies mutually exclusive sections of one packet’s header
in parallel, allowing for experiments with different switches. Atoms can also modify the
actual switch device, making stateful data plane algorithms possible. In order for these
algorithms to be executed at line-rate, Banzai uses an atomic modifying operation which
enables an atom to terminate the the read, modify, and write operation in one clock
cycle. The modify part can be any stateful operation [7]. Banzai does however come
with some constraints and limitations. As every atom’s state is local, this state can’t
be shared with other atoms. This limits the memory capacity. Computation limits arise
due to the fact that Banzai requires atoms to terminate within one-clock cycle. Finally,
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resources are limited because the amount of atoms in each stage and the amount of stages
in the pipeline are limited. Therefore, Banzai is not a feasible solution for algorithms
which modify larger sets of packet headers and require larger amounts of computational
resources. Examples include WAN optimization or deep packet inspections which require
switches to process the payloads of packets as well [7]. These tasks, especially at line-rates
over 1GHz, should rather be run on hardware such as the CPU [34].

The last Domino concept is the Domino compiler which translates Domino code to Banzai
targets. This compiler is a bit special as it only compiles the Domino code if it can be
run at line-rate (all-or-nothing policy). Therefore, line-rate is guaranteed. The compiler
consists of three phases: preprocessing, pipelining, and code generation [7]. In a first
step, the compiler takes the packet transactions and outputs a pipeline of codelets. These
are small code fragments which guarantee the transaction’s semantics. Secondly, every
codelet is mapped an atom in the switching hardware [33]. For more detailed information
about the compiling process, the paper on Domino [7] can be studied.

5.3.2.3 POF

Protocol Oblivious Forwarding is an improvement to the SDN forwarding architecture
based on OpenFlow as it increases the SDN programmability [2]. POF allows forwarding
devices to adopt any new protocol without altering the devices’ software [2]. To achieve
this objective, a protocol abstraction is utilized. As previously stated, existing OpenFlow-
based SDN increases network device programmability by loading flows into devices from
the controller, however it cannot dynamically support additional protocols. The pro-
grammability is limited to established protocols. If a new protocol-based service must be
introduced, the operator must request that the device manufacturer adjust the code of
the devices to accommodate the new service.

POF essentially adopts OpenFlow’s network topology, in that a centralized controller
exists in the control plane to regulate the forwarding activities of the switches in the for-
warding plane using Flow-tables. POF’s advances, on the other hand, are the protocol-
oblivious definition for flow-matching fields and a collection of generalized flow operations,
with which protocol-independent packet forwarding in switches may be efficiently accom-
plished [35].

POF represents any protocol field with the following format where offset indicates the
starting point of the field relative to the current protocol head and length the field’s
length in bits [2]. As an example, the figure below depicts the Ethernet protocol header
format with its corresponding fields. It is apparent that any current or new protocol may
be represented by the offset, length tuple.

To achieve packet parsing and flow matching, the switches employ a series of basic search
keys and table lookup instructions. POF essentially specifies a matching field’s search key
as a tuple ”offset, length.” All of the directives in the tables use the tuple ”offset, length”
as well, to find the data on which to act. This allows one to alter any packet at any
time, which is significantly more adaptable than the OpenFlow method. As mentioned
above in the OpenFlow switch specifications, an action remains protocol-specific, requiring
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Figure 5.10: POF - protocol field representation based on Yu, J., Wang, X., Song, J.,
Zheng, Y., Song, H., (2014) Forwarding programming in protocol-oblivious instruction
set

numerous actions to be provided for each outdated protocol. Flow tables in a POF-enabled
switch are categorised into four types: masked match (MM), longest-prefix-match (LPM),
extract-match (EM), and direct tables (DT). These tables have varying memory capacities
and can be searched using a variety of table lookup techniques [1]. To be more specific, Yu,
J. et al. (2014), outline the packet structure recommended for POF-based source routing
where the source routing-related header fields are placed between the IP and Ethernet
and IP header.

Figure 5.11: POF-based source routing taken from Yu, J., Wang, X., Song, J., Zheng, Y.,
Song, H., (2014) Forwarding programming in protocol-oblivious instruction set

The next section provides an overview of the different processes that occur during source
routing with protocol-oblivious forwarding, which as well can be read in more detail in
[1][2][35].

• When the first packet reaches the ingress edge switch, with the help of the POF
controller, the source routing related header field is inserted in between the Ethernet
header respectively the IP header in a first step, and the Ethernet header’s type field
is changed to 0x0908 in a second step, to signal that the Ethernet frame includes a
POF-based source routing packet.
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• In Figure 5.11, Table 0 contains a check to see whether the type field of the packet’s
Ethernet header matches 0x0908.

• If the Ethernet frame comprises a POF-based source routing packet, the switch at
table 1 performs the write-metadata-from-packet action to replicate the Port field
to its metadata memory to encode the output port.

• If the time-to-Live field in the source routing header matches 1 (the specific switch
is the packet’s final hop), the switch executes the del-field operation to erase all
source routing related fields in the packet and reset the type field in the Ethernet
header to its initial value. Otherwise, the switch does nothing but delete the Port
field. The packet is subsequently sent to its selected output port using the output
instruction.

As we have seen, POF’s main idea is to decouple the defined network protocols from the
packet forwarding in order to make the forwarding plane adaptable and programmable.
POF, in particular, presents a protocol-independent instruction set, allowing a network
operator to specify the protocol stack and packet forwarding mechanism in a considerably
more modular fashion than the OpenFlow standards.

5.3.2.4 SRv6 programmability

The notion of SRv6 programmability is defined as segment routing over IPv6 (SRv6) net-
work programming [6]. It is a framework, introduced by the IETF, which enables network
operators to encode sequences of instructions in IPv6 packet headers and therefore, being
able to achieve processing programmability. Every instruction can be implemented in
different network nodes. To identify these instructions, SRv6 segment identifiers (SID) in
the packets are utilized [6]. Basically, SRv6 is a combination of the traditional segment
routing and IPv6, where flexible IPv6 extension headers are used to implement network
programming [36]. Before looking closer at SRv6, the concept of segment routing must
be introduced.

The term segment routing refers to an architecture which is flexible and scalable. It
was introduced in 2013 by IETF [37] and emerged as networks evolved more and more
towards application-centric platforms requiring more flexibility. The basic technique of
segment routing is to allow a edge router to steer packets through a network by making use
of segments. Such segments are defined as identifiers for topological instructions which
enables packets to be steered over certain paths. The omits the need for intermediate
routers or nodes to contain the state for the different paths [38]. As the only the ingress
node maintains per-flow state information, this enables better network scalability. The
TCAM memory requires less space to store flow table. Overall, segment routing is turning
out to be an effective alternative for the traditional destination based routing schemes. It
can solve challenges of traditional networks by using a ordered list of instructions, which
is called the segment list, to navigate through the paths. Segment lists are encoded in the
packet headers as either MPLS labels or as IPv6 addresses [39]. The latter case is the one
which is relevant for SRv6.



122 Data Plane Programmability: Overview, Abstractions, and Use Cases

Figure 5.12: The format of a segment routing header (SRH) in SRv6 taken from Lanjun,
L. (2021) SRv6

The segment routing architecture consists of two main components, the data-plane and
the control-plane of segment routing. The data-plane part is concerned with the segment
routing header, as seen in figure 5.12. It is an additional part of a IPv6 header and contains
a pointer to the active segment of the packet and the sequence of segments (segment lists).
The pointer is the instruction which the current node must execute. After execution, the
next segment in the list becomes the active one. Nodes can support different data-plane
operations: CONTINUE (forwarding action), PUSH (set active segment in header), and
NEXT (mark next segment as the active one) [38]. As mentioned before a segment
identifier (SID) identifies the segments and there are three main types:

• Node SID

• Adjacency SID

• Service SID

The control-plane part is responsible for the SIDs to be communicated among the nodes
using protocols such as IGP. Routers can have a database with all current segments stored
in it. Further, the control-plane tells the ingress node how to select a path for packets.
For this there are different methods such as the distributed constrained SPF calculation
(shortest path with some criteria) or the SDN controller based approach, which can make
use of the PCEP protocol [38].

In SRv6 schemes, IPv6 is used as the data-plane technology while MPLS is the other used
option (SR-MPLS). SRv6 uses the segment routing header (SRH) to define the explicit
path by storing the IPv6 segment list information in it. In order to determine how a
packet should be forwarded, the SRH field segments left and segment list are required
in order to retrieve the IPv6 destination address. SRv6 comes with three programming
capabilities, described by Lanjun (2021) as the three-dimensional programming space.
It consists of path programming, where the paths can be defined by multiple segments
with the segment lists. Secondly service programming is made possible, due to flexible
programming capabilities with the SRv6 SIDs, which are 128-bit IPv6 addresses. These
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addresses consist of a locator, a function, and optional arguments which all together
provide the capability to program different services. Finally, the application programming
can be achieved, through type-length values capturing irregular information of the network
and forwarding plane. This is why SRv6 can interact with SDN networks and achieve
service-driven networks [36].

The forwarding process of SRv6 works as follows. All the SIDs of the nodes located on
the path from A to B are encapsulated in reverse order in the SRH. The segment left field
in the SRH points to the segment list which is current. Then, the first node takes the
value of the segment list and writes it to the destination address field in the IPv6 header.
Then the packet is forwarded to the next node. It is important to mention, that devices
which do not support SRv6 can still be involved in this process. In this case, the device
would simply forward the packet based on the current destination address. On the other
hand, SRv6 devices look up their local SID tables for matching SID (e.g., End.X SID).
The final node decapsulates the packet and forwards the packet to the end host. Another
way to look at the forwarding of SRv6 is the SRv6 working mode, which incorporates a
(SDN) controller instance, which receives network topology information and delivers the
path information to the ingress node. SRv6 works with both a traffic engineering policy
or a best effort policy [36].

Many advantages come with the SRv6 approach. Besides offering extensibility and pro-
grammability, the number of required protocol types is reduced. Such protocols include
for instance LDP or RSVP. Further, SRv6 meets the diversified requirements of novel ser-
vices, provides high reliability, and offers potential for cloud applications. Further, native
IPv6 devices without the capabilities to support SRv6 can still be used in the forwarding
process of SRv6. This allows for SRv6 devices to work together with traditional IPv6
devices. When it comes to the costs, this is a important factor which speaks in favor of
SRv6.[36]. Other use cases of segment routing in general are traffic engineering using SR
tunnels, service function chaining, and segment routing based network resiliency [38].

One recent use case of SRv6 programmability was proposed by Gramaglia et al. (2020).
The research was able to show advantages of segment routing in the context of 5G net-
works which use network slicing. The paradigm enables operators to manage different
virtual instances of their respective mobile 5G network. This way, a diverse collection of
services can be delivered, creating much more flexibility. At the same time, the overall
resource utilization is increased [40]. The tunneling protocol which is mainly used is the
GPRS tunneling protocol (GTP). It was shown that SRv6 has the potential to be a valid
alternative approach. Two different modes could be possible, depepending if GTP should
be replaced completely or not: traditional and enhanced modes. In traditional mode,
the network architecture remains the same and GTP is mapped to SRv6 encapsulations.
More advanced functions are possible in enhanced mode, where packets can traverse mode
nodes (more than one SID in headers). Services such as traffic engineering are made pos-
sible. Overall, SRv6 simplifies the transport of user data much simpler by adding tunnel
endpoint identifiers (TEID) being encoded in the protocol stack. As shown in the re-
search, SRv6 also uses much less computational resources because the path information
is indicated upfront. Finally, SRv6 can replace underlay transport layers such as MPLS,
making it the sole transport layer protocol in 5G networks [40].
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5.4 Comparison Of Techniques And Discussion

In the following section, we will go deeper into the points raised above in order to provide
a more complete overview draw a comparison of the various data plane programmability
approaches. POF-FIS is adaptable in terms of implementing protocol rules and quickly
deploying services, whether current or new ones. POF-FIS, being the primary southbound
interface element in SDN, is independent of the high-level programming language, target
platform or northbound interface. Therefore, Administrators can design the forwarding
mechanism using C, Java, P4, or any high-level language. Administrators can also di-
rectly control the POF-FIS to build the entire forwarding process. The generic POF-FIS
considerably enhances network element adaptability. POF-FIS enables the flexible net-
work components’ forwarding capabilities to be completely released, resulting in greater
efficiency and more expressive forwarding behavior. Even if POF enables network devices
to offer full programmability for any new feature based on existing or new protocols, POF
has encountered several difficulties. Many manufacturers have created SDN forwarding
devices and controllers that do not support POF. If POF is to be utilized globally, it must
be standardized as a component of the SDN deployment. Beside POF, P4 and Domino,
as high-level programming languages, also try to improve the OpenFlow architecture de-
sign. As the control plane cannot define how packets should be treated to best satisfy
the demands of the control applications with OpenFlow, P4 and Domino suggest a step
toward more adjustable switches. An administrator determines how the forwarding plane
handles packets without regard for implementation concerns. A compiler converts the
program into a table dependency graph that may be translated to a variety of specialized
target switches, including efficient hardware implementations. Just like POF, P4 also has
some challenges to overcome. In P4, there is no iteration concept. Only the state machine
of the parser can produce loops. Recursive procedures are not supported. As a result, the
work produced by a P4 program is linearly dependent solely on the header sizes. Due to
the lack of loops, P4 is also ineffective for deep packet inspection as P4 applications, in
general, cannot undertake any useful processing of the packet payload. A few years after
P4, Domino introduced the ability to express data plane algorithms while maintaining
performance of high-speed switches at line-rate. Like with P4, iterations and memory
access are not supported by the language. However, Domino is suitable for small sets of
modifiable packet headers and can use stateful algorithms, which P4 is not that suitable
for [33]. As Domino targets solely a single switch device, there have been further devel-
opments of technologies, such as SNAP which addresses multiple hardware targets [41].
Another remaining challenge in recent developments, are the flexible and platform inde-
pendent programming abstractions for stateful packet processing on data plane devices.
Even though performance can be greatly reduced, SDN controllers still utilize this stateful
processing. In order to tackle this, Domino introduced the abstraction of packet trans-
actions, which helped to express stateful algorithms on the data plane without having to
define match-action tables. As seen in the Domino sub-chapter, the atoms are responsible
for encompassing the instruction sets, which are then configured by the compiler [17].
A similar concept like POF, is the SRv6 (segment routing over IPv6) technology, which
came a few years after. Thus, it can be regarded as an extension of that technology. It
shows promising use cases in fields such as 5G and cloud services, as it combines segment
routing with IPv6 and MPLS. It also supports native IPv6 devices for forwarding pack-
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ets, which can greatly reduce the costs of new hardware. It also introduced huge benefits
such as network scalability and flexibility when it comes to data-plane forwarding. The
figure 5.13 should highlight the key aspects of the various data plane programmability
techniques which were discussed in this report.

Figure 5.13: Comparison of different data plane programmability approaches

5.5 Conclusion

This report presented many emerging technologies tackling the challenges of data plane
programmability in recent years. Programmable data planes are the next step in allowing
switches to conduct sophisticated packet processing. A data plane which is programmable
goes beyond the abilities of a switch that solely employs OpenFlow. A configurable data
plane can route packets based on factors other than those specified in Layer two or IP
packet fields when referencing the OSI model. Programmable data planes simplify to
perform tasks such as executing achieving load balancing by transmitting packets with
the same characteristics out to various ports. The paper also demonstrated that pro-
grammable data planes are able to implement various sorts of policies. By incorporating
programmable data planes policies based on packet rates can be easily implemented. Ad-
ditionally, the flexibility to forward packets based on any format may be essential for
supporting IoT devices. Ever since SDN introduced the notion of separating the data
plane from the control plane, new opportunities arose, however accompanied by down-
sides as well. With all the promising data plane technologies such as the programming
languages P4 and Domino, and the southbound APIs such as POF and SRv6, the over-
all concept of SDN still remains with some challenges to face. One of them is that a
programming language like P4 does not yet have the flexibility that other programming
languages have, making it challenging to define desired methods. Data plane programma-
bility involves programming which is never straightforward. Programming the network
is still comparatively new, with few mature tools to guide and support the development
process. The tendency indicates that even more money will be invested in researching the
field of data plane programmability. Even if P4 is currently the most used and best known
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when talking about data plane programmability, it is not guaranteed which technology
will prevail in the future as, depending on the scenario, they do not always compete and
can be used combined.
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6.1 Introduction

The Internet and digital systems have become a key not only for communication and
innovation but for the economy, military, and sovereignty of countries worldwide. Research
suggests that modern societies face three existential challenges: nuclear war, ecological
collapse, and technological disruption. It is the last of the three that can affect the
developmental trajectory of states and societies [1].

Sovereignty and colonization are concepts that existed before human beings entered the
information era. In the long past, there was neither electricity nor the Internet. Therefore,
most of the people’s assets were tangible (i.e. can be seen and touched), such as precious
metals, food, lands, and so on. However, with the development of IT technology, human
beings have entered the era of informatization and digitization, and assets are not only
limited to those tangible assets mentioned above. Many emerging digital assets appeared,
such as valuable data, cryptocurrencies, and Non-Tangible Tokens (NFT) [2].

The change of form of assets is affecting current politics. From Marxism, the concept
that the base determines the superstructure is mentioned. The base refers to the mode of
production which includes the forces and relations of production (e.g., employer-employee
work conditions, the technical division of labor, and property relations) into which people
enter to produce the necessities and amenities of life. The superstructure refers to society’s
other relationships and ideas not directly relating to production including its culture,
institutions, political power structures, roles, rituals, religion, media, and state [3]. Since
the economic foundations such as the form of property existence have changed with the
development of science and technology, the superstructure in the political sense such as
sovereignty and colonization also need to be redefined and discussed.

This article focuses on the topic of digital sovereignty and digital colonization. First,
in this article, we introduce the concepts of digital sovereignty and digital colonization,
including the context in which they emerged, such as how technologies gave birth to
this new concept by comparing them with their traditional versions. i.e., how nascent
technologies gave birth to this new concept by comparing them with their traditional
versions. Then we will introduce some background about new digital technology and how
they influenced our daily life and politics. After that, the challenges faced by the digital
society are introduced, such as Europe’s technological dependence on other countries, and
the current issues of digital sovereignty, such as issues about data security, privacy, and
overall cybersecurity. As shown in Figure 2.1, over half of the Europeans think that their
country is too dependent on foreign digital technologies. Finally, this article gives some
possible solutions and insights for some of the problems mentioned above, including an
outlook on what to expect for the future of the digital world.

Figure 6.1: Share fo Europeans who think their country is too dependent on foreign digital
technologies
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6.2 Background

In this section, we introduce the main concepts required for a full understanding of this
paper. This section also includes basic concepts about sovereignty and colonization as
well as their digital versions.

6.2.1 Sovereignty and Digital Sovereignty

Different theories have different views on the concept of sovereignty space, such as Do-
mestic sovereignty, Interdependence sovereignty, and so on, and this article will not delve
into the definition of sovereignty. In the classic, post-Westphalian system, sovereignty is
understood as the exclusive authority of the State over persons and things within a spec-
ified territory [4]. All three elements of this definition - the nature of power/authority, its
exclusivity, and its territoriality - have been challenged by the invention of interconnected
global communications networks, in short: cyberspace. Because cyberspace creates a
space for storage of and access to information, as well as social interaction regardless of
the user’s location and irrespective of distances, it creates the perception of a space not
restricted by - or even detached from - geography. In other words, cyberspace is perceived
as a territorial [5].

The definition of digital sovereignty is still not clear enough, and the scope of the adaption
of digital sovereignty is still controversial in the international and academic circles. While
the 2013 and 2015 Reports of the Group of Governmental Experts on Developments in
the Field of Information and Telecommunications in the Context of International Security
[GGE] have confirmed that sovereignty and the international norms and principles that
flow from it apply to State conduct in cyberspace, they have left open the meaning and
scope of sovereignty concerning the cyber domain [6].

The author believes that the scope of application of digital sovereignty includes but is
not limited to personal data of the public or enterprises, digital assets of the public or
enterprises, network security, and the government’s control of public opinion in cyberspace,
etc.

One commonly cited example of a digital sovereignty principle in play is the European
General Data Protection Regulation (GDPR) which establishes key requirements for data
handling related to European individuals or businesses. The GDPR extends that data
sovereignty principle around the world and requires foreign dealers in European data to
get in line [7]. In short, GDPR is also a code of conduct for companies or individuals just
like other laws, but what is different from other laws is the scope of its use. The scope
of application of traditional laws is the real world, while the GDPR has expanded to a
new scope of application., that is, cyberspace or digital space, which can be regarded as
a manifestation of digital sovereignty.
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6.2.2 Colonization and Digital Colonization

The term colonization is derived from the Latin words colere (”to cultivate, to till”) [8].
Colonization originally refers to large-scale population movements where the migrants
maintain strong links with their or their ancestors’ former country, gaining significant
privileges over other inhabitants of the territory by such links.

In the Colonial Era, colonialism in this context refers mostly to Western European coun-
tries’ colonization of lands mainly in the Americas, Africa, Asia, and Oceania. As men-
tioned above, this article also does not make too much discussion and research on the
meaning of colonization itself. The author here summarizes the characteristics of tradi-
tional colonialism. The colonizers exploited the wealth such as resources and labor force of
the colonies by establishing a dominant military position or other methods while dumping
products to the colonies and exporting ideology and values to intervene in colonial poli-
tics. After this, new forms of colonialism such as economic colonization also emerged the
difference is that this type of colonization is usually built based on capital and technology.

Digital colonialism refers to the use of digital technology to exercise political, economic,
and social domination of another country or region [9]. Digital colonialism is to consoli-
date the unequal division of labor, and the dominant state uses its ownership of digital
infrastructure, knowledge, and control over computing means to keep the countries of the
South in a state of dependence for a long time. This unequal division of labor has evolved.
Economically, manufacturing has moved down the value hierarchy, being replaced by an
advanced high-tech economy firmly in the hands of tech giants.

In the information age, data is an important asset, and data can be used in various
aspects, such as business analysis, machine learning, advertising recommendations, etc.
Large Internet companies such as Google have 4.3 billion users worldwide. Based on 4.72
billion These companies can obtain huge amounts of data from their users and use it to
enhance their services and reap huge benefits. The user attention brought by the number
of users is also an important means for large Internet companies to make profits e.g.,
through advertisement. Figure 2.2 shows leading countries based on Facebook audience
size. What’s more, social media such as Facebook and Twitter also have an important
influence on public opinion. Through content review and screening, these social media
platforms can guide and control the public opinion of their users, and virtually shape the
ideology of users.

Figure 6.2: Leading countries based on Facebook audience size as of January 2022

6.2.3 Technologies, Politics and Digital Sovereignty

In this subsection, we introduce some emerging technologies that give some examples of
digital sovereignty and digital colonization.
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6.2.3.1 Big Data

Big data can influence politics in many ways, such as public opinion analysis and aiding
elections, etc. The government can obtain public information published by the public
on the Internet through technologies such as web crawlers and conduct processing and
analysis through natural language processing and other means to analyze public opinion
and assist policy designation. In addition, the application of big data also has an impact
on the election, like corporations, campaigns now know far more about their constituents
than ever before what they read, which movies they stream, which shows they watch,
where they shop, which products they buy [10]. If the elector can obtain these data about
the voters, then we can say that whoever obtains the data has the initiative in the election.
This shows that data is a very important property and should be considered as part of
digital sovereignty.

6.2.3.2 Telecommunications

Founded in 1987, Huawei is a leading global provider of information and communications
technology (ICT) infrastructure and smart devices [11]. Although two European alterna-
tives are available in Ericsson and Nokia, the Chinese company has considerable market
shares in some EU countries. In some cases, the entire mobile network is based on Chinese
technology [12]. The author believes that telecom infrastructure, like other infrastructure
such as water and electricity, plays a vital role in the security of digital sovereignty. Too
much reliance on the technical support of a single country is like putting eggs in the same
basket, which will bring certain risks to its security.

6.2.3.3 Digital Social Media

It is well known that during the 2020 US election, then-President Donald Trump’s Twitter
account was blocked for inciting violence. There is no doubt that Twitter’s ban on Trump’s
account has had a certain impact on American politics. The CEO of a technology company
can cut the president of the world’s most powerful democracy from his supporters. Isn’t it
something to be wary of? This shows that the country’s digital sovereignty is partly in the
hands of some tech giants. After all, Twitter is an American company, and for the United
States, the runaway of digital sovereignty is not particularly serious. But what if Twitter
could also ban the accounts of leaders of other countries at will? ”The right to freedom
of opinion is of fundamental importance,” Steffen Seibert, Merkel’s chief spokesman, told
reporters in Berlin on Monday, according to Reuters [13].

6.2.3.4 Digital Finance

Digital finance is the term used to describe the impact of new technologies on the financial
services industry. It includes a variety of products, applications, processes, and business
models that have transformed the traditional way of providing banking and financial
services [14].
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Even ten years ago, one could not have imagined that electronic or mobile payments would
be as commonplace as they are today. Electronic payment has greatly changed the way
people live and shop. You don’t need to carry cash or credit cards, you only need to carry
your mobile phone to make payments and shopping, which not only provides convenience
for people but also avoids the risk of losing cash or credit cards. In China, electronic
payment has a very high penetration rate, and over 80% of adults use electronic payment
[15]. As shown in Figure 2.3, Popular mobile payments around the world include PayPal,
Amazon Pay, eBay, Google Pay, Apple pay, Alipay, etc. Almost all of the above electronic
payment methods are provided by companies in the United States.

Figure 6.3: Common electronic payments

6.3 Challenges for a Digital Sovereignty

In this section, we introduce the main challenges to digital sovereignty in this paper
including the current situation of data security, data privacy, cyber security, and so on.

6.3.1 Data Security and Data Privacy

The Ponemon Institute’s Cost of Data Breach Study found that on average, the damage
caused by a data breach in the USA was $8 million [16]. It is obvious can that data
security plays a vital role.

The information economy has proven to be a deteriorating issue in US-EU relations. In
addition to concerns over data security, European politicians have also raised concerns
about the market dominance of U.S. companies, especially in data storage and analysis.
This week, Ms. Merkel warned of the risks of ”reliance” on US technology [17].

However, the protection of data security and data privacy also faces many challenges.
With the exponential growth of data, the protection of data security and data privacy
is becoming more and more difficult. Threats to data security come from many aspects,
including but not limited to, accidental leakage, malicious attacks, illegal collection, and
utilization of data, etc.

Privacy is the ability of an individual or group to seclude themselves or information
about themselves and thereby express themselves selectively. When something is private
to a person, it usually means that something is inherently special or sensitive to them.
The domain of privacy partially overlaps with security, which can include the concepts of
appropriate use and protection of information [18]. In short, privacy can be understood as
some information that is only relevant to an individual and does not want to be disclosed
to the public.
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The protection of private data also faces many challenges which are linked to technology
moving at a quicker pace than the law. Even though many States have data protection leg-
islation in place, some of it is not sufficiently updated to take technological advancements
into account [19].

The opaque use of private data by businesses is also a challenge for data privacy protection.
Companies often share their clients’ information with third parties companies. This gives
the third parties companies the ability to use the data as it is for their profit [20].

6.3.2 Cyber Security

All aspects of human life today are inseparable from information and communication
technology. Almost everything is done on the Internet, such as shopping, transactions,
and more. Cyberspace, like land, sea, and sky, is the fourth space in which people live.
Therefore, cybersecurity is closely related to national security and sovereign security.

Just like in showing crime in life, there are all kinds of crimes on the web and these
types of crimes are known as cybercrime. Cybercrime is any criminal activity involving
computers, networked devices, or networks. Cybercrime consists of many kinds, including
but not limited to cyber extortion, crypto-jacking, theft of personal information, pirated
software, and more. Take cyber extortion, for example, where hackers encrypt corporate
or personal data and demand a ransom to unlock the files. Cybercrime comes in many
forms, such as cyberattacks, malware, phishing emails, and more. Cybercrime, like other
crimes, can bring harm to people’s property, reputation, and many other areas.

On May 12, 2017, WannaCry(Figure 2.4) launched a major cyberattack, infecting over
230,000 computers in 150 countries and demanding ransom payments on each. The attack
was described by Europol as an unprecedented event in terms of its scale [21]. During the
initial spread, WannaCry encrypted various files on the computer and asked users to pay
bitcoins to a specified address. WannaCry threatens to delete the files if users fail to pay
bitcoin within the deadline.

Figure 6.4: WannaCry, A major ransomware cyber attack in 2017

The major players operating in the Central & Eastern European Cybersecurity Market
are Cisco Systems Inc., IBM Corporation, Fortinet Inc., Palo Alto Networks Inc., McAfee
Corp, Sophos Group Plc, CrowdStrike Holdings Inc., FireEye Inc., Juniper Networks
Inc., Check Point Software Technologies Inc, CyberArk Software Ltd., Trend Micro Inc.,
Zscaler Inc., Sonicwall Inc., Barracuda Networks Inc [22]. Table 2.1 shows the countries
where these cybersecurity companies From the table above, we can see that US-based
cybersecurity companies dominate the cybersecurity market share in Central and Eastern
Europe. Of the many Central & Eastern European cybersecurity providers mentioned
above, only one is in Europe, but only geographically and not politically. From Figure
2.5 we can see that digital sovereignty in Europe is heavily dependent on the outside
world, especially in the United States. This undoubtedly brings greater risk to their
cyber security.
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Table 6.1: The major players operating in the Central & Eastern European Cybersecurity
Market and which country they belong to

Company Country

Cisco USA
IBM USA

Fortinet USA
Palo Alto USA
McAfee USA
Sophos UK

CrowdStrike Holdings USA
FireEye USA

Juniper Networks USA
Check Point Israel
CyberArk USA

Trend Micro Japan
Zscaler USA
Sonicwall USA
Barracuda USA

Figure 6.5: Location of the world largest tech companies

6.3.3 5G Infrastructure

As shown in Figure 2.6, Huawei has a great influence on the worldwide telecommunication
field. Huawei’s European activities began in 2000 with the opening of an R&D center
in Stockholm. Since Huawei established its operations in Europe it has been focusing
on customer-centric innovation, strong partnerships, and building close cooperation with
nearly all main carriers in Europe. In 2015, Huawei ranked 4th on the European Patent
Office’s ranking of companies by the number of applications. Today Huawei has 2 regional
offices in 33 countries. More than 10,000 people are employed in Europe, 1,570 in R&D,
across the 18 R&D centers [23].

Figure 6.6: Worldwide Telecom Equipment Revenue

In recent years, Huawei has been seen as a security threat and has been jointly sup-
pressed by the United States and its allies. Although Huawei is a private company, it is
widely believed that Huawei has ties to the Chinese government. But while foreign-policy
professionals have warned about the threats Huawei represents to national security and
economic integrity, the exact nature and scope of such threats remain largely speculative
[24].

5G is a critical infrastructure and will penetrate European society and its economy to an
unprecedented extent. Proponents of a ban argue that Huawei is closely allied with the



140Digital Sovereignty and Digital Colonization: A Technical Discussion Regarding Challenges and the Digital Future of Countries

authoritarian Chinese party-state, which could utilize Huawei equipment for espionage
and sabotage [25].

The author of this article believes that although Huawei’s security threat theory is spec-
ulative, it does not mean that it does not pose any digital sovereignty threat. The same
is true for any company, not just Huawei. Too much reliance on a single enterprise on 5G
infrastructure will inevitably increase the potential risks of digital sovereignty security.

6.3.4 Facebook and the Digital Colonialism

Many US tech companies have made a series of investments in the Global South, including
but not limited to expanding their global reach, the most notorious of which is Facebook’s
Free Basics initiative. Free Basics is both an application and website that provides free of
data charges access to a variety of basic services like news, weather, health information,
job ads, and of course, Facebook [26].

The free internet service provided by Facebook only allows users to access limited re-
sources, and if users want to read more, they need to pay. ”Facebook is not introducing
people to an open internet where you can learn, create and build things,” said Ellery
Biddle, advocacy director of Global Voices. Also, Ellery mentioned ”It’s building this
little web that turns the user into a mostly passive consumer of mostly western corporate
content. That’s digital colonialism [27].”

The author believes that the main reason why Free Basics is accused of digital colonialism
is that it does not meet the needs of users to connect to the Internet. It’s just a good
excuse for exploiting local markets and plundering user data under the guise of a charity.
In addition, the content provided by Free basics also lacks neutrality, that is, only provides
the content that Facebook wants to provide to users.

6.4 The Path for Digital Sovereignty

6.4.1 National Cybersecurity Strategy (NCCS)

The European Union Agency for Cybersecurity (ENISA) contributes to EU cyber policy,
enhances the credibility of ICT products, services, and processes through cyber security
certification schemes, and works with member states and EU institutions to help prepare
Europe for future cyber challenges.

In a constantly changing cyber threats environment, EU Member States need to have
flexible and dynamic cybersecurity strategies to meet new, global threats. A national
cybersecurity strategy (NCSS) is a plan of action designed to improve the security and
resilience of national infrastructures and services. It is a high-level top-down approach to
cybersecurity that establishes a range of national objectives and priorities that should be
achieved in a specific timeframe. Currently, all countries in the European Union have a
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National Cybersecurity Strategy as a key policy feature, helping them to tackle risks that
have the potential to undermine the achievement of economic and social benefits from
cyberspace [28].

ENISA’s work in support of these strategies focuses on the analysis of existing NCSSs; on
the development and implementation of national information security services; outlining
and raising awareness of the good practice, and providing guidance and practical tools for
the Member States to assess their NCSSs.

6.4.2 General Data Protection Regulation (GDPR)

As technology progressed and the Internet was invented, the EU recognized the need
for modern protections. So in 1995, it passed the European Data Protection Directive,
establishing minimum data privacy and security standards, upon which each member state
based its implementing law [29].

The European Union’s General Data Protection Regulation (GDPR) in 2018, which re-
quires websites to get users’ consent before placing long-lived cookies, went into effect.
This law applies to any company that collects data from people who live in the European
Union, regardless of where the company is based. (When you visit a website and see a
pop-up announcing, ”this site uses cookies,” you’re seeing the effects of GDPR [30].)

Amazon has been fined 746 million euros by EU privacy regulators for violating EU
General Data Protection Regulation regulations, the largest ever fine for a data privacy
breach in the EU.

6.4.3 Investment in Data Security and Privacy

Most organizations are seeing positive returns on private investments, and more than 40%
are seeing benefits at least twice that of their privacy spend, according to the Cisco Data
Privacy Benchmark Study [31].

According to the Cisco Consumer Privacy Survey, the average annual privacy spending in
2019 was $1.2 million. The average privacy spends of small businesses (250-499 employees)
was $800,000. Among large enterprises (10,000 or more employees), the average annual
privacy spend was $1.9 million, and 2% of these enterprises spent more than $5 million
[31].

There are many reasons why companies are willing to invest in protecting privacy, includ-
ing but not limited to meeting customer expectations, increasing the company’s trans-
parency and trust among customers, demonstrating the company’s values to the public,
and avoiding fines and lawsuits that come with laws and regulations.
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6.4.4 Fighting against Cybercrime

43 countries, including the United States, signed the Council of Europe’s Convention on
Cybercrime in November 2001. The U.S. Senate ratified the Convention on August 3,
2006. The Convention seeks to better combat cybercrime by harmonizing national laws,
improving investigative abilities, and boosting international cooperation [32].

To combat cybercrime, the EU has enacted and enacted many laws such as the Council
of Europe Convention on Cybercrime, Interim Regulation on the processing of personal
and other data to combat child sexual abuse, Directive on non-cash payment, Regulation
and Directive facilitating cross-border access to electronic evidence for criminal investiga-
tions, Directive on attacks against information systems, Directive on combating the sexual
exploitation of children online and child pornography [33] and so on.

6.4.5 IT-Security Law 2.0

On April 23, 2021, the German Bundestag passed the T Security Act 2.0 [34]. The act
aims to bring protection mechanisms and defense strategies up to date. The act reinforces
the BSI’s position as Germany’s central cybersecurity agency, guaranteeing cybersecurity
in mobile networks by banning the use of key components, while also proposing measures
to strengthen consumer protection and provide more security for companies.

6.4.6 5G Security

In 2019 Member States of the EU, with the support of the Commission and the European
Agency for Cybersecurity published a report on the EU coordinated risk assessment on
cybersecurity in Fifth Generation (5G) networks to ensure a high level of cybersecurity
of 5G networks across the EU [35].

Based on risk assessment demerits of EU member states, the report identifies key security
threats, and sensitive assets identify some key security challenges and strategic risks, and
forecasts the impact of the rollout of 5G networks.

6.5 Summary and Conclusions

In this article, the concepts of digital sovereignty and digital colonization are discussed,
including a comparison of the concepts of non-digital sovereignty and colonization with
real-world examples. That is, digital sovereignty is as important as land, sea, and sky, and
is the fourth space of a country or group. Through the case of Facebook, we introduce
and analyze the concept of digital colonization, that is, Facebook’s Free Basic in India
does not solve users’ online needs but plunders a large amount of user data and opens up
its potential digital market.
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In addition to the concepts of digital sovereignty and digital colonization, this paper also
analyzes the current challenges facing digital sovereignty security, such as issues faced
in personal data and privacy protection, cybersecurity and cybercrime, reliance on other
countries’ 5G infrastructure, etc. Based on these issues, this article introduces the current
efforts of the international community to realize the security of digital sovereignty, such
as legislative activities made by different countries or organizations, and investments in
related fields.

The author of this article advocates that with the gradual popularization of Internet
applications, cyberspace, as the fourth space other than land, sea, and air, deserves equal
attention to its sovereignty and security. In the future, better legal norms, as well as
more related investments and service providers, will solve these existing problems. In
addition to technical or legal means, international social organizations and groups should
also move towards transparency, build trust, remove barriers, and follow the trend of
economic globalization.
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Chapter 7

An Overview of Mitigation Techniques
for Spoofing Attacks in IoT

Geyu Meng, Zi Ye

The Internet of Things is rapidly growing and IoT enabled devices are starting to appear
in all aspects of our lives, since the enterprise IoT market grew 22.4% to $157.9 billion in
2021, according to the March 2022 update of IoT Analytics’ Global IoT Enterprise Spend-
ing Dashboard [1]. For something that has such wide use, IoT collects huge amounts of
information about our daily life, including sensitive data, such as bio-data, home address,
personal messages. While IoT devices still have security vulnerabilities and all attacks
cannot be prevented, we cannot neglect the danger of sensitive data leaking or malicious
data hijacking, which could have a devastating impact on society. As a result, the need for
awareness of the security risks is increasing and it is essential for us to find mitigation
techniques to protect private information from spoofing attacks. In this paper, we first
introduce the architecture of IoT and the concept of spoofing techniques, before analyz-
ing the security threats that can be encountered. Then we summarized some mitigation
mechanisms and countermeasures for short-range communication protocols that can utilize
these security techniques. Finally, we discuss their advantages and disadvantages within
the context of IoT security.
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7.1 Introduction

7.1.1 Internet of Things

7.1.1.1 What is IoT

The Internet of Things (IoT) refers to the combination of various information sensing
devices, such as radio frequency identification (RFID) devices, infrared sensors, global
positioning systems, laser scanners and other devices and the Internet to form a huge
network [2].

The basic idea of IoT is to allow autonomous exchange of useful information between
invisibly embedded different uniquely identifiable real world devices around us [3]. For
example, it is capable of monitoring, sensing and collecting information of various environ-
ments or monitoring objects in real time through the collaboration of various integrated
micro-sensors, and transmits the sensed information to the user terminal in a multi-hop
relay mode through a random self-organized wireless communication network. The infor-
mation is processed by the embedded system and transmitted to the user terminal in a
multi-hop relay via a random self-organizing wireless communication network.

Overall, the Internet of Things is a network that extends and expands on the basis of
the Internet, it is characterized by ubiquitous data sensing, wireless-based information
transmission, intelligent information processing, and the user end can be extended and
expanded to any object and object to exchange and communicate information.

Also, from the paper ”Study on Security Problems and Key Technologies of The Internet
of Things” by Xiaohui Xu [4], we could summarize the three characteristics of the IoT:

1. Comprehensive sensing: the use of RFID, sensors, or two-dimensional code to obtain
information about objects at any time and anywhere.

2. Reliable delivery: the real-time information would be accurately transferred through
the convergence of a variety of telecommunication networks and the Internet.

3. Intelligent processing: it makes use of cloud computing, fuzzy recognition and other
intelligent computing technologies to analysis and process the massive data and
information in order to implement intelligent control.

So how does IoT system work? Before revealing the secrets and providing a clear structure
of this initiative, it’s important to understand what the IoT architecture actually means.
In essence, IoT architecture is the system of numerous elements: sensors, protocols, ac-
tuators, cloud services, and layers [6]. Given its complexity, there exist 4 stages of IoT
architecture. The figure 7.1 below shows the detailed steps of collecting, processing and
storing data in IoT.

Stage 1 consists mainly of networked things, such as wireless sensors and actuators. It
is the basis for the development and application of IoT. Various sensing nodes sense the
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Figure 7.1: The 4 Stages of IoT Architecture

relevant information of the target environment and network themselves to the gateway
access point, which submits the collected data to the back-end processing through the
interconnection network.

Stage 2 covers sensor data aggregation systems and analog-to-digital data conversion,
also known as the internet gateway/data acquisition system. It has a bonding effect.
Data is transmitted using the Internet, wireless broadband networks. The importance of
this phase is to process the large amount of information collected in the previous phase
and to reduce it to the optimum size for further analysis. In addition, the necessary
transformations in terms of time and structure also take place here.

Stage 3 deals with the appearance of edge IoT systems, also called the EDGE IoT. In this
phase, between the various stages of the IoT architecture, the prepared data is transferred
to the IT world. In particular, it is here that edge IT systems perform improved analysis
and pre-processing. At the same time, other processing can be carried out here before the
data center enters the phase.

Stage 4 controls the analysis, management, and storage of data (Data Center/Cloud).
The main process of the final phase of the IoT architecture takes place in the data center
or in the cloud. Precisely, it allows for in-depth processing, as well as a subsequent review
of the comments.

7.1.2 Spoofing Attack

As defined by NIST [7], spoofing is the faking of the sending address of a transmission
to gain illegal entry into a secure system. And the deliberate inducement of a user or
resource to take incorrect action.
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7.1.2.1 Types of spoofing attacks

What can hackers try to forge to make their spoofing attacks? Plenty things: an IP ad-
dress, a phone number, a web page, GPS location... Some of these attacks take advantage
of human gullibility, while others take advantage of hardware or software flaws [8]. Of
all the nefarious scenarios that fit the pattern of spoofing attacks, we selected a few to
explain in detail.

MAC spoofing In theory, every network adapter built into a connected device should
have a unique Media Access Control (MAC) address that will not be encountered
elsewhere. However, an attacker can exploit imperfections in some hardware drivers
to modify or spoof MAC addresses. In this way, the criminal disguises his device
as a device registered in the target network to bypass traditional access restriction
mechanisms.

IP spoofing When packets are passed through the Hub to other network segments, the
Hub simply copies the packets to other ports. Therefore, for networks using Hubs,
there is no security and packets can easily be intercepted by users intercepted and
analyzed by users and IP address spoofing.

DNS spoofing This is a type of spoofing in which an attacker impersonates a domain
name server. the principle of DNS spoofing is that if you can impersonate a domain
name server and set the IP address of the query to the IP address of the attacker,
then the user will only see the attacker’s homepage instead of the homepage of the
website that the user wants to obtain.

ARP spoofing It is an attack technique that targets the Ethernet Address Resolution
Protocol (ARP) by spoofing the gateway MAC address of the visitor’s PC on the
LAN, causing the visitor’s PC to believe that the attacker’s changed MAC address
is the gateway’s MAC, resulting in a network failure. This attack allows the attacker
to access packets on the LAN and even tamper with them and can prevent specific
computers or all computers on the network from connecting properly.

7.2 Security challenges of IoT

After having a basic concept of the IoT and spoofing attacks, we would focus on security
risks in IoT in this part.

7.2.1 IoT Security Architecture

From the perspective of information and network security, the IoT is a heterogeneous con-
verged network with multiple networks co-existing, which not only has the same security
issues as sensor networks, mobile communication networks and the Internet, but also its
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Figure 7.2: IoT Security Architecture

special security issues, such as privacy protection, heterogeneous network authentication
and access control, information security storage and management [9].

In terms of the information processing process of the IoT, the whole process of information
processing reflects the features and requirements of IoT security and reveals the security
issues faced through the process of collection, aggregation, fusion, transmission, decision
making and control.

As Figure 7.2 shows, from bottom to top, the architecture of the IoT is recognized as
having three layers: the perception layer, the network layer and the application layer[10].
The IoT architecture layers are distinguished in order to track the consistency of the sys-
tem, which should be taken into consideration before the IoT architecture process start.
In addition, the fundamental features of sustainable IoT architecture include function-
ality, scalability, availability, and maintainability [5], without which the result of IoT
architecture would be a failure. These requirements are addressed in the 4 stages of IoT
architecture described above.

7.2.1.1 Security Threats in Different Layers of IoT Architecture

The following information comes from the paper ”Overview of IoT Security Architecture”
by J. Zhang, et al [10]., in which they introduced the security issues at the three different
levels of IoT security architecture.

Sensory networks have information collection, transmission, and security issues. These
include protocol security, base station security, tag forgery, and tag encryption security
[37]. Issues related to wireless sensors include routing protocol security, cryptographic
algorithms, and trusted management of nodes .

The core network has relatively complete security protection, but the large number of
nodes in the IoT and their presence in clusters can lead to denial-of-service attacks when
data is disseminated, as a large number of machines send data to congest the network.

The use of emerging technologies such as cloud computing will give attackers the oppor-
tunity to intercept and tamper with data and will also exploit vulnerabilities and flaws
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in software systems and crack keys to achieve illegal access to database systems, causing
significant damage.

7.2.2 Security Requirements in IoT

Once the analysis of the security threats at different layers of IoT is complete, we can
examine the main challenges of designing and deploying security mechanisms at each layer.

7.2.2.1 Perception Layer Security Requirements

In the perception layer, it requires to use as little energy and bandwidth resources as pos-
sible to design streamlined and secure algorithms, key systems, and security protocols to
solve the corresponding security problems. So the following aspects need to be considered:

To provide a secure peer-to-peer communication service, a corresponding key manage-
ment scheme is required. It demands confidentiality and integrity, i.e., information is
not tampered with. For wireless sensor networks, group communication is needed where
source-side authentication is a necessity. Availability is also a fundamental requirement
and goal of wireless sensor network security, meaning that security protocols are efficient
and reliable and do not overload the nodes resulting in excessive power consumption. Se-
curity mechanisms must also provide the security mechanisms and algorithms to support
this level of scalability to ensure that the sensor network remains up and running.

For the diversity of sensing networks, secure routing and connectivity, confidentiality and
authentication are necessary. The symmetric cryptography scheme is efficient and com-
putationally small, while the asymmetric cryptography provides higher security by using
a pair of private key and public key, but at a higher cost. The security requirements of a
sensing network should be based on the characteristics of the sensing network itself, the
node characteristics of the service and the requirements of the user. In general, sensory
networks are characterized by low power consumption, loose distribution, concise signal-
ing, simple protocols, broadcast characteristics and little or no interaction, so security
should be based on using as little energy and bandwidth resources as possible, design-
ing algorithms, key systems and security protocols that are both concise and secure, and
solving the corresponding security problems.

7.2.2.2 Network Layer Security Requirements

The network layer needs to establish corresponding authentication mechanisms, key nego-
tiation mechanisms, key management mechanisms and algorithm selection mechanisms.

An encryption mechanism is required so that it can be used in conjunction with other
security mechanisms; Additionally, a digital signature mechanism is also used to guarantee
the non-repudiation of operations during communication and the recipient can verify the
message. Access control mechanisms are also required to determine access rights to system
resources based on the identity of the entity and information about its attributes.
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7.2.2.3 Application Layer Security Requirements

The application layer of IoT is the core value of IoT. There are many typical applications
in the application layer of IoT, such as: smart transportation, mobile phone payment,
smart home, smart grid, smart city, smart water, food traceability and smart medical.
These applications will generate a huge amount of data. Due to the large amount of
data, cloud computing and cloud storage are needed to support the application layer.
Diverse IoT applications face a variety of security issues, so the application layer needs a
strong and unified security management platform, otherwise different applications require
different security platforms, and these security requirements are not the same and can
fragment the security trust relationship between platforms [11].

Therefore, the application layer requires authentication and access control for opera-
tion users, source encryption and integrity protection for industry sensitive information,
certificate and PKI application to achieve identity identification, digital signature, anti-
repudiation and security audit.

7.2.3 Examples of Security Threats in IoT

From this article written by Rudra Srinivas [12], there are seceral security incidents that
make users feel less secure when using IoT devices.

For example, privacy Leaks. Hackers can cause considerable damage simply by identifying
insecure IoT devices that leak (IP) addresses, which in turn can be used to pinpoint
residential locations. What’s more, home invasion is also on the list of the security threats
in IoT. Insecure devices can spread IP addresses, and hackers can use these vulnerabilities
to find users’ residential addresses and sell this information to the wrong people. Further,
hackers could also exploit the vulnerabilities of smart TV. There are several overlooked
and neglected security issues with smart TVs. It says that security is an afterthought
for several smart TV manufacturers, which makes them vulnerable to different types of
threats. Not only can hackers take control of an insecure TV to change channels or volume
controls, but they can also use the integrated camera and microphone to track your daily
movements and conversations.

7.3 Mitigation Technologies for spoofing attacks in IoT

Since much of the information contained in IoT environments is potentially personal or
sensitive data, there is a strong need to support anonymity and restrict access to the
information. This puts security and privacy concerns at the forefront: the ability to
manage the digital identities of millions of people and billions of devices is fundamental
to success. In the following part we would put our focus on cryptography algorithms and
access control as well as supporting the authentication mechanisms in constrained devices.
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7.3.1 Cryptography

IoT devices and other interconnected designs face an increasing number of threats and
therefore require more robust security methods based on multiple encryption algorithms.

7.3.1.1 Encrypted communication protocols

The biggest area of application for cryptography in the IoT is in securing communication
channels. IoT-centric communication protocols (such as MQTT and AMQP) [13] allow
developers to use the Secure Transport Layer Protocol (TLS) to ensure that all data sent
over the network is unreadable by external parties. TLS ensures that data between two
entities is not readable and not easily manipulated by third parties.

In addition to encrypting the primary data connection, it is also important to encrypt any
secondary communication channels that are available [14]. For example, if an IoT device
comes with a portal interface for consumer use, this should also be encrypted by default.
For the same reason, insecure maintenance interfaces like remote login should be turned
off to support secure methods like Secure Shell Protocol (SSH).

7.3.1.2 Asymmetric encryption algorithms

Asymmetric encryption algorithms [15] are provided with two keys, a public key and a
private key. If data is encrypted with the private key, it can only be decrypted with the
public key, and vice versa. This encryption is particularly suited to several aspects of the
IoT infrastructure.

The first is the authentication of individual machines that join the IoT network. For
example, an endpoint may need to connect to a central MQTT agent in order to publish
data upstream. When joining the network, the use of a private key provides a secret and
unique identifier for each machine and is virtually impossible to brute-force crack due to
its length.

A second area where private key authentication can help in the IoT is message authenti-
cation between devices. A hash or other integrity checking algorithm will be calculated
against the message and then encrypted and appended to the message using the private
key. This check is then decrypted by the recipient of the message using the public key,
proving that it can only be generated by the private key holder.

Finally, the result of the integrity check is verified to ensure that the message is not
corrupted or altered during transmission. This method of electronic signature may be
useful in situations where secure communication channels are not available.
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7.3.1.3 Signed Firmware and Secure Boot

Electronic signature methods can be used to sign secure boot and firmware images [16].
Signing ensures that an authorized user or machine has placed an approval mark on the
firmware before execution, which makes it difficult for a malicious individual to create
malicious firmware and hijack a machine.

Secure boot takes advantage of this feature to ensure that any code running on the device
is appropriate. The first bit of code that runs after the device boots up includes the
ability to calculate and verify electronic signatures. In addition, the use of a private key
infrastructure with secure boot gives maintainers a means of remediation in the event that
the key used to sign the code is compromised.

7.3.2 Access Control

Access Control is the authentication and control of users’ legitimate use of resources,
controlling access to specific resources and thus preventing illegal access by some illegal
users or improper use by legitimate users to ensure that the overall system resources can
be used appropriately.

As IoT applications are multi-user, multi-task working environments, this opens the door
to illegal use of system resources and therefore urgently requires IoT manufacturers to take
effective security precautions for computers and their network systems to prevent unau-
thorized users from accessing the system and illegal use of system resources by legitimate
users. This requires the use of an access control system.

Access control has three aspects [19].

1. Legitimacy: to prevent illegal access by unauthorized users and illegal access by
illegal users.

2. Integrity: in a series of steps including data collection, information transmission and
information storage, ensure that the data and information are intact and cannot be
added, deleted, or altered at will.

3. Timeliness: within a certain time limit, ensure that the system resources cannot be
tampered with by illegal users and guarantee the integrity of the system within the
time limit.

7.3.2.1 Authentication

Authentication is the confirmation of the user’s identity. Authentication must work in
conjunction with an identifier. The authentication process first requires the user to enter
an account name, a user logo or a registration mark to identify themselves. The account
name should be kept secret and no other user should be allowed to have it. However,
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in order to prevent the account name or user logo from being compromised and illegal
user access, further authentication techniques are needed to confirm the user’s legitimate
identity. Passwords are a simple and easy means of authentication but are vulnerable
to exploitation by attackers because they can be easily guessed and are weak. Biotech-
nology is a strict and promising authentication method, such as fingerprint recognition,
retina recognition and iris recognition, but is not yet widely adopted due to its technical
complexity.

7.3.2.2 Authorization

While authentication is the security practice of confirming that someone is who they claim
to be, authorization is the process of determining which level of access each user is granted.
In other words, authorization determines what a user is and is not permitted to do.

In practice, it is usually necessary to specify the user’s access rights from 3 aspects: user
type, application resources and access rules.

User type. For a user who has been identified and authenticated by the system, the
system also imposes certain restrictions on his access operations. For a general-purpose
computer system, there is a wide range of users and different levels and permissions. The
types of users are generally system administrators, general users, audit users and illegal
users. The system administrator has the highest authority and can access any resource in
the system and has the right to all types of access operations. General users are subject
to certain restrictions on access operations, and the system administrator assigns different
access operation rights to such users as required. Audit users are responsible for auditing
the security controls and resource usage of the entire system. Illegal users are those whose
access rights have been removed or who have been denied access to the system.

Application resources. Application resources are the system resources that can be shared
by every user in the system. It is the system resources that need to be protected within
the system, so an Access Control Packet (ACP) needs to be defined for the protected
resources. The Access Control Packet outlines an Access Control List (ACL) [20] for each
resource or group of resources, which describes which user can use which resource and
The ACL describes which user can use which resource and how.

Access rules. An access rule defines several conditions under which access to a resource
can be granted. In general, rules allow a user to be paired with a resource and then specify
which actions that user can perform on that resource, such as read-only, not allowed to
execute, or not allowed to access. These rules are determined by the system administrator
responsible for enforcing the security policy based on the principle of least privilege, i.e.
when granting a user access to a resource, only the least privilege is granted to that
resource.

7.3.2.3 File protection

File protection is the additional protection provided to a file so that it cannot be read by
unauthorized users.
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7.3.2.4 Auditing

Auditing is the process of recording all activities carried out on a user’s system, i.e.,
recording the time and date when a user uses the system in breach of security regulations
and the user’s activities.

7.4 IoT Communication Protocols and their Security Mea-

sures

The smart IoT connected devices are vulnerable to threats and to minimize these security
loopholes, the right protocols are required. The IoT communication protocols are modes
of communication that ensure optimum security of the data being exchanged between
IoT connected devices. Therefore, it is important to understand the IoT communication
protocols and standards, which might reduce the security breaches at bay.

In this paper, we put our focus on two short-range communication protocols, specifically
ZigBee and Bluetooth.

7.4.1 ZigBee

ZigBee is a short-range, low-power, low-speed wireless communication technology.

ZigBee is primarily a low-speed transmission network created for automated control data
transmission and is low cost. Summarized in the paper ”Study on ZigBee technology” by
C. Muthu Ramya, et al [22]., ZigBee network has the following features:

Low power consumption In low-power standby mode, two No. 5 dry batteries can last
from 6 to 24 months, thus eliminating the need for recharging or frequent battery
replacement.

Low rate ZigBee operates at a lower rate of 20 to 250kbit/s, meeting the requirements of
low rate data transmission.

Short latency ZigBee is highly responsive, typically taking only 15ms to switch from sleep
to working and 30ms for nodes to access the network, resulting in further energy
savings.

Proximity With an effective coverage range of 10 to 100m, it can basically cover an
average home or office environment.

Large capacity ZigBee can be used in star, slice and mesh network structures to form
large networks of up to 65,000 nodes.

Low cost ZigBee’s simple and compact protocol greatly reduces its communication control
requirements and ZigBee is royalty-free for the protocol.



Geyu Meng, Zi Ye 159

High security ZigBee uses AES-128 encryption algorithms to provide data integrity checks
and authentication capabilities.

License-free frequency bands Direct Sequence Spread Spectrum is used in the ISM(Industrial,
Scientific and Medical) bands [26].

7.4.1.1 Architecture of ZigBee Protocol Stack

Figure 7.3: ZigBee Architecture

Figure 7.4: ZigBee Stacks

As shown in Figure 7.3 and Figure 7.4, ZigBee’s protocol stack consists of two parts, IEEE
802.15.4 [21] defines PHY (physical layer) and MAC (medium access layer) specifications;
ZigBee Alliance [22] defines NWK (network layer), APS (application support sublayer),
APL (application layer) specifications.
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Physical layer The ZigBee physical layer provides an interface from the MAC layer to
the physical layer radio channels through the RF firmware and RF hardware. The
physical layer contains a Physical Layer Management Entity (PLME) that provides
its interface to the physical layer management services by calling the physical layer
management functions and is also responsible for maintaining a target database
managed by the physical layer that contains basic information about the physical
layer’s individual domain networks. Physical layer functions: ZigBee activation; en-
ergy detection of the current channel; reception of link quality of service information;
ZigBee channel access method; channel frequency selection and data transmission
and reception.

Link layer Main functions of link layer: the coordinator generates and sends beacon
frames, according to which ordinary devices synchronize with the coordinator; sup-
port for PAN networks; support for wireless channel communication security; sup-
port for time slot guarantee mechanisms and reliable transmission between the MAC
layers of different devices.

MAC layer The MAC layer generates a network beacon for the coordinator; synchro-
nizes with this beacon; supports device security; handles and maintains the GTS
mechanism and provides a reliable link between two peer MAC entities.

Network layer Network layer functions: Configure a new device. For example, configure
a new device as a ZigBee coordinator or try to join an already existing network,
start a new network, join or leave a network; Performing network security, routing
information frames to their destinations; discovering and maintaining routes between
devices; discovering single-hop neighbors and storing their information; (single-hop
devices do not require relay services); assigning addresses to devices that are part
of the resulting network (coordinator or router).

Application layer ZigBee Application Layer consists of the Application Sublayer (APS),
ZigBee Device Object, Framework for ZigBee (AF), ZigBee Device Template and
Manufacturer Defined Hungry Application Object. It is for maintaining binding
tables, passing messages between bound devices.

IEEE 802.15.4 supports three types of topologies [24]: Star, Mesh and Tree, as shown in
figure 7.5, each consists of one coordinator, several routers and end-devices [25].

ZigBee Coordinator The ZigBee Coordinator is the device responsible for setting up,
implementing, and managing the entire ZigBee network. It is responsible for con-
figuring the security level of the network and configuring the address of the trust
center (the default value for this address is the ZigBee coordinator’s own address,
otherwise the ZigBee coordinator can specify an alternate trust center). The ZigBee
coordinator also maintains a list of currently associated devices and facilitates sup-
port for isolated scanning and rejoining processing to enable previously associated
devices to rejoin the network. There is only one coordinator per network, so it can
never go to sleep (there may be no coordinators in the network). The coordinator
can also double as a router as required.
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Figure 7.5: Topology of ZigBee

ZigBee Router A ZigBee router is an intermediate node device responsible for routing
packets between end devices or between an end device and a coordinator. If security
is enabled on the network, the router requires permission from the Trust Centre to
join the network and can also double as an end device. In some cases, routers can
allow other routers and end devices to join the network and will maintain a list of
currently associated devices and facilitate support for isolated scanning and rejoin
processing to allow previously associated devices to rejoin the network. As routers
link multiple parts of the network, they cannot go to sleep.

ZigBee End-Device The terminal has the simplest function in a ZigBee network and can
only join the network as the endmost child node device. It can only communicate
with its parent node, and if two terminals need to communicate with each other,
they must go through the parent node for multi-hop or single-hop communication.
It is the largest number of nodes allowed to exist in a ZigBee network and is the
only network device that allows low power consumption.

7.4.1.2 ZigBee in IoT

The conditions for the application of ZigBee technology are very low cost of node devices,
small size of node devices, or having a large number of node devices in the network, but
only for monitoring and control.

Therefore, the main areas of application for ZigBee technology include digital homes,
industry, agriculture, medicine, home and building automation, consumer, and home au-
tomation markets and so on.
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7.4.1.3 ZigBee Security Models

Figure 7.6: Security Models of ZigBee

ZigBee supports two types of security models, as shown in the above figure 7.6.

Centralized security model Complex but most secure model involving a third logical de-
vice: the trust center (network orchestrator, e.g. smart home gateway). The trust
center is responsible for: configuring and authenticating the routers and end devices
joining the network; generating the network keys used for encrypted communication
over the network; switching to a new network key periodically or as required. Thus,
if an attacker obtains a network key, it will have a limited lifetime before it expires;
establishing a unique Trust Centre link key for each device as it joins the network to
communicate securely with the Trust Centre; and maintaining the overall security
of the network.

Distributed security model Simple, but less secure. This model only supports routers
and end devices. Routers form a distributed network and are responsible for regis-
tering other routers and end devices. The router issues a network key (for encrypting
messages) to newly joined routers and end devices. All nodes in the network use
the same network key to encrypt messages. Similarly, all nodes are pre-configured
with a link key (used to encrypt the network key) before they are registered into
the network.

The ZigBee standard supports the following optional security services [29]:

Encryption/Decryption ZigBee frames can optionally be protected with the security suite
AES-CCM to provide data confidentiality, data authentication and data integrity.
AES-CCM is a smaller variant of AES (Advanced Encryption Standard) in modified
CCM mode (counter with CBC-MAC).
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Replay protection Each node in a ZigBee network contains a 32-bit frame counter that
is incremented each time a packet is transmitted. Each node also keeps track of
the previous 32-bit frame counter for each device (node) it is connected to. If a
node receives a packet from a neighboring node with a frame counter value that
is the same as or less than the previously received frame counter value, the packet
is discarded. This mechanism enables replay protection by tracking packets and
discarding them (if they have been received by the node). The frame counter can
have a maximum value of 0XFFFFFFFF, but if it reaches the maximum value, no
transmission can take place. The only time the frame counter is reset to 0 is when
the network key is updated.

Device authentication The ZigBee standard supports both device authentication and
data authentication. Device authentication is the act of confirming that a new
device joining the network is a real device. A new device must be able to receive
the network key and set the appropriate attributes within a given time period to be
considered authenticated. Device authentication is performed by the Trust Centre.
The authentication process differs in residential and commercial models.

Secure over-the-air (OTA) firmware updates OTA updates allow manufacturers to add
new features, fix flaws in their products and apply security patches when new threats
are identified. However, OTA updates can also pose a potential security vulnerability
if the protocol does not provide sufficient protection or if the device manufacturer
does not use all available safeguards. ZigBee devices and associated silicon platforms
provide multiple layers of security to update the device in the field and ensure that
the updated code image has not been maliciously modified.

Logical link-based encryption Another key security tool is the ability to create application-
level secure links between pairs of devices in a network. This is managed by estab-
lishing a unique set of AES-128 encryption keys between a pair of devices. This al-
lows a logical, secure link to be established between any two devices in the network,
thus supporting a ”virtual private link” between a pair of devices in the network
and many other devices. This measure limits the ability of an attacker to obtain
network keys by intercepting or injecting messages to be executed by other devices.

Runtime key updates Periodically, or when required, the Trust Centre will actively change
the network key. The Trust Centre generates a new network key and encrypts it
using the old network key, thus distributing it throughout the network. After the
update, all devices will continue to retain the old network key for a short period
of time until every device on the network has switched to the new network key. In
addition, the device will initialize its frame counter to zero upon receipt of the new
network key.

Network interference protection In low-cost ZigBee nodes, the use of band-selective fil-
ters to protect the network from interference may not be an option due to cost or
node size constraints. However, IEEE 802.15.4 and the fundamental properties of
ZigBee networks (such as low RF transmission power, low duty cycle and CSMA/CA
channel access mechanisms) help to reduce the impact of the presence of a ZigBee
wireless network on other nearby systems and vice versa.
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7.4.1.4 ZigBee Security Vulnerabilities and Risk Mitigation

Vulnerabilities in a ZigBee network can be attributed to protocol issues or poor imple-
mentation of the protocol by the developers [28]. Below are some vulnerabilities examples
summarized from the paper ”Security Analysis of Zigbee” by Xueqi Fan, et al [30].

Passive key sniffing is the process of transmitting a key through a ZigBee device joining
a secure network, so an attacker can listen to the traffic on the ZigBee network and wait
for a new device to join the network, thus sniffing the packet that transmits the key.

Active key sniffing is used to obtain keys in response to the security weakness of trust
center rejoin, which is when a device may not have a network key currently in use, thus
requiring the rejoin command to be sent without network layer security and allowing the
device to be able to obtain the current network key. Based on the above process, an
attacker could easily forge this process to actively obtain a transmission key packet by
exploiting the security weakness of the trust center rejoin.

A tampering attack modifies the frame counter to be greater than the current frame
counter of the latest packet, tampers with the data, re-encrypts it using the link key and
sends it out.

A number of mitigation mechanisms can be implemented to address the security vulner-
abilities of ZigBee.

In ZigBee technology, asymmetric key security mechanism is used, where keys are gener-
ated by the network and application layers according to the actual application needs and
are managed, stored, transmitted, and updated. Security mechanisms are provided by
the security service delivery layer. However, the overall security of the system is defined
at the template level, which means that the template should define what type of security
should be implemented in a particular network.

The ZigBee protocol stack class defines security for the MAC, network and application
layers. Its security services include methods for critical process creation and transport,
device management and framework protection. Security at the MAC and network layers
essentially serve the same purpose: securing single-hop transmissions. the MAC layer
arbitrates access to shared media and controls single-hop transmissions between neigh-
boring devices. The ZigBee Alliance has added a network layer security option to include
features that are not possible at the MAC layer, including the ability to reject data frames
that cannot be authenticated. Both security layers use a global key that is shared by all
ZigBee devices on the network, and the MAC and network layer security is suitable for
applications that need to prevent attacks on a specific infrastructure, such as preventing
an illegal device from maliciously penetrating the network. If a developer needs to es-
tablish a route between two devices and the framework of that network layer is insecure,
then an illegal device may intercept packets.

A security scheme may be used when a device is operating in ZigBee secure mode. A
security scheme consists of a set of operations performed on frames at the MAC layer to
provide security services. The name of the security scheme indicates the length of the
symmetric encryption algorithm, pattern and integrity code. For all security schemes in
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the ZigBee technology standard, the Advanced Encryption Standard(AES) [27] algorithm
will be used.

7.4.2 Bluetooth

Bluetooth is a standard developed for short-range radio frequency communication and
is already commonly used in various scenarios such as personal electronics, automotive
electronics, medical devices. Despite its common uses, Bluetooth has become a house-
hold name in the Internet of Things community. It is a serious technology used for IoT
applications.

Since its emergence, Bluetooth has gone through several versions from 1.0-5.0 and then
Bluetooth mesh, each with different features. Generally, Bluetooth 4.0 and above is
referred to as Low Power Bluetooth (LE) and those prior to Bluetooth 4.0 as Bluetooth
BR/EDR/HS (Bluetooth 1.0, 2.0, 3.0).

One thing worth disscussing is Bluetooth version 4.0, also known as Bluetooth Low Energy
or BLE, which is ideal for IoT applications. Here we will compare the classic Bluetooth
technology with Bluetooth low energy technology and their main application areas.

Figure 7.7: Comparison Between Classic Bluetooth and BLE

As Figure 7.7 shows, compared to traditional Bluetooth, BLE has the advantage of fast
search, fast connection, ultra-low power consumption to maintain connection and transmit
data, but the weakness is the low data transmission rate, the physical bandwidth is only
1M, the actual transmission speed is between 1-6KB.

7.4.2.1 Bluetooth in IoT

Bluetooth is a standard developed for short-range radio frequency (RF) communications
and is primarily used to establish wireless personal area networks. Bluetooth has been
integrated into many types of commercial and consumer devices including mobile phones,
laptops, cars, printers, keyboards, mice, headsets, and more recently medical and personal
devices (such as smart watches, music speakers, home appliances, fitness equipment and
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trackers). This allows users to form self-organizing networks to transmit language and
data before various devices.

As the demand for IoT continues to grow, so do Bluetooth applications, expanding from
an initial focus on solving point-to-point interconnection problems to broadcast communi-
cations for indoor positioning and location-based services [31]. The status quo, driven by
the Bluetooth mesh network, has created an emerging market for Bluetooth that requires
a reliable wireless solution to build large-scale networks of devices.

7.4.2.2 Bluetooth Security Modes

Internationally, there are two guiding standards for Bluetooth security, NIST 800-121-R1
and IEEE 802.15.1. NIST 800-121-R1 details a complete set of Bluetooth security work-
flows, including identification and authentication of the sender’s identity, confidentiality
of the message in transit and the hierarchy of authorizations to access that message. The
IEEE 802.15.1 focuses more on Bluetooth security standards.

There are five basic security services [32] specified in the Bluetooth standard.

1. Authentication: Based on the Bluetooth device address, the identity of the device
being communicated with is verified. Bluetooth does not provide a native user
authentication mechanism.

2. Confidentiality: ensuring that only authorized devices can access and view trans-
mitted data to prevent information leakage due to eavesdropping.

3. Authorization: allowing control of resources by ensuring that a device is authorized
before it is allowed to use a service.

4. Message integrity: verifying that messages sent between two Bluetooth devices have
not been altered during transmission.

5. Pairing/Binding: creates one or more shared keys and stores these keys for subse-
quent connections to form trusted device pairs.

The discoverability mode of a Bluetooth device can also affect the security of the device. A
device in discoverable mode is more vulnerable to attack. Device names, categories, service
lists and technical information can all be accessed at a range of approximately 10 meters.
In addition, each Bluetooth device has a 48-bit unique identifier called BD ADDR. This
address is similar to a MAC address, the BD ADD address is an address assigned to the
hardware by the manufacturer and is used as a unique device identifier.

Bluetooth devices also have a total of four standardized access security modes. Security
Mode 1 (no security); Security Mode 2 (service-level mandatory security); Security Mode
3 (link-level mandatory security); and Security Mode 4 (service-level mandatory security
with key pairing policy). The different security modes determine the level of service
security available.
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Security mode 1 is considered insecure. In this security mode, the security features (au-
thentication and encryption) are never activated and therefore the device and the con-
nection are vulnerable to attacks. In practice, Bluetooth devices in this mode are not
adversarial and do not employ any mechanism to prevent other Bluetooth devices from
establishing a connection. If a remote device initiates a pairing, authentication or encryp-
tion request, the secure mode 1 device will accept the request without any authentication.
Secure Mode 2 is a service-level enforced security mode which allows the security process
to be initiated after the link has been established but before the logical channel has been
established. In this security mode, the local security manager controls access to specific
services. Access control and interfaces with other protocols and device users are main-
tained by a separate centralized security manager. This policy allows different security
policies and trust levels to be defined for applications with different security requirements
running in parallel to restrict access, and access to certain services can be granted with-
out providing access to other services. Security Mode 3 provides the best security. It is
a link-level enforced security mode in which the Bluetooth device initiates the security
process before the link is fully established. A Bluetooth device operating in secure mode
3 authorizes authentication and encryption for all connections to the device. As a result,
service discovery cannot even take place until authentication, encryption and authoriza-
tion have taken place. Once a device has been authenticated, service-level authorization
is not normally performed by a secure mode 3 device. When an authenticated remote
device uses a Bluetooth service without the knowledge of the local device owner, service
level authorization should be enforced to prevent authentication abuse. Secure Mode 4
uses Secure Simple Pairing (SSP), where the Elliptic Curve Diffie-Hellman (ECDH) key
agreement replaces the obsolete key agreement during link key generation.

Also, when two devices try to connect for the first time, a trusted relationship needs to
be established through authentication. Based on two sets of data, the BD ADDR address
and a link key, authentication is performed based on the Challenge/Response method.
Once established, the link is saved for future pairings. Therefore, when connecting, it is
first determined whether the device has previously been authorized as a trusted device.
If the device database lists it as a trusted device, access to local services is granted. If
the device is not listed as a trusted device, it must be re-authenticated before it can be
authorized.

Bluetooth technology has a number of built-in security features [33]. They include:

Adaptive frequency hopping Bluetooth uses FHSS (frequency hopping spread spectrum)
to ensure robustness against interference. It hops frequencies 1600 times per second
across all 79.1 channels in the 2.4Hz band. If any interference is detected on a par-
ticular frequency, then, after 1,600th of a second, another frequency is immediately
activated to send the message.

E0 encryption algorithm The key length of the cipher is typically 128 bits and uses
stream encryption.

Invisibility This prevents the device from responding to scan attempts. The 48-bit
BD ADDR address of the device will also be hidden.

Pairing Only after pairing can the device communicate.
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7.4.2.3 Bluetooth Security Vulnerabilities and Risk Mitigation

As Bluetooth Technology becomes widespread, vulnerabilities in its security protocols
are increasing which can be potentially dangerous to the privacy of a user’s personal
information. Bluetooth attacks depend on exploiting the permission request/grant process
that is the backbone of Bluetooth connectivity [34]. Here are a few examples of the mobile
security threats in Bluetooth [35].

MAC spoofing attacks The MAC spoofing attack operates during the formation of the
Piconet (micromesh) at the time of link key generation. Devices are able to au-
thenticate themselves to each other by generating link keys. During the attack,
the attacker can imitate the MAC information of other users and is also able to
terminate others’ connections or sniff and modify data using special tools.

PIN code cracking The attack occurs during the device pairing and authentication pro-
cess. The attacker uses a channel tool (uber tooth) to collect the RAND and
BD ADDR of the target device and then uses the E22 algorithm to brute-force
test all PIN alignments and compare them with the previously collected data until
the correct PIN is found.

Man-in-the-middle attack A man-in-the-middle attack occurs when a device attempts
to pair. During the attack, messages are maliciously forwarded between devices
without using a shared key for authentication.

Bluetooth Hijacking Attacks In a Bluetooth hijacking attack, the attacker sends unau-
thenticated phishing messages, such as address book business cards, to the target
device, tricking the user into revealing its Bluetooth authentication code. This al-
lows the attacker to access files on the target device.

Local PIN code calculation During the attack, the attacker attempts to intercept and
analyse the IN RAND value, the LK RAND value, the AU RAND value and the
SRES (signed response) value, which is an important matching variable required for
authentication. The attacker uses brute force cracking to obtain a PIN that can be
used to determine the correct SRES value.

Risk mitigation can be achieved in Bluetooth systems by applying countermeasures to
address specific threats and vulnerabilities.

Organizations should mitigate the risks to their Bluetooth implementation by applying
countermeasures to address specific threats and vulnerabilities. Each organization should
assess the acceptable level of risk on the basis of the many factors that will influence the
level of security implemented in that organization. To be effective, Bluetooth security
should continue throughout the lifecycle of a Bluetooth solution.

Adequate levels of knowledge and understanding can also be provided to those who will be
involved with Bluetooth-enabled devices [36]. Organizations using Bluetooth technology
should establish and document security codes that address the use of Bluetooth devices
and user responsibilities. These codes should include a list of approved uses of Bluetooth
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and the types of information that can be transmitted over Bluetooth networks. The
security code should also specify a scheme for proper password usage. Where feasible, a
centralized approach to security policy management should be used in collaboration with
the endpoint security products installed on the Bluetooth device to ensure that the policy
is universally enforced locally.

7.5 Conclusion

The popularity of Internet of Things has grown in leaps and bounds over the years. In
parallel, spoofing attacks on IoT devices has grown incrementally as well. This paper first
introduces the basic ideas of IoT and spoofing attacks, a knowledge that serves as a pre-
requisite to understanding the security challenges of IoT and what mitigation technologies
could be used against those spoofing attacks. For further information regarding short-
range communication protocols and their security measures, we carefully surveyed the
most important aspects of two technologies that are commonly used in IoT: ZigBee and
Bluetooth. Both technologies have their own advantages and limitations.

While IoT vulnerabilities can be exploited and security risks cannot be easily avoided,
the burden lies with the developer to address these issues and utilize the best of existing
protocols, or research on new technologies that overcome the challenges.
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Chapter 8

Threat Hunting: An Overview of
Proactive Cybersecurity Methods

Heman Tanos, Karin Brunner

The risks from cyberattacks have steadily increased in recent years and no reversal of the
trend is expected. Reactive measures such as response and forensic investigation alone are
no longer sufficient to keep the dangers of cyberattacks at bay. Proactive measures are
therefore recommended as a supplement. These are applied before vulnerabilities could be
exploited. Examples of proactive methods are penetration testing, awareness training, hon-
eypot/deception, and moving target defense (MTD). Another important proactive method
is threat hunting. Data, hypotheses, tools, and expertise are the four prerequisites for suc-
cessful hunting. Current approaches are relatively limited to ad-hoc monitoring of various
malicious activities like disguised network connections or data exfiltration captured in an
abundance of logs. With the help of machine learning (ML), people try to automate these
unstructured processes. Various academic articles show that ML gives quite good results
in intrusion detection. Another helpful technique to support threat hunting is Natural
Language Processing (NLP). NLP can be useful in the threat hunting pipeline by extract-
ing knowledge from threat intelligence and performing data management for subsequent
processing.
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8.1 Introduction

According to an annual survey conducted by [2], companies worldwide rate the threat
posed by cyber perils as the most threatening for the year 2022. The 2’650 experts from
89 countries surveyed believe that for example issues like a business interruption and
natural disasters will cause less damage than cyber risks.

But is this threat real or is it just an assumption? Unfortunately, the companies assess
the risks correctly. Cybersecurity Ventures estimates that the costs for global cybercrime
will grow from 3 trillion USD in 2015 to 10.5 trillion USD in 2025. This would correspond
to annual growth of 15 percent [3]. In view of the high expected costs, it is essential for
companies to deal with the topic of cyber security.

Figure 8.1 shows the same trend, namely an increase in cybercrime incidents as well as
an increase in the costs caused by them. This graph was published by the FBI’s Internet
Crime Complaint Center (IC3). IC3 collects and analyses data related to cybercrime and
makes recommendations [11].

Figure 8.1: Complaints and Losses over the Last Five Years [11]

In order to counteract the increasing threats, the reactive cybersecurity methods have
been constantly developed in recent years. However, proactive methods have also been
added to further increase protection. This paper aims to give an overview of these proac-
tive cybersecurity methods and to examine current approaches in the context of threat
hunting. The first Section will shed light on current threats and possible defence ap-
proaches, focusing on the differentiation between reactive and proactive cybersecurity. In
the next Section, some proactive methods will be explained. Chapter 8.3 then forms the
main part of this work. The approach is explained in detail, possible advantages and
disadvantages are described, useful tools are presented, and the approach's usefulness is
discussed. The last part then covers a case study on proactive cybersecurity.
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8.2 Background

This Chapter serves to provide the reader with background knowledge for the following
Chapter 8.3. First, in Section 8.2.1 the difference between reactive and proactive ap-
proaches are described and it is explained why both are needed. In the following part 8.2.2
some important proactive approaches in the context of cybersecurity are presented.

8.2.1 Threats and Defence

According to The European Union Agency for Cybersecurity (ENISA), ransomware, mal-
ware, and cryptojacking are among the prime threats in 2021. In a ransomware attack,
data is encrypted and the affected company has to pay a high amount of money to the
attackers to decrypt the data again. The payment is usually made in a cryptocurrency.
Ransomware is considered to be the top threat of 2021. Malware is a type of malicious
software that executes unwanted processes to the detriment of the victim. It has been a
prime threat for many years even though its importance decreased in 2021. One threat
that has emerged only in recent years is cryptojacking. Cryptojacking, also known as hid-
den cryptomining, involves using computers to generate cryptocurrencies without their
owners’ knowledge [1].

There are many different strategies for avoiding cyberattacks or minimizing their damage.
[4] roughly divides these strategies into two approaches: reactive and proactive. Reac-
tive approaches are about reacting when an attack has been successful. These include
for example response and forensic investigation. Reactive approaches have been widely
used for years and help to reduce the damage caused by cyberattacks. They are also
comparatively cheap to implement and easy for management to understand as there is a
cause-effect relationship.

In proactive approaches, on the other hand, action is taken before vulnerabilities are
exploited or data has been stolen. The biggest advantage of this is that both finances
and reputation are unharmed. It also allows new threats to be identified and investigated
before they can cause damage. The only disadvantage is the high costs since security
experts are needed and there are not many off-the-shelf solutions available. In summary,
it can be said that both approaches make an important contribution to protection against
cyber risks and that a combination is therefore the best solution [5, 4].

8.2.2 Proactive Approaches

This Chapter looks at different proactive methods in detail. The methods are explained
and possible advantages and disadvantages are pointed out.
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8.2.2.1 Penetration Testing

In penetration testing, a company hires experts to bypass its own cybersecurity and hack
the company. The company wants to find out where its security vulnerabilities are before
they can be exploited by real hackers with malicious intentions [4].

In 2003, the Bundesamt fuer Sicherheit in der Informationstechnik published an imple-
mentation concept for penetration testing, which is still up-to-date. Among other things,
this concept shows the benefits of penetration testing and explains which types there are.
The concept distinguishes between two possibilities on which information basis a pene-
tration test can be carried out. The two possibilities are called black-box and white-box
testing. In black-box testing, only publicly accessible information is available to the tester.
These are the conditions that a real hacker would find and have to overcome in order to
hack the organisation. In white-box testing, the attacker has internal information, which
could be the case, for example, in an attack by a (former) employee or an external service
provider.

Thanks to penetration testing, the company has the opportunity to improve the security
of its systems. However, this type of testing also poses challenges for the company.
Penetration testing can only be carried out by experts, as it requires a lot of knowledge
in different areas such as system administration, IT security products (e.g. firewalls)
and hacking tools. Each test must be adapted to the respective organisation and is
therefore difficult to standardise. This individuality makes penetration testing costly. In
addition, the tests can affect system performance, and in the worst case, they can even
lead to a system failure. The last point to consider is the short-lived nature of the results.
Even if a penetration test today leads to the result that a company is well protected, a
new dangerous vulnerability may be reported tomorrow [10]. An example of penetration
testing will be shown in Chapter 8.4 ”Case Study Proactive Cybersecurity”.

8.2.2.2 Awareness Training

When explaining security awareness training, it is easiest to first state the main goal:
Security awareness training helps to reduce the risk of phishing. Phishing is the attempt
to obtain information by exploiting human inattention and then misusing it for malicious
purposes. There are two ways to tackle phishing. Phishing can be combated by technical
and non-technical means. Technical means include tools that prevent the system’s vul-
nerabilities from being exploited. Non-technical means focus on human error/inaccuracy.
Many studies show that a combination of non-technical and technical solutions offers the
best protection and that only one method alone is not sufficient. Security awareness train-
ing belongs to the non-technical solutions. Awareness training increases user awareness
and thus reduces the risk of phishing and other security risks. A well-designed training
programme is characterised by two features. First, it should convey information in a way
that will be remembered for a long time. Secondly, it should help users to apply what they
have learned in other safety areas. To achieve the two points mentioned above, awareness
training should be conducted regularly [6]. An example of security awareness training can
be found in Chapter 8.4 ”Case Study Proactive Cybersecurity”.
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8.2.2.3 Honeypot and Deception

The idea behind a honeypot is to lure attackers with a bait and spy on them. Thanks to
this method, valuable information can be gained about the attackers’ actions and goals.
The bait is usually created from fake data and is maintained in isolation from the rest of
the system. This ensures that the attackers cannot cause any real damage. Honeypots
can be created for different purposes, such as malware honeypots, email/spam honeypots
or database honeypots. However, there are two major disadvantages to the honeypot
method. Firstly, there is a lot of manual work behind it, as the honeypots are individual.
Secondly, they are often discovered relatively quickly because realistic updates of the
activities are missing. Deception technology offers a solution for these two drawbacks.
This is an automated solution to the honeypot method. With the help of this technology,
a network of perfect decoys can be built and maintained and the security team is supported
in tracking the attacks [8].

8.2.2.4 Moving Target Defense (MTD)

According to [12], the static nature of network architecture helps to ensure the smooth
running of day-to-day operations. However, it also has a significant disadvantage: it
makes networks easier to attack. Potential attackers have a long time to identify and
observe a network and its vulnerabilities and can then attack at the right moment. The
defenders are at a disadvantage, they have to guard the network around the clock and do
not know in advance when there will be an attack. Nonetheless, there is a collection of
Moving Target Defence Strategies that provide a remedy for this problem. With Moving
Target Defense Strategies, the configurations of a possible attack target (e.g. a network)
are constantly changed, so that the complexity for attackers increases. Moving target
defence can be used, for example, to combat so-called computer worms. Computer worms
are programs with malicious intentions. [13] shows that by changing the IP address of the
host, the spread of the malicious program can be prevented.

8.3 Threat Hunting

Threat hunting refers to the proactive measures performed with the goal of detecting at-
tackers, adversaries, malware and other cyber threats whose intrusion has been successful
and who are lurking to carry out further damages.

8.3.1 Requirements

The requirements of threat hunting are data, hypothesis, tools and expertise [7].
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Data
Most threat hunting measures need a lot of data, may it be system log, security log,
network log, email log or application logs. The approaches based on natural language
processing also need as input threat intelligence data from alerts, blogs, social media and
the like.

Hypothesis
The threat hunter needs to know what he/she is looking for, in other words, he/she must
form a hypothesis based on past observation.

Tools
Threat hunting relies on the availability of tools, either built-in like nmap and sysmon or
third party.

nmap is a command often used for security auditing by scanning ports on local and remote
network addresses to look for network information like open ports, running services, service
type etc. It can detect some known Denial of Service (DoS) attacks and some common
malware. It works by sending packets of data to ports and analyzing the response.

sysmon is a command for monitoring and logging process creation, network connection,
file changes, registry modifications and further administrative events that is often used
for discovering malicious activities. Apart from the process name and id, it also logs the
name of the user who initiates the command, the directory it is started from, its hash, its
parent process id and further information.

There are plenty of third party software available to automate some of the processes and
routine tasks.

Expertise
Besides technical understanding (knowledge about tools, event ID, port numbers in case
of nmap, sysmon; typical behaviors: e.g. what other machines a certain machine talks to /
queries), a threat hunter must have deep knowledge about the business’ IT environment
and user space.

8.3.2 Current Approaches

The following subsections introduce current threat hunting approaches starting from the
intuitious ones based on common sense and best practices. Then two framework-based,
formalized approaches are described that try to bring in some structure. Finally, more
recent approaches based on machine learning and natural language processing are pre-
sented.
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8.3.2.1 Ad hoc techniques

The key activity related to threat hunting involves monitoring the various log files and
watching out for anomalous behavior or outliers.

Some most common hypotheses in threat hunting are [20, 30] :

Masquerading

The threat hunter’s hypothesis here is that an attacker who has succeeded to gain access
to a machine will do its best to avoid detection. In practice it would try to achieve this
by making its identity look legitimate or by concealing its location or other file metadata.

Since sysmon logs an event 4688 when a new process is created, one can monitor the log
file, verify the process names with a list of known malwares and take appropriate actions in
case a suspicious process is identified. One can also keep a baseline containing whitelisted
processes and dll names and perform an incremental audit. Since process names are
susceptible to masquerading (flying underneath the radar ; tricking the operating system
(OS) to run something in a privileged mode e.g. lsass.exe 1), a threat hunter can monitor
the hash value of the binary instead of the process name. The hashes of two otherwise
very similar looking strings (like svchost vs srvchost) can be significantly different. The
downside is that a hash changes at every patch, causing a burden of updating the whitelist
very often.

A threat hunter can also benefit from an antivirus software when the latter found and re-
moved a malware. It will show where the malware was removed from, from the Downloads
folder or from C:\Windows\Temp or C:\Windows\System32. The location will show where
the malware tries to hide. Furthermore, one should be highly suspicious of malware that
was put in C:\Windows\System32 because administrator right would be needed in order
to write to that folder.

The ”take appropriate action” starts from manual (or visual) inspection, compares the
suspect with the baselined item and considers how long the latter has been on the baseline.
The baseline can be made specific to a machine or a user. When a new server comes into
service or a new user is onboarded, one allows an observation period of a few weeks.

When some suspicious process name or hash is identifed, it should be googled and com-
pared to entries in VirusTotal, a security community that analyzes suspicious artifacts
and network site addresses and shares breaches with its community members.

Scripting abuse

The threat hunter’s hypothesis here is that the intruder might try to not execute the
malicious code as an EXE but as a script. Hence, monitoring the hash of EXE’s might

1Local Security Authentication Server, a process to validate user logons.
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not be enough. On windows, scripts run under cscript, wscript or powershell. Scripts
running under cscript include script name and user name, hence best practices call for
monitoring unusual script names or unusual user names.

Powershell allows a number of monitoring options. The monitoring results are written
into the powershell audit logs.

Best practices found that a powershell script is often started from some parent process.
Hence a threat hunter should monitor closely parent processes that start a powershell
script and become suspicious of unusual cases like an outlook / excel / word process that
starts a powershell script. Baselining the parent processes that start a powershell script
might be useful.

If sysmon finds a process or script changes registry keys, starts or ends external connection,
or a finance chief who never uses powershell is found to suddenly start using powershell,
the threat hunter should investigate in more details.

Lateral movement

The hypothesis here is : An attacker might gain access to a machine and start from there
masquerading as a regular user. He might have gotten hold of admin access and now
attempts to extend his lateral kill chain.

On windows every logon process is logged as an event having an ID equal to 4624 (An
account was successfully logged on), providing a way to aid auditing. A threat hunter
should monitor lateral movements, watch out for users who newly log on although they
have been on a computer for along time, creating a suspicion for a credential theft. This
monitoring process might want to exclude new computers.

New network connections must be monitored and checked for plausibility. For this purpose
sysmon 3 (network connection) or event 5156 (network connection has been allowed) can
be monitored in the security log. Only new combinations of source and destination and
unusual usage patterns need to be watched out for. New computers and new users should
be excluded from this monitoring because they have not yet established a usage pattern.

Connection Proxy

The hypothesis here is : an adversary wants to connect to an outside server but does not
want to be caught. Hence he does not connect directly but goes through a connection
proxy.

A valid detection logic / rule could be : a process receives an inbound connection from
an internal host and the same process initiates an outbound connection to the internet.
Distinguishing an internal from an external host can be performed on the basis of whether
the same subnet or an unknown one is used. smtp email server and other legitimate proxies
should be excluded / filtered.
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Persistence

An adversary who has gained access to a system tries to persist his access across restarts.

For this end, he would add an extra service to run in the background. Since a service
is a series of registry entries and an action to start a service at system startup time [21]
will be logged in the Windows Management Instrumentation (WMI) event repository, a
threat hunter should watch out for event id 4697 (A service was installed in the system),
bulk registry key readouts, registry key changes, whether administrator rights are needed,
and make these events plausible. Furthermore, he could look out for attempts to modify
services that do not correlate with patch cycles nor known software.

Domain Name Service (DNS) abuse

DNS is a vulnerable protocol that is often used in malicious activities [22, 23].

Best practices call for watching out for abnormally large DNS packets as a potential
Indicator of Compromise(IoC) while baselining the normal size of DNS packets. Further,
a threat hunter should monitor changes to etc/hosts in the security log or file system
log.

A common atttack hypothesis is DNS rebinding (https://unit42.paloaltonetworks.com/dns-
rebinding): after a malicious attacker persists itself on the victim’s machine, it can assume
the DNS resolver’s job. It resolves an external IP address to look like an internal address,
hence violating the same-origin principle applied to some web pages (javascript elements,
images, css to render web pages etc).

Since DNS API is often used for address resolution, a threat hunter should watch out for
API commands with a certain directionality with enhanced awareness.

Data exfiltration

An adversary steals data from a network by collecting, packaging and compressing /
encrypting them before transferring them out of the network.

A sample threat scenario involving an insider applying the data exfiltration hypothesis
would consist of the following steps:

• a contractor knows his contract is going to expire without being extended

• he would unsuccessfully attempt to login to unauthorized servers outside business
hours

• a threat hunter would conduct file monitoring for add, delete, update, compress and
transfer activities
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• in case a suspicion is substantiated, an alert can be created, a dashboard updated
and an administrator can disable the affected user account and alert security

8.3.2.2 The MITRE ATT&CK framework

In order to facilitate the sharing of past experience among the cybersecurity community,
the not-for-profit organisation MITRE launched the project ATT&CK [32] in 2013.

ATT&CK [32, 33, 34], an acronym for Adversarial Tactics, Techniques, and Common
Knowledge, is a public knowledge base of adversarial tactics (”what”) and techniques
(”how”) used in real-world observations to carry out attacks.

Its major benefit is a common taxonomy based on real-world cases that has been used
in many instances as basis for cybersecurity frameworks. It lets people learn from past
experience to reduce the time to detect attacks.

The ATT&CK knowledge base is organized in a 2D-matrix with tactics as columns and
rows as techniques in a tactic. For each technique one or more examples are given that
include data source as well as prescriptive guidance on how to mitigate (prevent) and how
to detect it. To ensure platform independence, it has a high level textual format.

Fig. 8.2 [54] shows an excerpt of the ATT&CK matrix (the right and the bottom parts
shortened for space reason), fig. 8.3 [55] a sample tactic and fig. 8.4 [56] a sample
technique.

Figure 8.2: ATT&CK Matrix [54]

In the Valid Accounts technique case, the procedure examples section listed some 3
dozens cases where this technique has been used to carry out the Persistence tactic,
some of them are [56]:
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Figure 8.3: Persistence tactic [55]

• The financially motivated threat group FIN7 harvested valid administrative creden-
tials for lateral movement via a zipped file downloaded from a malicious https site,
documented in details in [36].

• The financially motivated threat group FIN5 attacked the hospitality industries via
VPN, RDP 2, Citrix connections, documented in [37].

• The Linux Rabbit malware acquired valid SSH accounts to login to Linux servers
and IoT devices and installed cryptocurrency miners there, documented in [38].

The mitigation section in the Valid Accounts technique page [56] recommends the fol-
lowing policies:

1. Development practices

Developers should not hard code credentials into source code, config file and / or
place the same knowingly or unknowingly in a publicly accessible repository.

2. Password policies

Default username and password should be changed upon deployment / installation.
Password in the production environment should not be the same as in the develop-
ment and test environment.

3. Privileged accounts

Powerusers, users with elevated rights and administrator accounts should be strongly
protected and audited. Shared accounts should be used prudently.

4. User training

In some cases, users can be asked to identify/verify their peers as part of authenti-
cation. Users should be trained to be wary in such cases.

2Remote Desktop Protocol
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Figure 8.4: Valid Accounts technique [56]

The detection section in the Valid Accounts technique page [56] recommends the follow-
ing actions:

1. Logon sessions

Threat hunters should watch out for single user logged in multiple machine or mul-
tiple users logged into a single machine simultaneously.

Threat hunters should align user login data with further administrative data, for
example absence days.

2. User authentication

Threat hunters should perform periodic access reviews, especially for users with
enhanced access rights.

The MITRE ATT&CK framework has enjoyed a certain level of acceptance in the cy-
bersecurity community. It serves as basis of the experiments in [18] and [16]. It is used
in microfocus’s product ArcSight [39, 35], in Azure Sentinel [40], in an industrial control
system [41], among others.

A number of practical tools are available for working with ATT&CK. Among others,

• STIX 3: a json compatible format for expressing threat information

• TAXII 4: an application protocol running over https. It enables people to consume
(subscribe to) threat intelligence data in STIX format over an API.

• Powershell / Python connectors to access MITRE’s json repository.

3stix.mitre.org
4taxii.mitre.org
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8.3.2.3 Targeted Hunting Integrating Threat Intelligence

TaHiTI [9] is a threat hunting methodology created in a joint effort by the financial sector
in the Netherlands, but also available to other organizations in other sectors. The idea is to
make threat intelligence the focus of the threat hunting process and make the methodology
a common approach for threat hunting in the financial sector, and to share best practices
amongst each other. In TaHiTI threat intelligence is a major source of threat hunting
hypothesis, might however at the same time generate new threat intelligence.

Like other threat hunting approaches, it aims at reducing the threat detection gap between
the time of the breach and the time the attacker is detected. In its effort trying to uncover
unknown attackers via known TTPs, it might even discover new TTPs, related TTPs or
additional information on existing TTPs.

A TaHiTI process consists of 3 steps, namely trigger, hunt and finalization.

The major trigger source is threat intelligence, besides other processes like previous or
current incident reports. The ATT&CK framework can serve as a guidance to look for
TTPs. The TaHiTI trigger creates a ticket containing the trigger and the hypothesis.

The second step of a TaHiTI process picks up the ticket and enriches it with various
information, e.g. from ATT&CK and refines the hypothesis. The actual hunting process
starts with retrieving, analyzing data and confirming or rejecting the hypothesis. The
analysis is carried out using a mixture of tools, manually or automated. In an exfiltration
case, for example, one can analyze the number of bytes sent and received per source and
destination, the ratio of request to response, mean and standard deviation of request and
response size as well as various clustering and grouping operations can be carried out.

The third step of the TaHiTI process then makes use of the standardized reporting tool
MagMa to document the process and update the ticket.

8.3.2.4 Machine-Learning (ML)

Unlike the adhoc, unstructured threat hunting procedures described above, machine learn-
ing provides a slightly more automatic way for threat detection and hence is a valuable
tool for threat hunting.

Anomaly based NIDS 5 that are based on statistical evaluation relies on a stationary
assumption of the traffic behavior. Ruled - based systems suffer from the need to always
create new rules. A machine learning based IDS can adapt to dynamic network traffic
patterns and learn from new network traffic behavior to detect anomalies [24].

The following paragraphs report some classical machine learning techniques, while the
subsequent subsection will present some more recent results.

A number of academic articles [26, 27, 28, 29] have reported results appyling machine
learning techniques to detect intrusions, with quite good results. Basically, they study a
data set and perform a classification on a number of features.

5Network Intrusion Detection System
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UNSW-NB15 study

As an example, [25, 19] use the UNSW-NB15 data set with 47 features that contain
realistic network data (packets) including attack behaviors simulated in a research lab in
Australia. Some of the features are :

1. Source / Destination IP address

2. Source / Destination Port number

3. number of bytes

4. time to live, the maximum number of hops a data packet can travel between routers
before it is discarded

5. packet loss, the fraction of network packets that fail to reach their expected desti-
nation

6. protocol

7. start time, various connection setup times, arrival time between packets, round trip
time

8. = 1 if ftp login by user and password , 0 otherwise

There are 9 types of attacks : DoS, Fuzzers (random data to let system crash), worm etc.

The machine learning algorithm classifies a data record as being malicious or not depen-
dent on its features. The classifier can be based on a decision tree, a logistic regression
(which is a deterministic algorithm with a closed form solution), a neural network or one
of the many clustering algorithms.

Figure 8.5 [25] shows classification results on UNSW-NB15 and another, simpler dataset,
the KDD99 [24], ( http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html), with
4.9 million connection records and 42 features.

Figure 8.5: Classification results on network connection data sets [25](DT: decision tree,
LR: logistic regression, NB : Näıve Bayes, ANN: artificial neural network, EM: expectation
maximization clustering, FAR: false alarm rate)
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NATO Communication & Information Agency (NCIA) study

Article [16] presents results using machine learning techniques on the open source data
analytics platform KNIME [17] to detect/predict attacks in an isolated network with
simulated activities. There were 93 millions windows event log entries. Noise reduction
first discarded 51 % of the data. Limiting the windows log entries to (3243) time windows
further makes the data manageable. Dimensional reduction further reduced the data by
35 %. A subset selection algorithm (a DNN 6 with 2 hidden layers) selected 8042 out of
30069 features.

The following experiments were conducted:

• Supervised Machine Learning to detect known cyber attacks according to MITRE
ATT&CK. The threat log contains timestamps, tactics and techniques and serves
as a source of the labels. A DNN in the form of a multilayer perceptron was trained
to detect security threat from regression on 8042 features to predict 32 ATT&CK
techniques. An F1-score over 0.99 can be achieved.

• Unsupervised Machine Learning to detect unknown cyber attack and APT 7. Ap-
plying the DBSCAN clustering algorithm can achieve an accuracy slightly over 80
%.

Further studies
Further practical work are as follows:

[42] that explains how to perform threat detection using supervised ML on file parameters
(it states : ”structure of file, content in file, use of different features in file formats, behavior
of file when executed or opened in application”) and unsupervised ML to detect anomaly.

In a machine learning evaluation study, [43] looked at techniques for consistent detection
of Windows ransomware network traffic. This article reported achieving a True Positive
Rate (TPR) of 97.1 % when applying the decision tree classifier on a dataset created from
conversation-based network traffic features.

[44] proposed a neural network and tested it on Windows, Ransomware, Internet of Things
(IoT) and a mix of different malware sample datasets. For example, an evaluation to detect
IoT malware achieved an accuracy of 99.65 % , an AUC 8 of 0.99 and a MCC 9 of 0.992.

[48] reported 4 supervised machine learning algorithms (KNN, SVM 10, DT 11 and RF 12)
for detecting cyber attacks on a water treatment facility. KNN is a clustering algorithm

6Deep Neural Network
7Advanced Persistent Threat, an intruder who persists itself on a host and steals information over an

extended period of time
8Area Under ROC Curve
9Matthew Correlation Coefficient

10support vector machine
11decision tree
12random forest
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based on the k nearest neighbors in the feature space. SVM is a classifier that finds the
best hyperplanes separating the clusters. A random forest works by taking the majority
votes from a set of decision trees. DT is found to beat the other three with an overall
accuracy of 99.9 % and other improved metrics.

Many threat hunters are biased towards a single view, e.g. opcodes. [49] showed that
combining multiple views improves the performance. The authors performed various
multiview experiments on various OS and platforms and reported better accuracies and
a low false positive rate than single view approaches.

In general, signature based techniques can achieve around 90 % accuracy. More advanced
AI techniques can achieve 95 % but the false positive rate also rises [46].

Although ML is a promising tool, adversaries can also use it to improve their attacks [45].
Phishing emails can be trained to look like legitimate emails. Attackers can generate a
huge number of false alarms to disturb machine learning. The more advanced techniques,
like those in the next section, are often based on deep learning, requiring large amount of
computing power to perform training.

8.3.2.5 Natural Language Processing

More recent work goes beyond static processing of log data to detect attackers. Among
others, those employing NLP deal with how to make sense of the huge amount of textual
data from multiple, disparate sources to assist the expert [31, 14, 18] in threat hunting.

Lexical similarity

According to [47], attackers tend to observe a certain fixed lexical style when naming
malicious domain names. Hence one can apply techniques from NLP that look for lexical
styles similar to those of known malicious sites to look for further / future malicious sites.

[47] reported successful detection of phishing attacks on companies such as Wells Fargo,
Facebook, Dropbox and others using lexical similarities (minimum edit distance) to iden-
tify malicious websites and phishing domains.

securityKG

This work [15] has the goal to meet a number of challenges :

• data comes in myriads of formats, structured or unstructured

• threat intelligence consists not only of IoCs but also relationships between them

• existing approaches are static, ignoring sequence of steps
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• labels needed for training in a machine learning setting are hard to come by

This work, co-authored by Microsoft, claims to be the first work in this space.

It builds a knowledge graph from data web crawled from 40+ major sources and constantly
updates it.

Although its size is only 9 K lines of python code, it performs data collection, parsing
and knowledge extracting, creating a knowledge graph, persisting it into a DB (Neo4j
or RDBMS) and updating it by continuously ingesting new data (scalability). The ex-
traction, based on CRF 13, had to overcome a number of challenges like nuances (special
characters like dots and underscores) and labelling.

Labelling is trained using a training function that is noisy and whose accuracy is learned.
This approach is known as data programming [51] and allows the creation of large training
sets quickly.

The extracted knowledge persisted in a DB can later be used by various frameworks (e.g.
[53]).

A front end is built to explore the knowledge graph [14].

ThreatRaptor presented next picks up where securityKG leaves off.

ThreatRaptor

According to [57]: ” Threat intelligence is data that is collected, processed, and analyzed
to understand a threat actor’s motives, targets, and attack behaviors.” It is predicted
to gain increasing importance for organizations in cyber security decision making in the
coming years [52].

Although there are plenty of data, they are often unstructured, unrelated or scattered all
over the place, hence of limited use and need a better organization [50]. Furthermore,
diverse infrastructure and OS call for OS independent procedures. ThreatRaptor [14]
presents a framework aiming to conquer such challenges.

While IoCs cover malware’s name, IP address, domain names and file hashes only, they
ignore affected software names, higher level concepts and TTPs 14. In contrast to IP
addresses that can change easily, TTPs are tied to attackers goals and hence harder to
change.

ThreatRaptor continues the work done in SecurityKG and adds a query language created
to allow the synthesis of OS independent queries. Fig. 8.6 [14] shows the architecture of
ThreatRaptor.

13conditional random field
14Tactic, Technique and Procedure
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Figure 8.6: ThreatRaptor Architecture [14]

For evaluation, ThreatRaptor was applied to a number of attack cases including three
multi-step attack cases where they have the ground truth system events. With knowledge
extracted from OSCTI 15 sources, they synthesized queries that were later applied to
system audit logs of a test machine on which they constructed the 3 multi-step attack
cases. The queries were able to find most of the malicious activities (precision 16 100%,
recall 17 96.74 %, F1 score 18 98.34 %), proving the high performance of the (automated)
threat behavior extraction pipeline. See fig. 8.7 [14] and fig. 8.8 [14].

Figure 8.7: Dataleak Attack Case [14]

15Open Source Cyber Threat Intelligence
16precision = true positive / (true positive + false positive)
17recall = true positive / (true positive + false negative)
18F1 score = harmonic sum of precision and recall
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Figure 8.8: Dataleak Attack Case (cont.) [14]

8.4 Case Study Proactive Cybersecurity

This case study aims to find out whether a large Swiss bank uses the proactive methods
presented in this paper. The bank involved will be referred to as the ”bank” in the
following, as it wishes to remain anonymous for confidential and private reasons. In order
to obtain this information, two departments were interviewed. The ”Security Operations”
department is responsible for cyber defence and IT service continuity management. They
know the current threat situation and the relevant cyber actors and their techniques.
They also detect cyberattacks on the bank, analyse them and initiate measures. Attack
simulations are another part of their field of activity. This department was chosen for
the case study because its field of activity is suitable for achieving the objective of the
case study. The second department involved is simply called ”Security”. It coordinates
security-related topics and functions, as well as the subordinate specialised units. One
of these specialised units is the Security Awareness Unit. This department was chosen
because of its expertise in awareness training. The two departments mentioned, ”Security
Operations” and ”Security”, work together in day-to-day business.

Awareness training is compulsory for all employees of the bank. This takes the form
of an online learning module followed by a test. Furthermore, various forms of phishing
simulations are carried out during the year, in which the entire workforce is made aware
of realistic phishing attacks. In these phishing simulations, it can be evaluated afterwards
what percentage of the employees would have reacted correctly. In addition to the classic
phishing e-mails, there are also e-mails without harmful content in circulation. These
want to trick the recipient into making a value transaction, for example. Such e-mails are
difficult for a security infrastructure to recognise, which demands even greater attention
from the recipient.
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Each application of the bank has its own penetration testing team. Some tests are also
carried out by external people. However, some people work independently of these teams.
Such a ”Red Teamer” works on about 3 projects per year. His goal is to penetrate as
deeply as possible into the bank through several stations. In one project he proceeded as
follows: he sent e-mails to several employees, then he wanted to manifest himself on their
laptops, so he wanted to get to the server and then to the Active Directory. In the Active
Directory, the access rights of all employees are managed. If he could create a new profile
there with as many rights as possible, he would have achieved his goal.

The Security Operation Team is responsible for monitoring. In their office, large screens
are mounted on the wall so that all team members always have an overview of the current
threat situation. The team works with various tools, including a SOAR tool (Security Or-
chestration, Automation and Response). However, this is used for reactive cybersecurity.
A proactive method that is carried out is the monitoring described in Chapter 8.3.2.1 ”Ad
hoc techniques”. They use VirusTotal to analyse process names and hashes. For example,
if a vulnerability becomes known, they check the hashes of the relevant period to see if
the bank is affected.

8.5 Summary

In recent years, an increase in cyberattacks has been observed. As this trend is expected to
continue, companies and individuals should address the issue of cybersecurity. An optimal
security strategy consists of reactive and proactive methods. Reactive methods are about
reacting properly once a cyberattack has occurred. Examples are response and forensic
investigation. Proactive methods, on the other hand, are used before vulnerabilities can
be exploited by attackers. Penetration testing, awareness training, honeypot/decryption
and moving target defence (MTD) are all methods that are applied proactively.

Penetration testing is an attempt to recreate a real cyberattack. The aim of this is to
improve the security of a system and identify possible vulnerabilities. Awareness training
starts at a different point. Through targeted training of users, their handling of cyber
risks is to be steered in the desired direction. Awareness training is a useful method to
reduce or even prevent the success of phishing attacks. The honeypot method is used
to spy on attackers and gather useful information about their actions. The attackers are
lured by a bait of false data. In the fourth proactive strategy, Moving Target Defence,
the configurations of possible targets of attacks are constantly changed so that an attack
is made more difficult.

This work has shown how threat hunting can be a necessary and useful proactive process
in every organization. It needs data, expertise and tools to be fruitful. Currently it is
in many circumstances still largely an adhoc, unstructured, manual process that should
be automated. MITRE’s ATT&CK is a framework to help organizations understand
various types of attack tactics and techniques. It also provides recommendations for
mitigation and detection. Several efforts and results in the machine learning and NLP
areas for automating threat hunting have also been shown, each with its own strengths
and weaknesses.
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