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Abstract

Heutzutage investieren Unternehmen und Organisationen zunehmend in Cybersicherheit,
da sie mit digitalen Informationssystemen arbeiten. Das Cyber-Risikomanagement bie-
tet einen klar definierten Weg zur Verwaltung kritischer Vermögenswerte, Bedrohungen
und Gegenmaßnahmen. Innerhalb des Cyber-Risikomanagements ist die Bedrohungsmo-
dellierung ein strukturierter Prozess zur Identifizierung potenzieller Bedrohungen, und in
diesem Prozess ist es wichtig, jede Bedrohung zu bewerten und ihre potenziellen Auswir-
kungen abzuschätzen.

Jedoch konzentrieren sich die meisten Bedrohungsmodellierungsmethoden, obwohl sie tief-
greifend entwickelt wurden, hauptsächlich auf die Identifizierung von Bedrohungen in
verschiedenen Kontexten, während die Quantifizierung ihrer Auswirkungen für weitere
Untersuchungen weniger diskutiert wird. Diese Arbeit zielt darauf ab, eine Rahmenstruk-
tur zu entwerfen, um diese Lücke zu schließen. Das Hauptergebnis dieser Arbeit ist eine
Rahmenstruktur, die Benutzer dazu anleitet, Cyberbedrohungen in Geschäftskontexten zu
bewerten und zu quantifizieren. Die Rahmenstruktur ist gut entwickelt, und der Prototyp
wurde ordnungsgemäß bewertet. Es zeigt sich, dass die Rahmenstruktur den Designzweck
gründlich präsentiert und die Benutzerfreundlichkeit des Prototyps zufriedenstellend ist.
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Abstract

Nowadays, companies and organizations invest in cybersecurity more and more as they
are operating with digital information systems. Cyber risk management presents a well-
defined path toward the management of critical assets, threats, and countermeasures.
Within cyber risk management, threat modeling is a structured process to identify poten-
tial threats, and in this process, it is significant to evaluate each threat and estimate its
potential impacts.

Although threat modeling methodologies have been developed in depth, most of them
focus on threat identification in di↵erent contexts, while how to quantify their impact for
further inspection is less discussed. This thesis works on designing a framework to fill in
this gap. The main outcome of this thesis is a framework that guides users to evaluate and
quantify cyber threats in business contexts. The framework integrates applicable business
impacts, calculates and visualizes the impacts of cyber threats, providing users with an
intuitive picture of cyber threats analysis in the view of business. The prototype is well
developed and properly evaluated, and the usability of the prototype is of satisfaction.
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Chapter 1

Introduction

Cybersecurity has become more and more critical to companies and corporations, as most
organizations are becoming increasingly dependent on computer systems, and attacks on
all aspects of computer system vulnerability are increasing. To address these problems
and minimize potential losses, cyber risk management now is deployed by organizations.
Cyber risk management presents a well-defined path toward the management of critical
assets, threats, and countermeasures of an organization. The reason is that a well-defined
risk model ensures that cybersecurity activities are tied to the business value of the assets
they aim to protect [1].

1.1 Motivation

Threat modeling, serving as a critical step in cyber risk management, mainly identifies
severe threats requiring more investigation in an organization or during the development
of a system. During this stage, each threat should be evaluated to estimate its potential
impacts, thus providing stakeholders with insights about how resources and funding should
be allocated.

Nowadays, most threat modeling methodologies and tools deploy a qualitative approach
like ranking the severity of the threat as low, medium, or high. A qualitative analy-
sis sometimes cannot o↵er a clear and concise result to non-technical stakeholders, even
though it may be su�cient in many situations (such as during a quick software imple-
mentation cycle). In contrast, a quantitative analysis would enable the translation of a
threat model into the broader context of an enterprise’s risk management program. For
instance, while a straightforward qualitative threat assessment may be su�cient to sup-
port the need for a few hours of software engineering on a secure protocol, the adoption
of an expensive security service (such as a managed firewall or DDoS (Distributed Denial
of Service) filtering service) necessitates a more persuasive case for the business.
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2 CHAPTER 1. INTRODUCTION

1.2 Description of Work

The main goal of this thesis is to design and implement a framework that is able to
guide the user in business contexts, facilitating the threat quantification process with
all required input parameters. Around this goal, existing threat evaluation methods are
first surveyed and documented. Based on the literature research, the thesis proposes
an architecture that facilitates the quantification of cyber threats with their business
impacts. Furthermore, the thesis implements the prototype with the core mechanism
perfectly realized, and the user interfaces properly designed. The prototype assists users
in considering applicable business impacts and visualizing the possible losses of these
impacts. Based on the visualization result, users can e�ciently get insights into the
quantification of each threat and prioritization of them.

1.3 Thesis Outline

The whole thesis is structured in the following way: First, the first chapter has already
illustrated the motivation and description of this work. Second, Chapter 2 introduces
related background knowledge of this work, including cyber threats and Business Im-
pact Analysis (BIA). Chapter 3 presents literature research on existing threat modeling
methodologies and discusses their threat prioritization work. Chapter 4 introduces the
design of the framework, with each step and design purpose, and Chapter 5 further elab-
orates on the implementation details of the framework and data transmission among
di↵erent modules. Chapter 6 evaluates the usability and e↵ectiveness of this framework
through two methods: a usage scenario and a focus group discussion. Finally, Chapter 7
summarizes the whole thesis work and concludes future work.



Chapter 2

Background

Cyber threats are constantly evolving and changing. To develop a threat modeling method
that can assess business impacts, it is crucial to understand the current state of cyber
threats to accurately evaluate the risks and vulnerabilities an organization may face. In
this chapter, common cyber threats and crimes are discussed in detail. What’s more,
threat modeling and business impact analysis is also briefly introduced for a preview of
the thesis.

2.1 Cyber Threats and Attacks

Based on operations of implementing threats and attacks, cyber threats are categorized
into three classes. technical threats, which mainly rely on computer and Internet opera-
tions, non-technical threats, which involve more physical conditions and human factors,
and hybrid threats, which consist of both technical and non-technical processes. This
categorization is defined by this thesis for a more comprehensive research of cyber threats
and attacks, since both the technical and non-technical cyber threats become increasingly
complicated as technologies evolve.

2.1.1 Technical Threats

DDoS and DoS Attacks DDoS (Distributed Denial of Service) and DoS (Denial of Service)
attacks are the kind of attack in which an attacker intentionally consumes resources to
prevent hosts from using the targeted service. focusing on specific applications to manipu-
late their memory structure, authentication protocols, or specific algorithms for host-based
methods. Through the depletion of resources, such attacks can disrupt numerous services
and lead to a downgrade in network performance [2].

Zero-day Attack A zero-day attack refers to a type of cyber attack that takes advantage
of a vulnerability in the system that has not yet been made public. Cybercriminals can
use unpatched flaws in widely-used programs, such as Microsoft O�ce and Adobe Flash,

3



4 CHAPTER 2. BACKGROUND

to attack targets like large corporations and millions of individual PCs worldwide [3].
The most concerning aspect of this type of attack is that, due to the lack of available data
until the attack has been identified, very little is known about zero-day attacks [3].

Botnet Botnets are networks of hijacked computer devices used to carry out fraudulent
activities and cyber assaults. They are often assembled as part of a multi-layer scheme,
with the bots serving as a tool to automate mass attacks, such as data theft, server crash-
ing, and malware distribution. The greatest danger lies in cheap and easy-to-propagate
botnet operations, which are lucrative to controllers to conduct attacks [4].

Web-based Attack As Internet users exchange private data via websites and web applica-
tions a lot nowadays, the vulnerability of web-based data transmission has been exploited
awfully. The web-based attack usually takes four steps: exploring the target, accessing
the target system, performing malicious activities, and obfuscating victims by spoofing
and log cleaners [5]. Common web-based attack techniques include SQL injection, Local
File Inclusions, and Cross Site Scripting (XSS).

Malware As mentioned above, malware is one of the frequently used tools to perform
malicious activities. It is a kind of software that performs malicious tasks on a digital
device or network, such as corrupting data or taking over a system. To launch a malware
attack, the software must first be installed on the targeted device, therefore malware
is usually a step of other cyber attacks or crimes. Common types of malware include
Spyware, Keylogger, Trojan Horse, Virus, Worm, Adware, Ransomware, and Rootkit [6].
Ransomware is widely considered the most dangerous type of malware, as it can impose
a high financial burden on organizations. Attackers who launch ransomware attacks use
various techniques to hijack users’ or organizations’ files and resources, demanding a
ransom in exchange for freeing the encrypted or captured data or resources [7].

Man-in-the-Middle Attack The Man-in-the-Middle(MitM) attack is an attack that an
unauthorized third party enters communication between two users while not being de-
tected by the two participants. Attackers often use malware to access, read, and modify
encrypted data between the two users [8]. For example, when two users communicate
through a TCP protocol, it may be intercepted by an attacker acting as the information
transfer station to falsify the data. By stealing or altering classified or secret defense
sector information, this threat may have an impact on a nation’s economy and contribute
to international unrest [8].

Eavesdropping Similarly, the eavesdropping attack also thefts data in the process of in-
formation transfer. This attack is also known as sni�ng or spoofing, and is usually
performed to hack data being transmitted between unsecured network communications
[9]. Eavesdropping can be categorized as active eavesdropping and passive eavesdrop-
ping. For passive ones, with the use of a sni↵er tool, the attacker can use a computer
to receive all data packets flowing through the local computer, thus enabling the theft
of sensitive information. As the sni↵er is well concealed and only passively receives data
without sending it outwards, it is di�cult to detect that someone is listening during the
transmission of data [9]. For active eavesdropping attacks, the attacker disguises himself
as harmless websites and sends transmitter inquiries to obtain information [9].
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2.1.2 Non-technical Threats

For non-technical threats, technologies are used as a weapon to exploit people and carry
out attacks. Attackers manipulate human behavior for a specific purpose, like stealing
money or accessing sensitive data. Non-technical cyber threats can be just as dangerous
as technical threats and can lead to serious security breaches, financial losses, and reputa-
tional damage for individuals and organizations. Therefore, it is necessary to investigate
them.

Social Engineering As [10] elaborated, social engineering ”is a type of attack wherein
the attacker exploits human vulnerability through social interaction to breach cyberspace
security”. Since it preys upon natural social mores, institutions, and patterns of behavior,
it is parasitic upon these features of human society [11]. The result is correspondingly
hard to estimate, from negative social impacts to financial loss. [12] proposed several
social engineering attack scenarios, like pretexting attacks fabricate convincing scenarios
to acquire a victim’s personal data, baiting attacks luring individuals with complimentary
services and request sensitive information in return, and dumpster diving attacks, which
collect sensitive documents from company’s trash or discarded equipment.

Physical Attack Physical attack is a subset of social engineering to some extent. As
the name implies, a physical attack refers to performing the attack by accessing critical
machines, servers, or computers in person. The physical attack includes physical manip-
ulation, damage, theft, loss, etc [13]. For example, RFID (radio-frequency identification)
card attacks can access forbidden spaces for malicious intentions. An attacker pretends to
forget his RFID card and asks a victim to hold the door open, then performs the attack.

Disinformation Apart from these common attacks, some new attacks that emerge with
technology development are also proposed by researchers. Disinformation is proposed by
[14], which refers to the deliberate spread of misleading or false information. [14] suggests
formally recognizing disinformation as a cybersecurity threat for its prospective future
categorization, as disinformation delivers negative emotions on online social environments
and profoundly reduces the financial value of organizations through reputation damages.

Insider Threat Unlike attacks discussed above, insider threat define a kind of threat
from the attacker’s perspective. [15] defined that an ”insider” is someone who has been
permitted to utilize one or more authentication mechanisms, like plain text password,
Public Key Infrastructure (PKI), biometric or smart card token, in order to get access to
one or more components of the IT system. This insider acts as an entry point, requiring
less time and e↵ort to gain additional privileges compared to an external attacker. As a
consequence, not only the IT infrastructure weaknesses will be exploited more easily, but
also the insider is less likely to be discovered by security measures as he enjoys a high
level of trust [15].

2.2 Hybrid Threats

As technology evolves, cyber threats have become more sophisticated. An increasing
number of threats are di�cult to be simply dichotomized as technical or non-technical, as



6 CHAPTER 2. BACKGROUND

they may result from di↵erent causes or motivations and be accomplished by a combination
of technical and non-technical cyberattacks. In this context, they are defined as hybrid
threats.

Data Breaches A data breach, or data leakage, is when sensitive information is uninten-
tionally or negligently made available to unauthorized parties [16]. Based on attackers, it
can be caused by insider threats (e.g. data theft), or intruders (e.g. sabotage). In terms
of motivation, data breaches may be conducted on purpose or inadvertently. Sensitive
data leakage can have a negative impact on an organization’s long-term stability as well
as cause severe reputational and financial damage [16]. For instance, healthcare data is
so sensitive that any falsification will lead to improper treatment and irreversible damage
to patients.

Cyber Fraud Like data breach, cyber fraud is also a cyber threat that focuses on stealing
sensitive information for di↵erent goals. It is a broad concept of fraudulent activities
committed via the Internet, including crypto-ransomware [17], stock fraud, telemarket-
ing fraud, dating scams, job scams, online auctions, credit card fraud, false advertising
schemes, false damage claims, insider trading, Ponzi/pyramid schemes [18]. It usually
aims at stealing money from Internet users, and leads to a great financial loss for individ-
uals or organizations.

Phishing Phishing is actually a social engineering technique. It can be performed with
di↵erent mediums, like the Internet, to a wide range of vectors, such as Email, social
networks, websites, WiFi, and so on. For instance, spear phishing [19] is one non-technical
approach of phishing that pretends to be emails from the people victims know and tricks
them into doing whatever it is the sender desires [20]. Whaling, on the other hand, is
a kind of technical phishing that targets senior-level executives who command sensitive
information, and induces victims to install malware [20].

2.3 Cybercrime

In the context of information security, cybercrime is also taken into consideration here
to get a comprehensive overview of cyber threats. Cybercrime comprises o↵enses and
misdemeanors that use computers or communication devices as targets, commission tools,
or are connected to the widespread use of computer technology [21]. Cybercrime often
consists of many kinds of cyber threats and attacks, and usually results in huge social or
economic losses, even serious national security issues.

Cyberstalking Cyberstalking is a crime that involves using digital devices, such as the
internet or other communication tools, to follow and harass another individual or group
by sending words and images, so that victims get significant emotional distress [22]. It is
often motivated by feelings of vengeance, hatred, envy, or just no valid purpose [22].

Cyber terrorism Cyberstalking is a crime aiming at individuals, while cyber terrorism
targets at a wide range of netizens. It usually has a political, racial, or ideological motiva-
tion. Terrorists utilize the Internet for propaganda dissemination, individual recruitment,
public opinion implication, and corrupting national infrastructure such as transportation,



2.3. CYBERCRIME 7

dams, tra�c lights, and energy facilities [21]. This type of crime can incite fear, anxi-
ety, and violence among people or result in damage to properties such as computers and
networks. For instance, the Ukrainian attack on a power grid in December 2015, which
began with a phishing email, is an example of cyber terrorism [21].

Cracking Cracking is the breach of computer security that typically occurs on a network to
access another person’s computing system, pass passwords or licenses through software,
or engage in other illegal activities. A cracker might do it intentionally for financial
gain, or for a variety of charitable causes [23]. For example, WI-FI Networks that utilize
WPA2-PSK (Pre-shared Keys) are often used within homes and small businesses. A single
passphrase is shared between many users and is configured within the wireless access point.
The passphrases set on these networks are often too simple and are susceptible to brute
force or dictionary attacks [24].

Email spoofing is some kind of cybercrime that is similar to phishing, while it focuses
on email-related operations. It usually happens when the recipient gets an email that
has been manipulated and dispatched from an unauthorized source. The primary goal
of email spoofing is to persuade the recipient to interact with the message, whether it’s
by opening, responding to, or clicking on it. For example, a spoofed email could pretend
to be from a popular shopping website and ask for personal information, like a password
or credit card number. Alternatively, a forged email could contain a link that, if clicked,
installs malware on the recipient’s device [22].

Cyber warfare is a large cybercrime that may result in the most serious consequence
among these cybercrimes. It can be conducted by organizations or groups of hackers
without government permission and can cause political tensions between countries. For
instance, in 2008, Russia and Georgia were involved in a cyberwar that saw the Georgian
government websites targeted through SQL injection, DDoS, and cross-site scripting (XSS)
attacks [25]. Cyber espionage is also a sort of cyber warfare which refers to the act of
using spies to steal sensitive information from rival companies or foreign governments by
using computers to carry out these missions [25].

Children Pornography is a kind of new cybercrime phenomenon that occurs on the In-
ternet nowadays. It refers to illegal online pornography involving children in sexual ac-
tivities. Some illegal online activities include exploiting children through pornographic
productions, sex exhibitions, cybersex, prostitution, sex slavery, and the distribution of
images and videos. It also includes online communication aimed at sexually stimulating
children [18].

Cryptocurrency-related crimes Like child pornography, cryptocurrency-related crimes
are also a kind of emerging cybercrime. Cryptocurrencies are prevalent all around the
world, and gaining traction as an alternative online currency. Consequently, more atten-
tion should be paid to addressing this threat. Cryptocurrencies can be used either as a
tool or target in the facilitation of cybercrimes, including blatant theft, illegal trading,
money laundering, extortion, and ransomware [26]. For instance, fraudulent traders with-
out valid licenses induce customers to trade or invest digital money which actually does
not exist [27].
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2.4 Threat Modeling Method

In order to combat these increasingly complex and varying levels of cyber threats, the
system should be designed and implemented as resiliently as possible. According to the
National Institute of Standards and Technology (NIST) [28], threat modeling is ”A form
of risk assessment that models aspects of the attack and defense sides of a logical entity,
such as a piece of data, an application, a host, a system, or an environment”. Threat
modeling methodologies are created to analyze the system, so that weaknesses in it can
be detected and e↵ective measures or modifications can be taken to lower the risk and
reduce operation or business loss.

Threat modeling usually takes place in the early stage of development cycle, and it should
be noted that threat modeling is a cyclic activity, which requires repeated analysis and
actions [29]. In addition, threat modeling is a task that needs a certain amount of special-
ized knowledge and asks for concerted e↵ort, therefore the involvement of a wide range of
stakeholders may contribute to a better modeling result.

Many threat modeling methodologies have been created and put into practice, while
not all of them are comprehensive enough to deal with all situations. Some emphasize
abstraction, while others are more focused on the needs of individuals. Some methods also
concentrate solely on risk or privacy. Combining threat modeling techniques can produce
a more complete and accurate picture of prospective threats [30]. As the design of the
threat modeling method is the core work of this thesis, detailed research, and discussion
about current threat modelings will be put in the next chapter.

2.5 Business Impact Analysis

According to the document ISO/TS 22317 [31], the BIA process “analyses the e↵ects of
a disruption on the organization”. The process produces critical information about the
impact of resource disruption on business [32], and provides statements about business
continuity priorities and requirements.

Business impacts can be classified as tangible or intangible based on whether they can be
quantified [33]. Tangible impacts are often evaluated by the business loss and repairing
cost when an attack succeeds, such as penalties caused by a data breach, or loss of sales
due to machine downtime, etc. Intangible ones may not be quantified into specific units,
but they can be compared by some qualitative metrics like low, medium, and high.

NIST [34] provides three necessary steps to perform a BIA process: (1) identify critical
IT resources, (2) identify disruption impacts and allowable outage times, and (3) develop
recovery priorities. [35] illustrates step 2 more specifically, that critical functions like
Maximum Tolerable Period of Disruption (MTPD) should be measured and taken into
consideration. [36] designs an additional step between step 2 and 3 to prioritize the
recovering business functions and data in the event of an outage. Overall, the rough
framework of the BIA process has been defined, while details of each step may vary a lot
to adopt di↵erent management requirements.
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Business Continuity Management (BCM), as mentioned above, is a broader concept that
includes BIA as a substep. The ISO 22301:2012 document [37] describes it as ”a holistic
management process that identifies the potential threats to an organization and the im-
pacts to business operations that those threats, if realized, might cause, providing a frame-
work for building organizational resilience with the capability of an e↵ective response that
safeguards the interests of its key stakeholders, reputation, brand, and value-creating ac-
tivities.”BCM doesn’t just consist of one or several general recommendations about how
to keep business ’as usual’, instead, it should be designed based on the specific situation
of each organization. In addition, the BCM should also be dynamic to continuously adapt
to business and cybersecurity environment changes [33].

The BIA process is a kind of strategic analysis that allows organizations to have a more
clear picture of where to invest critical assets in terms of cybersecurity, in which priority,
and to what extent [38]. However, there is still a missing bridge between cybersecurity
mitigation and business impact analysis in practical use. As [39] indicates, although some
organizations and companies have cyber security incidence responses, they focus more on
mitigating those attacks than keeping business continuity. More attention should be paid
to further develop corresponding preparations for mitigating more and more complicated
cyber threats and attacks.
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Chapter 3

Related Work

Within cyber risk management, threat modeling is a crucial activity to understand spe-
cific threats that need further attention during the system’s design process. Essentially,
threat modeling is a systematic approach that identifies potential threat sources and the
associated events that may occur in an information system. In this chapter, 23 papers
in total are studied with a focus on three dimensions: what they focus on, how they
work, and if they involve threat assessment work. The included literature is retrieved
mainly from IEEE and Elsevier, with the keywords ”cyber threat modeling” and ”cyber
security threat modeling”. Since a wealth of research has been amassed in threat mod-
eling methodologies, two kinds of papers are mainly considered to avoid repetition and
investigate as thoroughly as possible: methodology literature review focusing on general
threats and methodologies designed for a specific scenario or system.

It should be noted that although threat assessment and risk assessment usually do similar
tasks in practice, there is a slight di↵erence between them. While threat analysis con-
centrates on identified threats, risk analysis encompasses the entire system as its analysis
objective. Furthermore, threat assessment is reactive and only takes place in real-time,
while risk assessment is more proactive and continuously occurs alongside the system. In
this thesis, threat evaluation is emphasized.

Most of these methodologies are designed for general situations like STRIDE modeling
methodology [40], and some are tailored to suit particular scenarios, like the Isabelle/HOL
framework [41] is developed particularly for insider threats. In the following part they
are discussed in detail. Besides, several tables are made to precisely summarize these
methodologies, which provides a more explicit comparison and emphasis on them.

STRIDE modeling methodology is a risk-centric methodology deployed by Microsoft. It
represents six threat types that usually appear in software. First, Spoofing attacks cover
the behaviors that masquerade as legitimate users, processes, or system elements. Second,
Tampering attacks that modify or edit legitimate information. Third, Repudiation attacks
which deny or disown a certain action executed in the system. Fourth, the information
disclosure includes Data breach or unauthorized access to confidential information. Fifth,
the DoS attack that leads to disruption of service for legitimate users, and last, the
Elevation of privilege getting higher privilege access to a system element by a user with

11
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restricted authority [40]. Analysts first model the system with DFD diagrams, and then
identify threats in each process with the threat library. The result turns out to be a threat
list of the system, while how to deal with these attacks is not included.

Similarly, PASTA (Process for Attack Simulation and Threat Analysis) method is also a
risk-centric methodology. It is designed to combine business objectives and technical re-
quirements together and brings the threat modeling process to a strategic level. Therefore,
decision-makers from di↵erent aspects are required to be involved. The laborious process
has a perfect document to guide users to perform seven steps and output an asset-centric
result with threat itemization and evaluation. Notably in the last step of PASTA, the
business impact is qualified or quantified, but how this substep is done depends.

The TARA (Threat Assessment and Remediation Analysis) method resembles PASTA in
the process of threat identification. However, as its name indicates, focuses on not only
threat analysis, but also mitigation generation [42]. It focuses on improving the cyber
security and resilience of systems early in the acquisition process. It mainly consists
of cyber threat susceptibility assessment, which outputs a matrix with a quantitative
risk score for each attack vector and attack target, and risk remediation analysis, which
provides a solution table. It is worth noting that TARA does include threat prioritization
work by giving a risk score, but how the number is calculated is not clearly illustrated in
its o�cial report.

Trike [43] is also a risk-centric threat modeling method that manages threats from a
defensive perspective. It aims at providing a clear assessment of threats. Analysts first
decompose the system into an actor-asset-action matrix, and in each cell of the matrix,
there are four parts: creating, reading, updating, and deleting. For each part three values
may be assigned: allowed action, disallowed action, or action with rules. To evaluate the
attacks, each actor in the matrix is qualitatively defined as always, sometimes, or never for
the possibility of performing actions on each asset. Unfortunately, there is no document
about the mechanism of Trike, which leaves the scale system vague.

The Common Vulnerability Scoring System (CVSS) [30] was developed by NIST, which
aims at providing users with quantitative results of possible vulnerabilities. It provides
a unified scoring system, which consists of three metric groups (Base, Temporal, and
Environmental), for common cyber or physical systems. The scores provide users with an
intuitive view of how severe the threat is. Analysts manually assign scores to each metric,
but regrettably, the formulations are not clearly documented.

Attack Trees also focuses on identifying threats by depicting attacks to a system in the
tree form [30]. The tree root is the goal for the attack, and the leaves are ways to achieve
that goal. Experts decompose the component into several steps and connect them with
logical operations AND or OR, and then assign weight or value, like probability, to each
node for deeper analysis. The tree helps to identify if the system is vulnerable and what
attacks it may encounter. The tree is easy to understand, but as it assumes that users
have professional knowledge, risk and threat evaluation is not provided.

Security card focuses on identifying unusual or complex threats [30]. It covers four dimen-
sions, including human impact, adversary’s motivation, adversary’s resources, adversary’s
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methods, and a total of 42 kinds of threats to help experts to discover potential at-
tacks. Each card has a type of attack and a brief introduction to it. This method is
usually integrated into a more complicated framework or serves as a supplement for other
methodologies.

Persona non Grata [44] is a threat modeling method based on the idea of figuring out the
motivations and skills of attackers. It depicts a persona of potential attackers to experts
so that experts can have a picture of the system’s vulnerabilities and points of compromise
from the other side. This method works similarly to Security Cards, as they both focus
on identifying a certain group of threats.

The Operationally Critical Threat, Asset, and Vulnerability Evaluation method, abbrevi-
ated as OCTAVE, is also a risk-centric one that especially targets organization activities
instead of a continuous process, and focuses on strategic, practice-related issues [45]. This
method requires a small group of people from di↵erent departments like the operation
and IT of the organization and perform the following three steps: identify threats based
on assets from the organizational level, identify information infrastructure vulnerability
from the technical level, and develop mitigation strategies.

Visual, Agile, and Simple Threat (VAST) modeling method is developed based on an
automatic platform named Threat Modeler [30]. This method is designed for the soft-
ware development process. Most abovementioned threats are labor-intensive and time-
consuming, while VAST modeling tends to be light and scalable in large organizations.
It guides users to build a DFD diagram to model the operational threats in the view
of attackers, and a process flow diagram in an architectural view. These two diagrams
recognize the di↵erence between development and infrastructure teams, which can be
performed in DevOps lifecycles.

Linkability, Identifiability, Non-Repudiation, Detectability, Disclosure of Information, Un-
awareness, Non-Compliance (LINDDUN) threat modeling methodology pays attention to
privacy during the software development lifecycle [46]. Similar to STRIDE, LINDDUN
also builds up a privacy-related threats library. It consists of six steps, for the first three
steps it defines DFDs, maps privacy threats to DFD elements, and identifies real threat
scenarios. This phase is called problem space. For the last three steps, which are designed
for solutions, LINDDUN provides guidance to prioritize threats and elicit countermea-
sures. It is worth noting that LINDDUN defines the risk as probability times impact to
prioritize threats, but if it is quantitatively or qualitatively calculated is not mentioned.

The quantitative Threat Modeling Method is proposed to address the problem in cyber-
physical systems, which have complex and highly interdependent components [47]. It
combines STRIDE, CVSS, and attack trees, focuses on dependencies among components,
and gives a quantitative analysis result of each threat. It builds attack trees based on
components with 6 categories of threats provided by STRIDE, then applies CVSS to
assign scores for components.

Hybrid Threat-Modeling Method (hTMM) is also a methodology that consists of several
general threat modeling methods, including SQUARE (Security Quality Requirements
Engineering Method) [48], Security Cards, and PnG, to get a more comprehensive mod-
eling result. The main goal of hTMM is to provide a cost-e↵ective result without false
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positives and overlooked threats. It first [49] applies SQUARE to identify the system for
assets, business and security goals, then uses Security Cards and PnG for brainstorming,
which leads to a summary of threats, including its actor, purpose, result, target, and
impact. The result then can be used for later risk assessment. Apparently, the impact
analysis is also done manually by specialists.

Apart from formal modeling like [50], graphic modeling is also developed. For instance,
[51] uses the risk graph to analyze threat scenarios with dependencies. This work pays
more attention to the probability of each risk scenario caused by interdependence among
components and events. [52] designs a weight distribution algorithm to evaluate all attack
paths in a threat tree, which includes both the probability and damage to a threat.
However, the paper focuses more on the design and validation of the algorithm, and
probability and damage parameters are provided without illustration.

The methods discussed above are threat modeling methodologies applied to a wide range
of situations. As mentioned previously, some methods and frameworks are proposed for
a certain kind of attack or system. These methodologies involve more explicit operations
and professional information, which helps deal with more practical-related issues in specific
scenarios.

[41] pays attention to the insider threat. It applies social behavior theory, the Isabelle/HOL
framework for a social explanation, to model insider threat behavior. The result is proof
or validation to justify possible malicious attacks, which can be used to improve the in-
frastructure and policies, leading to an improved security architecture. This framework
can be further applied to any cyber-human systems, as HOL can be used to convey hu-
man psychological propensities, regional and international policies, as well as network and
physical characteristics of an organization’s architecture [41].

Similarly, [15] also focuses on insider threat analysis. It starts with how to precisely
document insider misuse by designing a language development methodology, thus helping
experts e�ciently deal with them. It classifies misuse cases and then abstracts the problem
domain. This work is still under construction, but is also promising in building a library
for certain kinds of threats.

[53] emphasizes the area of the supply chain. It suggests a social-technical framework
from a systematic view. The framework consists of a dynamic system, which is made
up of four subsystems interacting with each other to ensure the integrity of the whole
modeled organization, and a static 7-layer model, which serves as a security consensus
base. After using a signal diagram to simulate a process in the supply chain, users can
use the 7-layer model to itemize threats from social to technical, and the dynamic system
works to discover more possible related threats.

As illustrated in Section 2.3, cyber terrorism is a subset of cybercrime, and [54] proposes
HMMs and Bayesian models to e�ciently extract terrorist activities and predict threats
from a large amount of data that represent any activities like travel or communication
between people or item of suspicious origin. This work utilizes mathematical models to
deal with threats caused by cyberterrorism.

[55] aims to improve the trustworthiness of software design by a unifying threat model. It is
similar to the working principle of the Quantitative Threat Modeling Method. This model
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uses a UML activity diagram to model system functions and then applies STRIDE threat
categories to identify attacks. As the specific threat scenario is defined, the corresponding
attack tree is also built. Each node in the tree is assigned a weight, which helps calculate
the overall criticality of the threat. In this way, the unifying model can provide users
with attack situations and critical degree analysis. However, how the weighted node is
quantitatively defined is not discussed, as the point of this work is to implement the whole
algorithm.

[50] builds an information security management system based on a scenario in the library.
The system uses a business process model to identify and assess threats, and most analysis
work is done manually by information security specialists. The risk analysis stage is
included in the system, while it is just roughly defined without detailed implementation
steps. [56] performs threat identification in smart grid systems. Although it does a
comprehensive check to accumulate all possible threats that may occur in the smart grid
system, it does not continue to evaluate identified threats.

Similarly, [57] proposes a social-technical framework to perform threat identification tasks
in the supply chain industry. It involves sociology theory to construct the threat identi-
fication model. It can be concluded that most threat modeling methods with practical
applications in industries remain aiming at recognizing all possible threats with di↵erent
measures.

Based on the aforementioned methodologies, some conclusions can be drawn. First, some
methodologies combine both manual and automatic modeling techniques, like VAST mod-
eling, and some employ both graphical and formal modeling methods with various weight
algorithms. This indicates that the form of threat modeling can be quite flexible and
adjustable by deploying di↵erent methods.

Moreover, most threat modeling methodologies remain to be done manually by stakehold-
ers, which can be pretty subjective and time-consuming. Consequently, there is a demand
for a higher level of automation to model the system, which is one of the goals this thesis
is going to achieve.

Last but not least, identifying threats is a focus. It can be seen that a certain number
of methods still try to itemize as many as possible threats to systems, and then build
up a threat library for further application. The drawback is obvious, as it is discussed
in the previous cyber threats part, since new cyber attacks may appear rapidly with
the development of technology. While some methods prioritize threat identification, few
provide a systematic approach to deal with them. 8 of the 23 methods mentioned threat
prior step, 3 of those 8 methods are in a quantitative way, and only Trike provides a
clearly defined formula to prior. Therefore, there is a missing methodology that can
automatically help organizations quantify and prioritize threat impacts from a business
view, and this thesis is trying to address this gap.
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Table 3.1: General Threat Modeling Methods

Threat Modeling
Method

Focus Process Threat Prioritiza-
tion

STRIDE [40] Risk-centric DFDs+6 cate-
gories of threats

/

PASTA Risk-centric 7 steps Manually review in
impact analysis step

TARA [42] Mitigations Associate mitiga-
tions to each iden-
tified vulnerabil-
ity

/

Trike [43] Risk-centric / Trike defines exposure
as the value of as-
set times the action-
specific risk

CVSS [30] Severity of vul-
nerability

Build a matrix
based on three
metric groups

Metric value is pre-
defined, qualitative
but not transparent

Persona non Grata
(PnG) [44]

Attacker-centric “introduce” a
technical expert
to a potential
attacker

/

Security Cards [30] Unusual and com-
plex attacks

Deck of 42 cards
to facilitate
threat discovery
activities

/

hTMM [48] Cost-e↵ectiveness Security
Cards+PnG

/

Quantitative TMM
[47]

Risk-centric Attack Trees,
STRIDE, and
CVSS

Same as the CVSS

LINDDUN [46] Privacy concerns 6 phases /
OCTAVE [45] Strategic,

practice-related
issues

Determine
requirements-
Identify
vulnerability-
Design strategies

/

VAST Modeling [30] Scalability Three pillars /
Unified Threat Model-
ing [55]

Risk-centric STRIDE+Attack
Tree

How the impact is
quantitatively defined
is not discussed

Attack Tree [30] Threat-
identifying

Decompose the
goal and identify
nodes

/

Continued on next page
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Table 3.1 – continued from previous page
Threat Modeling
Method

Focus Process Threat Prioritiza-
tion

Risk Graph [51] Risk-centric Dependency
inference and
probability and
consequence
value for calculus

Qualitative con-
sequence value is
assigned

Threat Tree [52] Risk-centric Iterative decom-
pose the object

Manually provided by
companies

Threat Modeling
Method

Focus Process Threat Prioritiza-
tion

Integrated smart
grid systems security
threat model [56]

For Smart Grid / /

Business process
model [50]

For library Analysis done by
specialists

/

Socio-Technical
Framework [53]

For supply chain Static identifying
model and dy-
namic system

/

Table 3.2: Threat Modeling Methods for Specific Industry

Threat Modeling
Method

Focus Process Threat Prioriti-
zation

Isabelle/HOL
framework [41]

Insider threat A set of proof to vali-
date possible insider
threats

/

Insider threat Mod-
eling [15]

Insider threat Language develop-
ment methodology

/

HMM&Bayesian
networks [54]

Cyber tetorrism Mathematical mod-
eling

Mentioned but no
detailed algorithm is
provided

Table 3.3: Threat Modeling Methods for Specific Attacks
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Chapter 4

Architecture

This chapter elaborates on the architecture of the business impact analysis for cyber threat
prioritization proposed by this thesis. The framework assumes that the user has an explicit
list of threat scenarios. A threat scenario involves not only the exact cyber threat, but
also the context or the outcome the threat causes, like malware to a laptop leads to private
information leakage. The goal of the framework is to provide both overall and detailed loss
analysis for them, with business impact analysis. Overall, the framework consists of three
key phrases. First, identify each threat scenario as one type of information compromise:
confidentiality, integrity, and availability. Second, map possible business impacts based on
di↵erent types of data loss. Finally, calculate the estimated lost revenue and visualize it
by leveraging the BIA-related parameters provided by users. The result will be visualized
and threats will be prioritized for users to gain insights about remedies. An example
workflow of the framework is shown in Figure 4.1.

Figure 4.1: Example Workflow of the Framework
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Type of data loss Threat
Confidentiality Zero-day attack, Malware, Ransomware, MitM attack, Web-based

attack, Social engineering, Physical attack, Eavesdropping, Disin-
formation, Insider threat, Data breaches, Cyber fraud, Phishing

Integrity Malware, Social engineering, Physical attack, Insider threat
Availability DoS or DDoS attack, Botnet, Physical attack, Social engineering

Table 4.1: Threat Categorization

4.1 Threat Classification Mechanism

The first step to search for possible business impacts is to identify the threat as what
kind of information compromise. The C-I-A (Confidentiality-Integrity-Availability) clas-
sification mechanism allows the narrowing of possible business impacts, as the research
[33] has proved that di↵erent kinds of data loss may trigger di↵erent directions of busi-
ness loss. This mechanism is populated as a result of the literature, the NIST guide, and
ethnographic observations conducted in the industrial reference scenario.

As illustrated above, threat scenarios are known and provided by users. Then each threat
is recognized by the framework. The C-I-A classification defines information loss from
three perspectives: confidentiality ensures data is protected from unauthorized access and
cannot be disclosed from unauthorized operations, integrity protects information from
improper modification, and availability guarantees the data is accessible and usable on
demand. For instance, one identified threat named the DoS attack on the main server
should be categorized as the loss of data availability, since the DoS attack temporarily
interrupts the service, rendering it inaccessible to its users.

Table 4.1 presents a mapping of general threats analyzed in chapter 2 and the C-I-A
classification to provide a more intuitive picture of how this section works. The basis of
the mapping is the most possible result that the cyber threat may cause. For example,
the zero-day attack is a kind of attack that exploits the software vulnerability unaware of
vendors. malicious actors then can utilize this vulnerability to steal data from the system,
thus resulting in data confidentiality loss. Some cyber attacks can lead to di↵erent impacts
according to di↵erent situations, like the proactive insider threat may lead to both data
leakage and unauthorized modification, and these attacks are mapped to more than one
type of information compromise.

4.2 Business Impact Factors Mapping

After determining what kind of data loss the threat will cause, the C-I-A to BI map-
ping is followed. To provide users with a clear picture of what business impacts may be
caused due to di↵erent types of information compromise, a group of business impacts is
collected from the multiple industry reports, such as [58] and [33]. These papers pro-
vide comprehensive lists of what business impacts one cyber threat may cause regarding
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confidentiality, integrity, or availability aspects, which are deployed and analyzed by this
thesis. detailed discussion is illustrated in the following sections.

Business impacts can be further subdivided into tangible business impacts and intangible
ones. Tangible business impacts are direct results caused by cyber threats, while intangi-
ble impacts are indirect ones, which may be easily ignored and have a more far-reaching
impact. For instance, if the DoS attack on the server leads to the unavailability of data re-
lated to factory production, then the direct impacts will be product loss of revenue during
the disruptive time, and possible penalty due to the violation of commercial agreements
with customers on delivery time. Intangible impacts may include future lost contract
revenue and customer relationships, as this factory cannot deliver products on time.

Furthermore, as the business impact analysis focuses on impacts over time after the attack,
the timeliness of business impacts should also be taken into consideration. Some impacts,
like the penalty of agreement violation, are one-time impacts and counted once when an
attack happens, while some are persistent, like product loss during the disruptive time,
which should be considered over the specific timeframe.

In the design of the architecture, 16 business impacts collected from [58], [33], and [58],
are taken into consideration in the end. Users may choose what business impacts are
applied in the current threat scenario. In the following sections, the discussion regarding
categorization will be further elaborated regarding their tangibility and timeliness. Ta-
ble 4.2 gives a summary of inspected business impacts, and the discussion of each threat
about what it refers to and why it is categorized as that type of compromise is illustrated
in the rest of this section.

4.2.1 Business Impacts of Integrity

Damage to information integrity usually leads to impacts on ongoing businesses, like
sabotage of the entire critical infrastructure and components. First of all, the production
or service will be directly influenced, which gives rise to resource waste and sale loss of
the invalid product or service. The loss will grow as the disruptive time goes on, therefore
both of them are identified as a persistent impact. For instance, one production line of
a chip manufacturer is stalled as the parameters of the product are maliciously modified
by a hacker. However, before the production line is stopped, one hundred defective chips
have been produced, and the materials cost and the profit that would have been earned on
this batch of defective products are all considered as business losses during the disruptive
time.

Besides, for some industries, some unauthorized modification may damage critical com-
ponents or infrastructure, thus resulting in additional recovery fees. This impact can be
both one-time or persistent, and users may choose which type to apply in the scenario.

Correspondingly, agreements and contracts with customers cannot be fulfilled, and the
penalty for the violation of product specifications should be involved. What’s more,
influenced business processes may also cause unexpected violations of industry guidelines
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Category Type Business Impacts

Confidentiality

Tangible 1. Violation of commercial agreements with industrial part-
ners on data confidentiality (penalty).
2. Customer breach notification.
3. Post-breach customer protection.
4. Attorney fees and litigation (theft of IP).
5. Public relations (and company reputation).
6. Violation of standards and regulations in privacy or data
protection (regulatory compliance/penalty).

Intangible 1. Increased cost to raise debt.

Integrity

Tangible 1. Damages to critical components (recovery fee).
2. Quality degradation of products (resource waste and sale
loss of invalid products or services).
3. Violation of standards and regulations in safety and pol-
lution (regulatory compliance/penalty).
4. Violation of commercial agreements with customers on
product specifications (penalty).

Availability
Tangible 1. Product loss of revenue during disruptive time (lost

sales).
2. Violation of commercial agreements with customers on
delivery time (penalty).
3. Quality degradation of products (resource waste and sale
loss of invalid products or services).

General

Tangible 1. Technical investigation.
2. Cybersecurity Improvements.

Intangible 1. Lost value of customer relationships.
2. Value of future lost contract revenue.
3. Insurance premium increases.

Table 4.2: Business Impact Categorization
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or laws and regulations. These three violation penalties should be defined by contracts or
regulations, and work as one-time impacts.

Intangible impacts mainly lie in the follow-up handling of business disruptions, including
the possible loss of customer relationships and future contracts, which are general impacts
all three types of information compromise will face and discussed in Section 4.2.4.

4.2.2 Business Impacts of Availability

The loss of data availability usually results in the breakdown of the ongoing business. It
delays the process and the loss during the disruptive time should be intensively evaluated.
This loss can be product quality degradation and sale loss, which is persistent before the
information recovery. Penalty for the violation of delivery time with customers is also
involved as a one-time impact.

For indirect impacts, as the current business is a↵ected, further loss of customer relation-
ships and future contracts will also be irresistible.

4.2.3 Business Impacts of Confidentiality

For the loss of data confidentiality, the most direct result will be information leakage, and
remedies also emphasize how to stop the breach and handle negative outcomes. Usually,
confidentiality loss doesn’t a↵ect business operations directly, and related business impacts
are external. First, direct customer-facing businesses should release customer breach noti-
fications, which may include printing, mailing, and call center services, and are generally
mandated by state or federal law or industry regulation. Apart from this, post-breach cus-
tomer protection costs should also be considered. It refers to the direct expenses which
aim at identifying and safeguarding against potential attempts to illegitimately utilize
customers’ compromised personal information. Both impacts are recognized as one-time
costs since this remedial measure usually takes place once in each threat scenario.

Some big corporations need to pay attention to public relations, as the data breach will
harm the company’s reputation. PR campaigns may cost di↵erently and this is also
a one-time impact. Some businesses include strict confidentiality agreements, and the
penalty for violating commercial agreements with industrial partners is also involved.
For companies with unique Intellectual Property (IP) as their core competitiveness, like
trade secrets, copyrights, and investment plans, the theft of IP will lead to the loss of
competitive advantage and possible attorney fees and litigation.

One of the intangible impacts of data confidentiality damage can be the increased cost to
raise debt. It indicates that the loss of data confidentiality will cause a decrease in credit
rating, thus forcing the victim company to encounter elevated interest rates for borrowed
funds, whether they are acquiring new debt or renegotiating existing debt agreements.
The increased expense can be either one-time for the estimation of the next debt, or
persistent lasting for several years.
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4.2.4 General business impacts

In addition to the ones discussed above, some impacts are more general and applied to
every situation. In other words, these losses are quite likely to happen once a cyber attack
occurs. In this work, two tangible impacts, technical investigation and cybersecurity
improvements, and two intangible impacts, loss of customer relationships and future lost
contract revenue, are involved to perfect the business impact list.

The technical investigation is a direct cost for analyzing what transpired during a cyber
attack and identifying the perpetrators. Cybersecurity improvements, which also serve as
instant remedies, are the cost to the infrastructure, security controls, monitoring capa-
bilities, or surrounding processes to restore business operations so that the likelihood of
similar events occurring in the future will be reduced. These two impacts should be often
discussed, and identified as one-time costs during emergency response.

It takes time for the loss of customer relationships and future contracts to show up after
the attack, and it is di�cult to quantify the precise loss. According to the Deloitte report
[58], marketing teams may estimate it by attaching a “value” to each customer in order
to reckon how much revenue these customers may generate during a time. The loss then
can be calculated with this kind of reverse thinking. Both two impacts last for a long
period, therefore they are recognized as persistent impacts in this work. Additionally,
some company may purchase insurance for important infrastructure or IT components.
After a cyber incident, there may be higher costs for an insured company to pay to obtain
or renew cyber risk insurance policies.

4.3 Loss Calculation and Visualization

After the critical business impact identification, the overall loss due to the attack is
calculated. In this step, more input is required from users. The input step applies to
each threat, including used currency, the MTPD of the interrupted business process, and
two sections for one-time and persistent business impacts. The first section is for one-
time business impacts, and users are requested only to provide the overall estimated loss.
For persistent impacts, their daily loss and likely duration are required. In order to give
a more accurate loss trend, the recovery level, defined qualitatively as the ratio of the
current situation to normal, is also needed.

After getting all the required parameters, the framework automatically calculates the lost
revenues. It first computes the loss for each threat based on the business impact tables.
The formula is defined as follows:

Loss =
X

i

 
X

t

BI persistenti · (1� Recoveryt) ·Dayst

!
+
X

j

BI onetimej (4.1)

The total loss of one threat consists of two parts, one-time loss, and persistent loss. i

and j itemize each persistent impact and one-time impact, and t represents the recovery
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stages of each persistent impact. BI_persistent represents the input loss of persistent
loss, Recovery_t is the recovered level of the business with time going on, and Days_t

represents the time when the business restores to Recovery_t. The framework then adds
all persistent loss which varies at di↵erent time and all one-time loss together.

For instance, a threat is determined to lead to these impacts: cybersecurity improvements,
insurance premium increases, and product loss of revenue during the disruptive time.
Among them, cybersecurity improvements and insurance premium increases are one-time
impacts, which cost 1000 USD and 1200 USD respectively. The product loss is persistent
and estimated as 500 USD per day before this threat is resolved. During the 1-3 days
after the threat happens, the recovery is 0, during the 4-5 days, the disruptive business
is recovered to 0.6, and on the sixth day, the business is completely restored. The loss
calculation works in the following way: one-time impacts are directly added together:

BI persistent = 1000 + 1200 (4.2)

while the persistent impact loss is summed up over time:

BI onetime = 500 ⇤ (1� 0) ⇤ 3 + 500 ⇤ (1� 0.6) ⇤ 2 (4.3)

In the end, the overall loss of this threat is the sum of persistent and one-time impacts:

Loss = BI persistent + BI onetime (4.4)

= 1000 + 1200 + 500 ⇤ (1� 0) ⇤ 3 + 500 ⇤ (1� 0.6) ⇤ 2 (4.5)

= 4100 (4.6)

Therefore, this threat is estimated to cause a loss of 4100 USD.

As each threat is inspected in detail, the framework collects the results from all of them
and gives the visualization. The visualization of the loss focuses on both the overall loss
and details of each threat scenario.

The overall loss collects all calculated losses of threats and adds them on the same time
axis, and is visualized as a line chart, representing the relative revenue trend of the
company with all threats happening. Then there are two threat prioritization lists, one
is sorted according to the MTPD, and the other is ranked according to the estimated
damage caused. The MTPD prioritization gives the emergency of each business that the
threat influences, and the loss prioritization shows the order of decrease in revenue of each
threat. Users may combine them to have a more objective insight into threats and take
further measures.

After getting an overarching view of analyzed threats, there is also detailed visualization
for each threat. The loss of each threat is visualized in a pie chart with proportions of
di↵erent business impacts, which allows users to inspect these threats more in detail.
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Chapter 5

Implementation

This chapter elaborates on the prototype implementation of the designed architecture
based on Chapter 4, including technology stack use, interface design and implementation
details, and other technical details.

Figure 5.1 provides an overview of the workflow of this framework. Firstly, the homepage
allows users to input the threat scenario list and return a table with the C-I-A identifi-
cation for each threat scenario, followed by an ’inspect’ button. The button directs users
to di↵erent pages with di↵erent business impacts based on the business impacts mapping
discussed in Section 4.2. In this step, users can both choose applicable impacts and add
customized impacts. For chosen impacts, an input page is generated next, which provides
currency selection, MTPD input, and detailed numbers of each threat scenario. Inputted
data on this page is collected and stored in the local storage. The homepage then extracts
the data, calculates and prioritizes the overall loss as well as the detailed loss of each
threat. Finally, the result is visualized through di↵erent forms of charts on the homepage,
presenting users with a clear view of threat scenario prioritization and business impact
composition.

Figure 5.2 presents a more detailed structure of each code file and function implementa-
tion. Codes shown in the rest of the chapter are quoted from files and functions depicted
in this figure. All critical functions are extracted and shown here, with bidirectional ar-
rows for the mapping of the page and JavaScript file, two-line connections for each file’s
composition, one-way arrows for the navigation between pages, and dotted lines for the
connection to local storage. In the following sections, the logic and mechanism behind
di↵erent files and how they communicate are explained comprehensively.

5.1 Technical Stack

The prototype is implemented with JavaScript, HTML, and CSS. Pico.css1, which is
a light CSS framework for semantic HTML, is deployed to improve the appearance of

1https://picocss.com/
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Figure 5.1: Workflow of the Framework Implementation

Figure 5.2: Detailed Coding Implementation Design

interfaces. All relevant data is stored in the local storage of the browser, and so far there
is no back-end database applied. The implementation is completed in VScode, which is
an IDE that provides an instant presentation of the prototype. What’s more, all codes
are stored in the repository of GitHub2 for further check.

2https://github.com/Dmmmmy/BIA-prototype
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Technical Stack Components Technology
Programming Language JavaScript, HTML, CSS
Frameworks and Libraries pico.css
Development Environment Visual Studio Code 1.80.1

Table 5.1: Technical Stack

5.2 C-I-A Identification and Implementation

Serving as the beginning page, the home page mainly undertakes two tasks: classify
input threat scenarios and visualize the final calculation result. All relevant functions are
implemented in the home.js file. Here, functions related to C-I-A identification are first
discussed.

Figure 5.3: Initial Page

In the beginning, only an input box and a classification button are shown on the homepage
for input threat scenarios classification (see Figure 5.3). The highlighted words indicate
the usage of the framework, and the section ’Step 1’ marked in grey helps users get
started. The function identifyCIA() bonded with this ’Identify C-I-A classification’
button receives and maps each threat scenario to confidentiality, integrity, or availability
loss as Listing 1 implements.

The variable ts refers to the input threat scenarios, dicCate is a dictionary that maps
keywords of cyber threats to a kind of loss, which then serves as a filter credential during
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1 function identifyCIA(){

2 ...

3 var ts = inputValue.split(';').map(item => item.trim());

4 const dicCate = {

5 "Confidentiality": ["Zero-day attack", "Malware", "Ransomware",

"MitM(man in the Middle) attack", "Web-based attack","Social

Engineering", "Physical attack", "Eavesdropping",

"Disinformation", "Insider threat", "Data breaches",

"Cyberfraud", "Phishing"],

,!

,!

,!

,!

6 "Integrity": ["Web-based attack for modification", "Physical attack

for modification", "Insider threat for modification"],,!

7 "Availability": ["DoS attack", "Botnet", "Unavailability",

"shutdown"],!

8 };

9 const categorizedResults = {};

10 ts.forEach(item => {

11 for (const category in dicCate) {

12 if (dicCate.hasOwnProperty(category)) {

13 const keywords = dicCate[category];

14 const foundKeywords = keywords.filter(keyword =>

item.toLowerCase().includes(keyword.toLowerCase()));,!

15

16 if (foundKeywords.length > 0) {

17 categorizedResults[item] = category;

18 break;

19 }

20 }

21 }

22 });

23 localStorage.setItem('homeData', JSON.stringify(categorizedResults));

24 }

Listing 1: Core Codes of Function identifyCIA()
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the iteration of ts. The function includes() is utilized in the second loop of each key in
the dicCate, to check if the threat scenario belongs to a certain cyber attack or destroys
the data in what way, and the corresponding type of loss is identified and stored in the
variable categorizedResults. The result is stored in the local storage with the key
homeData, which allows the page to keep showing the result when reloading it.

Figure 5.4: Presentation of the Classification Result

After the identification, the result is presented in a table with an inspect button followed
in each line (Figure 5.4) with the function showTable(). Each inspect button is bonded
with di↵erent interfaces according to the type of information loss. For instance, the first
threat scenario ’DoS attack on server’ is identified as Availability loss, then its inspect
button directs users to the page that shows business impacts related to availability loss.
In addition, to inform users which threat is being analyzed clearly, the name of the threat
scenario is encoded and sent to the next business impact mapping page as well as shown
in Listing 2.

1 function showTable(){

2 ...

3 button.onclick = function (){

4 if (category === 'Availability')
5 {

6 var url = 'availability.html?param'=encodeURIComponent(item);
7 window.location.href = url;

8 }

9 //else if ...

10 }

11 }

Listing 2: Implementation of Function showTable()

For the threat identified as availability loss, the variable texttturl is defined as the combi-
nation of the availability business mapping page and the threat name. How the transferred
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threat name is used and how the business impact mapping page is generated are discussed
in the next section.

5.3 Business Impacts Mapping Page

Figure 5.5: Example of Threat Profile Page

In order to conveniently organize the structure of the framework, three interfaces are
designed for di↵erent types of loss. These pages are named ’Threat Profile’, consisting
of the threat name received from the home page, C-I-A classification, and applicable
business impacts. Business impacts are subdivided into three parts, tangible, intangible,
and customized areas. All functions controlling components in these three interfaces are
integrated into the threatProfile.js file. Figure 5.5 shows an example of the threat
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1 function showName(){

2 //Display threat name

3 var queryString = window.location.search;

4 var searchParams = parseQueryString(queryString);

5 var name = searchParams['param'];
6 var nameContainer = document.getElementById('threatName');
7 var threatName = this.document.createElement('mark');
8 threatName.textContent = name;

9 nameContainer.appendChild(threatName);

10 }

11 function parseQueryString(queryString) {

12 var params = {};

13 var pairs = queryString.substring(1).split('&');
14

15 for (var i = 0; i < pairs.length; i++) {

16 var pair = pairs[i].split('=');
17 var key = decodeURIComponent(pair[0]);

18 var value = decodeURIComponent(pair[1] || '');
19 params[key] = value;

20 }

21 return params;

22 }

Listing 3: Core Codes for Parsing the Threat Name

profile of the threat ’DoS attack on the server’. At the top of the page, its name, as well
as the threat category, are displayed with highlights. The threat name transmitted from
the last page is decoded and presented in a container, which requires a parsing function
(see Listing 3).

In the next section, business impacts relevant to availability loss are displayed in the form
of checkboxes. Tangible and intangible impacts are grouped separately in two containers
and stored directly in HTML files. Each checkbox is assigned a unique ID, which will be
used for later recognition. What’s more, each impact label is decorated with a tooltip,
o↵ering users an explanation of what this impact evaluates, in case users have no clue
about it. Figure 5.6 presents the appearance of the tooltip use. ’Quality of degradation of
products may be hard to estimate, while the hint ’Resource waste and sale loss of invalid
products or services’ indicates that users should take the expense of waste and sale loss
of invalid products caused by this cyber attack into consideration.

In the add area for customized impacts, an input box and two selection boxes for its
attribute are provided. Users should choose its tangibility and persistence. After finishing
the new business impact definition, users click the OK button, and the newly added impact
will be shown immediately on the page. The triggered function creates a checkbox and
a label with the impact name as its content, and the attribute id of the checkbox is
defined as the combination of the impact’s name and its two attributes, which will be
later extracted for visualization and calculation.
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Figure 5.6: Tooltip Design for Business Impact

At the same time, the inputted impact and its two attributes are stored in the local
storage with the key data (see Listing 4):

1 function addNewBI(){

2 ...

3 //Get inputs from the HTML

4 var inputField = document.getElementById('BIInput');
5 var inputValue = inputField.value.trim();

6 var timeselectValue = document.getElementById('timeAttribute');
7 var timeselectData = timeselectValue.value;

8 var tanselectValue = document.getElementById('tanAttribute');
9 var tanselectData = tanselectValue.value;

10 var data = {

11 input: inputValue,

12 attribute: [timeselectData,tanselectData]

13 };

14 var storedData = localStorage.getItem('data');
15 if (storedData!==null){

16 storedData = JSON.parse(storedData);

17 }

18 else{

19 storedData = [];

20 }

21 storedData.push(data);

22 localStorage.setItem('data', JSON.stringify(storedData));

23 }

Listing 4: Core Codes of Function addNewBI()

Furthermore, in Listing 5 another function showNewBI() is implemented to present the
new customized business impact that has just been added, so that in the function get-

SelectedLabels() it can be captured and transmitted to the next page by the id of
its checkbox. The filter() function identifies this impact from stored data to get its
attributes, and the id is defined as the combination of the impact name and two attributes.

To transmit chosen business impacts to the next input page, another function getSelct-

edLabels() is implemented. The function presented in Listing 6 queries all containers
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1 function showNewBI(){

2 ...

3 var storedData = JSON.parse(localStorage.getItem('data'));
4 var contentArray = storedData.split('\n');
5 contentArray.forEach(function(content) {

6 if (content) {

7 var checkbox = document.createElement('input');
8 var filteredElements = storedData.filter(item => item.input

=== content);,!

9 var att = filteredElements[0]['attribute'];
10 checkbox.id = content+att[0]+att[1];

11 contentContainer.appendChild(checkbox);

12 ...

13 }

14 });

15 }

Listing 5: Core Codes of Function showNewBI()

on this page to collect selected checkboxes, and an array selectedBI is created to store
them in the form of a dictionary. This variable is then stored in the local storage with
the key selectedCheckboxes. On this page, except for the function addNewBI() which
is triggered by the button, all other functions are executed once the page is loaded.

5.4 Input Page for Business Impacts Details Design and
Implementation

The input page displays all required inputs to calculate and visualize chosen business
impacts, including the currency used, MTPD of each threat, and estimated loss of each
selected business impact. Particularly, business impacts here are re-classified as persistent
or one-time. For one-time impacts, they are displayed as a label, and an input box is
followed. For persistent impacts, an input box and a table are attached. Users are asked
to input the loss per time unit, and estimated recovery progress. For the two extreme cases
of complete recovery and no recovery at all, users should input 0 for no recovery at all, and
1 for complete recovery. For instance, the user chooses impact ’Technical Investigation,
’Product loss of revenue during the disruptive time’, and ’Future lost contract revenue’.
The technical investigation is defined as a one-time impact, therefore it is shown in the
container One-time BI Parameters. Product loss during the disruptive time and future
lost contract revenue are categorized as persistent impacts, and shown in the Persistent
BI Parameters group. For the recovery progress, a table is initialized, and users may
click the Add row button to input more details.

In the last step, all selected impacts are stored in the local storage. The function showS-

electedBI() in the input.js file reads this data and re-classifies impacts once the page



36 CHAPTER 5. IMPLEMENTATION

1 function getSelectedLabels() {

2 var selectedBI = [];

3 var containers = document.querySelectorAll('.cont');
4 containers.forEach(container =>{

5 var checkboxes =

container.querySelectorAll('input[type="checkbox"]:checked');,!

6 checkboxes.forEach(function(checkbox) {

7 var label = checkbox.nextElementSibling.textContent;

8 var id = checkbox.id;

9 dic = {label: label, id: id};

10 selectedBI.push(dic);

11 });

12 });

13 localStorage.setItem('selectedCheckboxes',
JSON.stringify(selectedLabels));,!

14 }

Listing 6: Core Codes of Function getSelctedLabels()

is loaded (see Listing 7). As all impacts are stored with their unique IDs, the function
checks each of them. For newly added impacts, as its id is a combination of its name and
two attributes, the include() method is called to check if it is persistent.

In this function, variables labelElement, inputElement, and tableElement refer to the
impact text, matching input box, and matching recovery table. Especially, these three
elements are assigned an attribute classList as dynamic-label, dynamic-input, and
dynamic-table, which serve as an identifier for later data collection. For persistent
impacts, the label, input box, and table are appended successively. For one-time impacts,
only the label and input box are added.

After inputting all required data, users should click the Save button to store it in the local
storage. A pop-up window will appear to inform users of the operation’s success. The
save() function collects all inputted data and combines it into a dictionary as Listing 8
shows.

The threat name is stored with the key id. The currency is stored as a string with the
key currency, and the MTPD is stored directly as a number for prioritization. The
variable onetimeBI, defined as a dictionary, contains all one-time business impacts with
the impact name as its key, and inputted data as its value. The variable persistent BI

stores all persistent impacts and relevant data in a dictionary as well. For each persistent
impact, the corresponding value is another dictionary, which consists of the loss per time
unit and the recovery progress. The overall data is saved in the local storage with the
threat name as its key.

At the bottom of the page, a Back button is set to instruct users to get back to the home
page and continue inspecting other threat scenarios.
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Figure 5.7: Example of the Input Page
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1 function showSelectedBI() {

2 ...

3 var selectedBI =

JSON.parse(localStorage.getItem('selectedCheckboxes'));,!

4 var labelElement = document.createElement('label');
5 labelElement.textContent = checkbox.label;

6 labelElement.classList.add('dynamic-label');
7

8 var inputElement = document.createElement('input');
9 inputElement.type = 'text';

10 inputElement.classList.add('dynamic-input');
11

12 var tableElement = document.createElement('table');
13 tableElement.classList.add('dynamic-table');
14 if (checkbox.id === 'qualDeg' || checkbox.id === 'lc' || checkbox.id

=== 'lr' || checkbox.id == 'lostSale' ||

checkbox.id.includes('per')) {

,!

,!

15 persistentContainer.appendChild(labelElement);

16 persistentContainer.appendChild(inputElement);

17 persistentContainer.appendChild(tableElement);

18 persistentContainer.appendChild(document.createElement('br'));
19 else{

20 persistentContainer.appendChild(labelElement);

21 persistentContainer.appendChild(inputElement);

22 }

23 }

Listing 7: Core Codes of Function showSelectedBI()

5.5 Loss Calculation and Visualization

After finishing all threat scenario inspections, users are guided back to the home page.
Below the inspection table, there is an Analyze button, which is bonded with the function
Analyze(). This function implements the following four tasks: loss calculation of each
threat, loss and emergency prioritization of all threat scenarios, the loss trend over time,
and overall tangible and intangible impact loss calculation.

The loss calculation of each threat scenario is implemented in the eachThreat() function
(shown as Listing 9), which is called in the Analyze() function in the threat scenario
iteration. It first extracts data from the local storage with the threat’s name, and assigns
its currency, MTPD, and each business impact loss to corresponding variables.

Variable persistentSum represents all persistent business impact losses. It is initialized as
0 and increased with the iteration of persistent business impacts. The variables recovery,
days, and pBIvalue, defined as three arrays, store the recovery table and inputted loss
of each persistent impact respectively. The variable totalLoss counts the overall loss of
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1 function save() {

2 var onetimeBI = onetimeBIContainer.querySelectorAll('.dynamic-input');
3 var onetimeBIlabels =

onetimeBIContainer.querySelectorAll('.dynamic-label');,!

4 var persistentBI =

persistentBIContainer.querySelectorAll('.dynamic-input');,!

5 var persistentBIlabels =

persistentBIContainer.querySelectorAll('.dynamic-label');,!

6 var persistentBItable =

persistentBIContainer.querySelectorAll('.dynamic-table');,!

7 ...

8 // combine all inputs

9 var inputData = {

10 id: name,

11 currency: currency,

12 MTPD: MTPD,

13 onetimeBI: onetimeBIValue,

14 persistentBI: persistentBIValue,

15 };

16 localStorage.setItem(name, JSON.stringify(inputData));

17 }

Listing 8: Core Codes for Saving Inputs

this threat scenario, which will also be called later to sum the loss of one-time business
impacts. pBIRealvalue is also defined as an array to store the loss of each persistent
impact, which is designed for the visualization of the threat scenario composition. This
part is implemented based on the formula (4.1), within each recovery stage the persistent
loss increases by the multiplication of loss per time unit, 1-recovery level, and the time
frame.

The one-time loss is directly added to the variable totalLoss (see Listing 10). It is worth
noting that all business impact loss-related data is inputted and stored as a string, and
the function Number() is called to convert the string to a number.

After both persistent and one-time impacts are processed, these two types are integrated
for visualization. As Figure 5.8 shows, the threat scenario ’Malware’ will cause three
business impacts: theft of IP, technical investigation, and increased cost to raise debt.
The pie chart depicts them with their corresponding loss.

For the task of prioritization threats, as the total loss of each threat is calculated, and its
MTPD is retrieved from the local storage, these two variables are returned to the main
function Analyze() and added to the arrays storing all threats’ overall loss and MTPDs
as Listing 11.

The loss-based prioritization chart lists threat scenarios with their loss descending, while
the MTPD-based chart prioritizes threats with their MTPD time ascending, indicating
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1 function eachThreat(){

2 ...

3 // Calculate the first part of the formula, persistent impacts:

(((BI_persistent, * (1 - recovery) * days))),!

4 let persistentSum = 0;

5

6 for (let t = 0; t < days.length; t++) {

7 persistentSum += pBIvalue * (1 - recovery[t]) * days[t];

8 }

9 totalLoss += persistentSum;

10 console.log(persistentSum);

11 pBIRealvalue.push(persistentSum);

12 }

Listing 9: Core Codes for the Calculation of Persistent Impacts

1 function eachThreat(){

2 ...

3 // Calculate the second part of the formula, one-time impacts

4 let persistentSum = 0;

5 for (let j = 0; j < BIvalue.length; j++) {

6 //console.log(BIvalue[j]);

7 v = Number(BIvalue[j]);//convert str to int

8 totalLoss += v;

9 }

10 }

Listing 10: Core Codes for the Calculation of One-time Impacts

that the first threat could be the most emergent one to address. These two prioritization
lists provide users with di↵erent analysis views of threats, allowing users to get insights
from both sides and take more reasonable measures (shown in Figure 5.9).

Meanwhile, the loss over time is also calculated in the forThreat() function as Listng 12.
First, when iterating persistent impacts, the variable rDays stores the whole time frame
the recovery table covers, and the variable lossValues is initialized as an array with the
time frame as its length to store the loss per time unit. The currentDay works as an
index to store the matching persistent loss. After finishing the iteration of each line of the
recovery table of the current impact, the lossValues is pushed as an element into the
array date_loss, which is initialized outside the loop to store the loss of all persistent
impacts over time.

The variable date_loss consists of multiple arrays with di↵erent lengths, indicating that
each impact may take di↵erent periods to restore. To unify this array for visualizing the
loss trend over time of this threat scenario, the longest period of recovery should be first
identified. Then a new array equaling the longest period is defined to store all loss from
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Figure 5.8: The Impact Composition of Threat ’Malware’

Figure 5.9: Threat Prioritization by Loss and Emergency



42 CHAPTER 5. IMPLEMENTATION

1 function eachThreat(){

2 ...

3 pBIName.forEach((element) => {

4 BIlabel.push(element);

5 });

6 pBIRealvalue.forEach((element) => {

7 BIvalue.push(element);

8 });

9 }

Listing 11: Core Codes for Integrating Persistent and One-time Impacts

di↵erent persistent impacts on the same time unit during the iteration of the date_loss,
as Listing 13 shows.

The variable result is returned to the main function Analyze(). Before starting the
iteration of each threat scenario in Analyze(), a dictionary dayLoss is initialized to
collect each threat’s loss trend over time with the threat name as its key.

Similarly, in the main function Analyze(), first the longest recovery period among threats
is identified and a dictionary of this length is initialized. This variable then records each
threat name as its key and the loss trend array as its matching value. For the shorter
threat, the rest time unit is mapped with the value 0. For instance, after the iteration
of these three threat scenarios, ‘insider threat’ and ‘botnet’ lead to several persistent
business impacts each, and loss trends over time in the line chart with di↵erent colors (see
Figure 5.10).

For the overall tangible and intangible impacts visualization, total tangible and intangible
impact losses are collected in the evaluation of each threat (see Listing 14).

For those pre-defined impacts displayed on the threat scenario page, the variable intan-
gible_keyword collects keywords of all intangible impacts, and the function includes()

is to check if the current impact name belongs to intangible impacts. For new business
impacts users define, as they are stored with their chosen attributes in the local stor-
age before, the stored data is extracted and the filter() function is called to get its
attribute. According to the data format, if the second attribute is ‘tan’, this impact is
defined as tangible, and added to the variable tangibleBI, otherwise it is added to the
variable intangibleBI.

These two variables are also returned to the function Analyze() and all tangible losses
and intangible losses are summed up for visualization.

As Figure 5.11 shows, the respective proportions are shown in the pie chart, and when
the mouse hovers over each element, a tooltip will display the specific loss amount of
tangible or intangible impact losses. For users who need an estimation of the tangible and
intangible impacts proportion, this chart can help users immediately have some insights.
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Figure 5.10: The Visualization of Impact Loss Trend over Time

Figure 5.11: The Visualization of Tangible and Intangible Impact Loss Proportion
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1 function eachThreat()

2 {

3 ...

4 //Calculate everyday loss for line chart

5 var date_loss = [];

6 for (var key in persistentBI){

7 if (persistentBI.hasOwnProperty(key)){

8 var rDays = days.reduce((accumulator, currentValue) =>

accumulator + currentValue, 0);,!

9 var lossValues = new Array(rDays).fill(0);

10 let currentDay = 0;

11 rp.forEach(({ column1, column2 }) => {

12 for (let day = 1; day <= column2; day++) {

13 lossValues[currentDay] = (1-column1)*pBIvalue;

14 currentDay++;

15 }

16 });

17 date_loss.push(lossValues);

18 }

19 }

20 }

Listing 12: Core Codes for the Calculation of Everyday’s Loss

1 function eachThreat()

2 {

3 if (date_loss.length!==0){

4 var maxLength = Math.max(...date_loss.map(array =>

array.length));,!

5 var result = new Array(maxLength).fill(0);

6 for (let i = 0; i < maxLength; i++) {

7 for (const array of date_loss) {

8 if (array[i] !== undefined) {

9 result[i] += array[i];

10 }

11 }

12 }

13 }

14 }

Listing 13: Core Codes for the Loss Trend Visualization
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1 function eachThreat()

2 {

3 ...

4 intangible_keyword = ["debt", "relationships", "contract",

"premium"];,!

5 intangibleBI = 0;

6 tangibleBI = 0;

7 var storedData = localStorage.getItem('data');
8 storedData = JSON.parse(storedData);

9 for (var i=0; i<BIlabel.length; i++){

10 var filteredElements = storedData.filter(item => item.input ===

BIlabel[i]);,!

11 if (intangible_keyword.some(keyword =>

BIlabel[i].includes(keyword))){,!

12 intangibleBI+= JSON.parse(BIvalue[i]);

13 }

14 else if (filteredElements.length !== 0){

15 attribute = filteredElements[0]['attribute'];
16 if(attribute [1] === 'tan'){
17 tangibleBI+= JSON.parse(BIvalue[i]);

18 }

19 else{

20 intangibleBI+= JSON.parse(BIvalue[i]);

21 }

22 }

23 else{

24 tangibleBI += JSON.parse(BIvalue[i]);

25 }

26 }

27 }

Listing 14: Core Codes for the Overall Tangible and Intangible Impacts Visualization
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Chapter 6

Evaluation

Due to the fact that there is no available ground-truth data to evaluate the accuracy of
the framework, a full quantitative evaluation is not feasible. Therefore, in the evaluation
stage, the usability and e↵ectiveness of this framework are mainly tested with the usage
scenario and focus group evaluation. Particularly, the usage scenario demonstrates the
e↵ectiveness of this framework with a hypothetical scenario, and the focus group pays
attention to both usability and e↵ectiveness by involving a group of target users.

6.1 Usage Scenario

The Usage scenario method depicts a practical scenario which a specific user or a persona
may encounter. By the real interactions between the system and the persona, usage
scenarios can help designers comprehend users’ pragmatic requirements and actions.

For the evaluation of this framework, the usage scenario is deployed from a Deloitte report
about business impacts of cyberattacks [58]. In this hypothetical scenario, the user Mary
works as an IT consultant in a technical consulting company, and recently took over a
cyber threat case for a US health insurer. This company utilizes a patient care application
that o↵ers medical notifications and enables healthcare professionals within its network
of providers to access patient records and information about insurance coverage. It is
regulated by both state and federal authorities and pays $7 million annual premium for a
$100 million cyber insurance policy. The task for Mary is to cooperate with the insurer
company to evaluate the economic loss of these incidents and provide recovery insights
for follow-up measures as soon as possible.

In the past week, the insurer company has experienced the following cyber threats succes-
sively in a short time. In May, the company learned that a laptop containing 2.8 million
of its personal health information (PHI) records had been attacked by a virus. Five days
later, they detected that an additional one million patient records had been downloaded
from the application database and were unable to confirm it was for authorized use. As a
result, the company immediately shut down physician’s access to the patient care appli-
cation for two weeks tentatively, during which period the coverage and claims validation

47
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between the company and its physicians and providers had to be done manually. Mean-
while, there was a notable rise in the number of newly registered user accounts that were in
active use. After a rough technical investigation, it turned out that one sta↵’s privileged
credentials to the database had also been stolen.

After learning about the general situation, Mary forms a cyber incident response team
with an IT expert, a business manager, a sta↵ from the marketing department, and a
lawyer from the law firm working with this company. This team analyzes the situation
and extracts three main threat scenarios: malware attack on the laptop, unavailability of
the application due to the unauthorized download, and an insider threat of credentials
breach. Mary inputs the threat scenario list into the framework and gets the classification
table (see Figure 6.1):

Figure 6.1: Home Page After Getting and Analyzing the Threat Scenarios

Each threat scenario now is classified as a type of information loss, and the ’inspect’ button
will guide Mary to di↵erent pages with di↵erent applicable business impacts. Based on the
discussion with the response team and the suggested impacts provided by the framework,
Mary finally obtains three tables of business impacts for each cyber attack, which can be
seen in Tables 6.1, 6.2, and 6.3.

Business Impact Tangibility Persistence Cost(in millions)
Customer breach notification Tangible One-time 10.00
Post-breach customer protection Tangible One-time 21.00
Public relation Tangible One-time 1.00
Increased cost to raise debt Intangible Persistent 10.00(per year)
Insurance premium increases Intangible One-time 30.00
Regulatory compliance (HIPAA fines) Tangible One-time 2.00

Table 6.1: Business Impacts of the ’malware attack on the laptop’
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Business Impact Tangibility Persistence Cost(in millions)
Human labor costs during shutdown Tangible Persistent 0.30(per day)
Future lost contract revenue Intangible Persistent 21.00(per year)
Lost value of customer relationships Intangible Persistent 16.00(per year)

Table 6.2: Business Impacts of the ’unavailability of the application due to the unautho-
rized download’

Business Impact Tangibility Persistence Cost(in millions)
Technical Investigation Tangible One-time 1.00
Cybersecurity improvements(for up-
grading the internal authority secu-
rity system)

Tangible One-time 14.00

Table 6.3: Business Impacts of the ’insider threat of credentials breach’

For persistent impacts, recovery details are provided by the lawyer and sta↵. The recovery
level is the ratio of the current level of business to the normal level before the cyber attack,
and the term is the timeframe that this unrecovered level persists. For instance, if the
production line is totally stopped for 4 days due to the unavailability of product data,
then the recovery level should be 0, and the term is 4.

Persistent Impact Recovery level Term (year)

Increased cost to raise debt
0.5 2
0.7 1
0.95 1

Human labor costs during shutdown 0.0 0.03

Future lost contract revenue
0.6 1
0.8 1
0.99 1

Lost value of customer relationships
0.6 1
0.95 1

Table 6.4: Recovery Plan for the ’Increased cost to raise debt’

According to the experience of the IT expert, the MTPD of each threat scenario is also
acquired in Table 6.5:

Threat MTPD (days)
malware attack on the laptop 20
unavailability of the application due to the unauthorized download 12
insider threat of credentials breach 14

Table 6.5: MTPD of Each Threat Scenario
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Then Mary selects all applicable impacts on each threat profile. Especially, for the threat
’malware attack on the laptop’, there is a customized business impact proposed by the
lawyer named ’Regulatory compliance (HIPAA fines)’ as this company is regulated by the
federal authorities, and the leakage of the customers’ data leads to a Health Insurance
Portability and Accountability Act (HIPPA) fine. On the threat file page (see Figure 6.2)
of this threat, this business impact is manually added:

Figure 6.2: Threat Profile Page of the Threat ’malware attack on the laptop’

The button ’Continue to Input Page’ directs Mary to the input page, and on this page (see
Figure 6.3), business impacts are automatically re-classified into one-time and persistent
ones, which appear in di↵erent parts of the page and allow Mary to input above data.
Moreover, after finishing all inputs, Mary clicks the ’save’ button and sees the ’Saved!’
alerts, which confirms that all her input is stored and she can click the ’Back’ button to
get back to the home page for the next threat inspection.

The remaining two threat inspections work similarly, which is not elaborated on further.
Mary then clicks on the button ’Continue to Analyze’ at the bottom of the home page,
and Figure 6.4 is what she gets:

From the visualization result, Mary soon gets the information that the malware attack
leads to the most economic loss among these threat threats, while the application shut-
down is the most urgent one. What’s more, the intangible loss takes up more than the
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Figure 6.3: Input Page of the Threat ’malware attack on the laptop’
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Figure 6.4: Visualization Result of the Usage Scenario
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tangible one, indicating that the insurer company should invest more in these intangible
impacts. The persistent impact loss trend suggests that these threats will keep a↵ecting
the company’s economic situation in the next five years. If the manager or other experts
want to figure out the specific composition and share of business impacts of each threat,
they can view the section ’Individual Threat Loss Composition’ and gain more insights.

6.2 Focus Group Evaluation

Focus group is a qualitative research method that involves a group of people to discuss
insights based on their personal experiences regarding the subject under investigation [59].
It is an e↵ective tool to collect comprehensive insights about the strengths, drawbacks,
and potential improvements of the framework from di↵erent participants. In this thesis,
a focus group discussion is deployed to evaluate the e↵ectiveness and usability of the
proposed framework. Through the view of the focus group, this section illustrates the
design and discussion of the focus group discussion on the framework.

6.2.1 Methodology

In this section, the setting of the focus group is elaborated, including how the discussion is
organized, the participants’ details, and what analysis method is applied to draw findings
from the discussion.

Design

The focus group discussion is designed to take place within a small group of about 4–5
people through a recorded online meeting. The evaluated framework is the prototype
implemented, as Chapter 5 demonstrates. Participant recruitment should be finished 1–2
days before the discussion, and participants do not have to do extra work before and after
the discussion.

Before the discussion, a brief introduction is also prepared for participants to help them
quickly learn the topic and the framework. The introduction consists of the following sec-
tions: a) an overview of the workflow and design purpose of the framework, b) background
knowledge including general cyber threats, the concept of BIA, meaning of MTPD, and
business impacts categorization by tangibility and persistence, c) agenda of the discus-
sion, d) the specific task participants will be requested to finish with the framework, e) a
questionnaire containing the System Usability Scale (SUS) and an open question for the
suggestion.

The discussion begins with an introduction to the framework, followed by the hypothetical
scenario and data elaboration, and task distribution:
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”Assume that you are a risk manager of a US technology manufacturer com-
pany, and the situation is that three cyber attacks happened in the past week-
end:

• A malware invaded the main server of the core product;

• An insider threat modified the customer data;

• Botnet shut down the Internet of a production line.

You are required to analyze the business impacts of these threats and prioritize
them to plan the next step.”

The hypothetical data is provided as Figure 6.5 shows. It is made up mainly to test
usability rather than to get close to the actual situation. Impacts of di↵erent threat
scenarios cover di↵erent situations, which requested participants to use every function
of the prototype to have a thorough evaluation. The expected time for participants to
complete the task is 15 minutes, but it should be carried out without time limits for
participants, and they are allowed to ask for instructions freely.

Figure 6.5: Example of Hypothetical Data for Focus Group Discussion

After all participants finish their tasks, they should answer the following questions based
on the visualization result they get:

Q1 When choosing the business impacts, do you have an idea of what it
evaluates?

Q2 Which threat costs the most to address, and which is most emergent?

Q3 At what time does the loss caused by the malware threat drop sharply?

Q4 Do you have an estimation of tangible and intangible impacts proportion?

Q5 Which threat costs the most to address? And which threat is most emer-
gent?
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Q6 Do you have a clear picture of the business impact composition caused
by the insider threat?

These six questions are designed to test the e↵ectiveness of the prototype. Each question
corresponds to one of the main functions implemented by the prototype, and if participants
can give the answer quickly and correctly, it can be recognized that critical functions have
a high degree of validity.

At the end of the discussion, participants are asked to finish a questionnaire for a wrap-up
evaluation. This questionnaire contains the SUS with 10 questions, one additional ranking
question for the e↵ectiveness:

Q7 Do you think this product will help analyze the business impact of cyber
threats? To what extent? Rank it from 1-5, 1 for hardly useful, and 5 for very
useful.

and one open question of suggestions for a better user experience. Among them, the SUS
and the open question are designed for usability testing. The SUS is a ’quick and dirty’
usability scale that can be used for global assessments of systems usability [60]. As it is
easy to get on and low-cost while not losing reliability, the SUS is suitable to be applied
here for a systematic evaluation. It consists of a 10-item questionnaire with five response
options for users, from Strongly agree, represented by 1, to Strongly disagree, represented
by 5.

S1 I think that I would like to use this system frequently.

S2 I found the system unnecessarily complex.

S3 I thought the system was easy to use.

S4 I think that I would need the support of a technical person to be able to
use this system.

S5 I found the various functions in this system were well integrated.

S6 I thought there was too much inconsistency in this system.

S7 I would imagine that most people would learn to use this system very
quickly.

S8 I found the system very cumbersome to use.

S9 I felt very confident using the system.

S10 I needed to learn a lot of things before I could get going with this system.

Participants submit answers to Q7, SUS, and suggestions with Google Forms. All quali-
tative and textual results, including answers to Q1-Q7, notes taken during the discussion,
SUS results, suggestions, and transcription of the recorded meeting, are collected for
usability and e↵ectiveness analysis.
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Participants

Participants were recruited by a simple questionnaire within a small scope among students.
The recruitment questionnaire includes the following three questions:

• Do you have basic knowledge of information security or cyber security?

• Do you have a basic knowledge of business impact analysis or business continuity
management?

• Do you have some experience in testing prototypes or new products?

Among these questions, the first question is a necessary condition for selecting participants
as the whole framework is constructed under cybersecurity. The remaining two questions
test whether participants have a richer background of knowledge. Participants are good to
have BIA or prototype evaluation knowledge – but it is not necessary. In total, 14 people
submitted the questionnaire, and 5 people met the criteria for recruiting participants.
Table 6.6 shows the critical information about them.

Participant Background BIA Knowledge Prototype
Evaluation
Experience

1 master student No Yes
2 junior software developer No Yes
3 master student No No
4 master student No No
5 financial practitioner Yes No

Table 6.6: Brief Introduction of Participants

Among the selected participants, one of them learned about BCM during the course of
her studying for a master’s degree in finance, and two of them have webpage evaluation
experience from their work or academic project experience. All of them command cyber-
security knowledge at di↵erent levels, which is suitable to have them as potential actual
users of this framework.

Discussion Process

The entire discussion took place online and lasted for 57 minutes. To enhance the observa-
tion of the participants’ experimental process and improve the e�ciency of solving issues,
participants were asked to share their screens while encountering problems. Including the
moderator, a total of 6 people participated in this discussion.

During the discussion, all sections were executed in turn with recording. The discussion
started with an introduction to the framework together with background knowledge il-
lustration. For the introduction to the framework workflow, Figure 4.1 was referred to
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instead of a detailed live demo for participants to have a general understanding of how it
works, as whether interfaces and hints of this prototype can assist users work e�ciently is
the main subject to be evaluated. In addition, when introducing every stage of the frame-
work, relevant background knowledge was also interwoven and briefly introduced within
them. Then the moderator presented the hypothetical scenario and data and explained
them to the participants. For the impacts of each threat, tangibility and persistence
classification and particularly stressed in case participants got confused.

After distributing the task, participants began to work on the framework independently.
During this stage, they were also encouraged to carefully review and try each interactive
component on the interface to have a complete view of the prototype, instead of completing
the task in a hurry. Some participants had various questions which were documented as
well.

It took about 35 minutes for all participants to complete the task. The moderator then
asked participants Questions (1)-(6) for e↵ectiveness evaluation. The result is recorded
as the ratio of correct answers to total. Later, participants filled in the questionnaire
for about 5 minutes. After 5 questionnaires were successfully received, the focus group
discussion came to an end.

6.2.2 Analysis

From the discussion, two main types of information are paid attention to and collected.
One is the transcription extracted from the recording and notes taken during the discus-
sion, and another kind of information is the result of the wrap-up questionnaire.

E↵ectiveness Evaluation

For the evaluation of e↵ectiveness, useful information falls in answers to Q1-Q7. Answers
to Q1-Q6 were almost correct, except for the question ’Which threat is most emergent?’.
One participant wrongly gave the least emergent threat as the answer, and after inquiring
deeply, this participant immediately realized she mistakenly took it for granted that the
threat with the longest MTPD was the most urgent one. Apart from this case, all partici-
pants could give correct answers to 6 other questions instantly and without di�culty. For
Q7 which was integrated into the questionnaire, three participants rated the usefulness of
the framework as 4, and the other two ranked it as 5. It indicates that within this small
group, the framework generates a positive response overall. Based on all results related to
e↵ectiveness evaluation, it can be inferred that general users may think it with a relatively
high level of usefulness on average.

Usability Evaluation

For the usability analysis, notes taken during the discussion, transcription of the meeting,
the SUS questionnaire, and collected suggestions are the primary materials. As there
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is a lot of textual and non-quantitative information, notes, transcriptions, and opinions
submitted through the questionnaire are analyzed with thematic analysis.

First, all textual data is gathered and listed. Each piece of text is reviewed and tagged
with a code. For contents discussing the same issue, they are marked with one code.
After all texts are inspected, they are categorized into five groups, which reveal issues
and possible improvements of the framework. As Table 6.7 shows, problems center on
button usage, as some participants got puzzled about the functions of some buttons like
”Is the ‘back’ button on the input page directs to the original table for the next threat
inspection?”. This indicates that the design of the button like the text on it or its direction
should be put in a clearer way. Additionally, most participants suggested the need for
more tips and guidance on the page to instruct users on what to do next. This opinion
is consistent with participants taking longer than expected to complete the task. The
tooltip design still requires refinement, since this feature does not perfectly fulfill the
original design intent of explaining business impact to the user. Input checks and data
storage are also mentioned to enhance the usage of the framework, which focuses more
on the optimization of functions behind interfaces. Although these two issues are not
discussed in detail, they are considered equally important, as convenient operations also
contribute to a better user experience.

As Table 6.8 shows, two themes are further distilled from these codes, which summarize
two aspects of feedback of the framework. One theme stands for the UI design issue of
the framework, involving tooltip improvement and instructions and hints improvement.
Items belonging to this theme can be developed through continuous user testing itera-
tions. The other theme is defined as functions and workflow, which pays more attention
to function implementation and workflow optimization. This theme consists of unclear
buttons, unchecked inputs, and data storage. Functions of relevant buttons and input
boxes should be modified, such as using the local storage and window.addEventListener()
function to store the inputted data on the input page as long as there is an input to
address the issue ”After I finish the input, I click the ’inspect’ again to check it, but the
data disappeared, so I have to input it again”.

Theme Code

Functions and Workflow
Unclear Buttons
Unchecked Inputs
Data Storage

UI Design
Tooltip Improvement
Instructions and Hints Improvement

Table 6.8: Themes Drawn from Codes

To interpret the SUS score result, for each question the score is normalized: for positively-
oriented questions, deduct one from the initial score, while for negatively-oriented ques-
tions, subtract the initial score from five. All scores then fall in the range of 0-4, and
the sum of all scores is amplified by a factor of 2.5 to obtain the ultimate score [61]. For
instance, if the cumulative score of a user’s responses to the ten questions is 30, it should



6.2. FOCUS GROUP EVALUATION 59

Code Text

Unclear Buttons

1. The timing of buttons should be more
reasonable.
2. Is the ‘back’ button on the input page di-
rects to the original table for the next threat
inspection?
3. After the submission on the input page,
the button can directly submit and jump to
the next page, instead of the user manually
jumping.
4. The ’OK’ button resembles the ’Con-
tinue to Input Page’ button although they
represent di↵erent functions, I got a little
confused after I added the new customized
impact.

Unchecked Inputs
1. Shall I add an apostrophe when in-
putting the customized business impact?
2. You can regulate the input data type,
such as inputting the wrong data type pop-
up window to report errors so that the op-
eration is more rigorous.

Tooltip Improvement
1. What does ‘customer breach notifica-
tion’ mean?
2. I cannot read the full sentence in
the tooltip as part of the text is obscured.
Could it be moved to the next line of the
checkbox?
3. The design of the tooltip could be opti-
mized.

Instructions and Hints Improvement
1. What should I do after getting the
classification table? There should be more
guidance language like ’Prompt to inspect
after entering threat’.
2. Guidance for users should be strength-
ened.
3. I think maybe some instructions appear-
ing on the page could be better.

Data Storage 1. After I finish the input, I click the ’in-
spect’ again to check it, but the data dis-
appeared so I have to input it again.
2. After filling in the data, this threat can
be marked on the main home page, for ex-
ample, there is a checkbox in front of it,
so that those that have been filled in by the
user can be automatically checked, and the
user can also choose the number of threats
that need to be analyzed.

Table 6.7: Codes for Textual Information
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be multiplied by 2.5 and yield an SUS score of 75. Table 6.9 collects the SUS scores of all
participants.

Participant SUS Score
1 75
2 85
3 55
4 72.5
5 72.5

Table 6.9: SUS Scores of Participants

It is worth noting that the SUS score is a percentile instead of a percentage number. The
average SUS score is 68, and for level A the score is 80.3, which is the top 10% score [61].
From the score table, it can be drawn that 4 out of 5 participants think the performance
of the prototype is above the passing level, and one of them thinks it is excellent. Overall,
the level of usability of this prototype is at least acceptable.

Index Question Disagree Neutral Agree
S1 I think that I would like to use

this system frequently.
0% 40% 60%

S2 I found the system unnecessarily
complex.

100% 0% 0%

S3 I thought the system was easy to
use.

0% 40% 60%

S4 I think that I would need the
support of a technical person to
be able to use this system.

40% 20% 40%

S5 I found the various functions in
this system were well integrated.

0% 20% 80%

S6 I thought there was too much in-
consistency in this system.

60% 40% 0%

S7 I would imagine that most peo-
ple would learn to use this sys-
tem very quickly.

0% 20% 80%

S8 I found the system very cumber-
some to use.

80% 20% 0%

S9 I felt very confident using the
system.

0% 20% 80%

S10 I needed to learn a lot of things
before I could get going with this
system.

100% 0% 0%

Table 6.10: SUS Result

Table 6.10 shows a detailed result of the SUS. S4 and S10 test the learnability of the pro-
totype, and the rest evaluate the usability [62]. Participants had evenly di↵erent opinions
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on S4, while for S10, all participants disagreed. The results for the two questions point
in di↵erent directions, indicating that the learnability of the framework is hard to assert
and needs a wider investigation. What’ more, S1, S3, and S6 gets 40% neutral answers.
S1 and S3 relate to the practical use of the framework, as 2 participants maintained a
neutral attitude, the reason can be either the framework is somewhat time-consuming or
intricate, or there can be some di↵erences between actual users and participants, and for
real users, they can give clearer judgment. For S6, 3 participants held reservations about
the consistency of the system, which may suggest that the consistency of the framework
can be improved for a better user experience.
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Chapter 7

Summary and Conclusions

This thesis works on a framework that deploys the BIA method to quantify and prioritize
the impact of cyber threats in business contexts. First, cyber threats and the BIA method
are introduced as background knowledge. Next, the thesis focuses on current threat
modeling methodologies. Totally 23 modeling methodologies are studied and classified
in depth, and their threat prioritization work is especially discussed. It can be drawn
from the literature that there is little work aiming at quantifying and prioritizing threat
impacts from a business view, and a framework for threat analysis and visualization is
proposed to address this gap.

The BIA framework first categorizes the threat belonging to confidentiality, integrity,
or availability loss, then provides users with corresponding business impacts. At the
same time, the framework allows users to add customized impacts for convenience. Af-
ter choosing applicable impacts, users can input the estimated loss of each impact and
other necessary information. The framework will finally generate a visualization report
based on the inputted information, including loss trend over time, tangible and intangible
impact loss overview, threat prioritization by loss and emergency, and detailed business
impact composition of each threat. Users can derive insights more e�ciently based on the
visualization.

Last but not least, the usability and e↵ectiveness of this framework are evaluated through
a usage scenario and focus group discussion. The result is both qualitatively analyzed
by the SUS and textually discussed. It turns out that e↵ectiveness is fully achieved as
the business impact losses suggestion, calculation and visualization are all validated. The
usability also gets satisfactory SUS scores from di↵erent participants of the focus group,
and suggestions and opinions collected from participants are also classified and inspected
for the improvement of the framework.

7.1 Future Work

Although the framework is well-developed and gets positive feedback from evaluation,
there are still many aspects and details that need to be refined and improved. Potential

63



64 CHAPTER 7. SUMMARY AND CONCLUSIONS

directions for improvement are collected from both the architecture design and implemen-
tation process, and opinions from participants during the evaluation stage.

1. First, the implementation of the mapping between cyber threats and types of loss can
be extended. As presented in Table 4.1, one cyber threat may lead to di↵erent kinds
of information loss. For instance, malware can damage both data confidentiality
and integrity. This mapping is constructed according to the most possible outcome
that the cyber threat can cause, while in practice the scenario is more complicated.
A more comprehensive mapping mechanism should be implemented to cover more
practical situations.

2. Second, according to the feedback of the focus group discussion, more instructions
and better button design should be considered to provide users with clearer guidance
to utilize this framework. What’s more, the design of the workflow should also be
optimized. For instance, it will be more convenient for users to directly jump to the
home page after clicking the ”save” button on the input page instead of manually
getting back to the home page.

3. The design of the visualization result can be further refined. During the e↵ectiveness
evaluation of the framework, one participant mistakenly thought the longest MTPD
stands for the most emergent threat. This indicates that the visualization should
be presented in a more straight way, like giving out the emergency list of threat
scenarios from most emergent to the least one.
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Glossary

In the context of cybersecurity, some concepts have broad meanings. Here in this thesis,
some meanings of glossaries are narrowed or re-defined to precisely describe the scenario.
In addition, we assume that audiences are familiar with front-end development, and some
implementation glossaries are not introduced in the main text.

Threat Analysis Threat analysis is a general concept in cybersecurity, which refers to the
process of determining which components of the system need to be protected, and the
types of threats they should be protected from. In this thesis, threat analysis mainly
focuses on threat quantification and prioritization and is particularly di↵erentiated
from risk analysis.

Hybrid Threat This kind of threat is di�cult to be simply dichotomized as technical
or non-technical, as they may result from di↵erent causes or motivations and be
accomplished by a combination of technical and non-technical cyberattacks. Hybrid
threat is proposed by this thesis to more accurately classify cyber threats.

Container The Container mentioned in Chapter 5 is a kind of layout element of HTML
that organizes the content of the interface.

Local storage Local storage is an attribute in HTML5 that Allows data to be stored as
key-value pairs in the browser. In this thesis, the prototype is implemented in the
front end, and all relevant data is stored in the local storage.
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Appendix A

Installation Guidelines

The prototype is implemented in the front end completely. Users can directly open the
home.html file in the code folder to start. For detailed usage guidelines and codes please
refer to the GitHub repository 1.

1https://github.com/Dmmmmy/BIA-prototype
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