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Tradeoffs between the packet delivery delay and various types of packet transportation
cost are a recurring theme in Delay-Tolerant Networks (DTNs). In this work we study such
tradeoffs, first in a general and then in a mobile wireless setting.

In the general setting, we capture the tradeoff between the delivery delay of a packet and
its transportation cost (which comprises a transmission component and a storage compo-
nent) on the cost-delay plane using the Optimal Cost/Delay Curve (OC/DC), for the case
when the packet follows optimal routes, and the Achievable Cost/Delay Curve (AC/DC),
for the case when a specific (suboptimal) routing protocol is used.

Applying the framework of the general setting to mobile wireless DTNs, we evaluate a
novel set of geographic routing protocols with delay-tolerant features against both state-
of-the-art routing protocols (using their respective average AC/DCs) and also optimal rout-
ing (described in terms of the average OC/DC). Compared to the state-of-the-art protocols,
our protocols are shown to achieve cost/delay tradeoffs much closer to the optimal one.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

In Delay-Tolerant Networks (DTNs) packet delivery
delays can be large, and often comparable to the time
needed for the network topology to change substantially.
Although in many DTNs packet delivery delays are not tun-
able, quite frequently designers conscientiously decide to
tolerate larger than absolutely needed delays in order to
improve other performance metrics. For example, delay
has been traded off with monetary costs [2], energy effi-
ciency [3–5], and throughput [6–8].
Motivated by these specific instances of tradeoffs, in the
first part of this work (Sections 2–4), we develop a general
DTN framework for studying tradeoffs between the delay
in the delivery of a packet and the associated transportation
cost. The transportation cost comprises a transmission com-
ponent (that accounts for the energy dissipated, the band-
width used, the money spent, etc.) when a packet is
transmitted, and a buffer storage component that repre-
sents the cost of using limited buffer spaces, security con-
cerns, QoS and reliability constraints, etc. When a packet
follows optimal routes, we characterize the tradeoff in
terms of a Pareto curve on the cost-delay plane, termed
the Optimal Cost/Delay Curve (OC/DC). OC/DCs are defined
in Section 2, and in Section 3 we show how to compute them
efficiently. When realistic, suboptimal routing protocol are
used instead, we characterize the tradeoff in terms of
another curve on the cost-delay plane, the Achievable
Cost/Delay Curve (AC/DC), defined in Section 4.
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The framework developed in the first part is very general,
and can be readily adapted to many different DTN settings.
As an example, in the second part of this work (Sections 5
and 6), we focus on a particularly important class of DTNs,
i.e., mobile wireless DTNs where the changes in the topology
are due to node mobility. In this setting, we design novel
routing protocols that rely on geographic forwarding as well
as extended sojourns of packets on node buffers. These,
along with a model about the network, are presented in
Section 5 and evaluated against the state of the art in
Section 6, using the tools developed in the first part.

We briefly discuss related work in Section 7 and con-
clude in Section 8.

2. Optimal cost/delay curves

For simplicity, we assume that all packet transmissions
are instantaneous and propagation delays are zero. This
simplifies the analysis and is quite reasonable in our set-
ting. Indeed, in DTNs packet delays are comparable to the
time needed for the network topology to change, with
respect to which transmission and propagation delays are
negligible.

The network comprises a set N of N nodes, indexed by
1;2; . . . ;N. We model the fluctuating connectivity of the
nodes in the continuous time interval ½0;1Þ as follows: node
i can send a data packet to node j with a transmission cost
cijðtÞ 2 ½0;1�. The cost cijðtÞ is defined for all pairs ði; jÞ, with
cijðtÞ ¼ 1 signifying that communication from i to j is
impossible at time t. Also, a packet stored at node i from time
a to time b incurs a cost

R b
a siðtÞdt where siðtÞ is the storage

cost rate, measured in units of cost over time.
The type of the communication medium as well as the

nature of the transmission cost and the storage cost rate
are not defined in this part of the work, in order to keep
the formulation as general as possible. We briefly note that
the details of the two types of cost (i.e., transmission and
storage) depend on the particular network at hand. For
example, in networks where energy is limited, the
transmission cost could be the energy dissipated for the
transmission; in networks where bandwidth is limited,
the transmission cost could model the amount of interfer-
ence the transmitter is causing. Regarding the storage cost,
it naturally captures the cost of occupying buffer spaces, in
particular when buffer capacity is limited. In cases where
some nodes are more suitable than others as relays (due to
security concerns, existence of altruism/selfishness, QoS
requirements, a non-uniform traffic load in the network,
etc.) the storage cost rate can be differentiated among nodes
to steer packets as desired. The formulation is general
enough to allow both cost components to be further divided
into subcomponents, each associated with a different design
concern (energy, bandwidth, buffer space, etc.).

Moving on to routing, let a journey be a finite sequence
of alternating (i) sojourns of finite duration of a packet at
the buffers of nodes and (ii) hops of that packet between
pairs of nodes. The starting node of a journey J is denoted
by sðJÞ, its starting time by tsðJÞ, its ending node by eðJÞ,
and its ending time by teðJÞ.

Consider the journey J of H hops of a packet that starts
at node i0 and at time t0, the packet is transmitted by node
ih�1 and received by node ih – ih�1; h ¼ 1; . . . ;H, at time th,
and finally the packet stays at iH from the time instant tH of
its last transmission until the time instant tHþ1, when the
journey completes. Clearly, th�1 6 th, where h ¼ 1; . . . ;H þ 1.
If th�1 < th, then the packet waits at node ih�1 for time
th � th�1, otherwise node ih�1 relays the packet the moment it
receives it. Let

cðJÞ ¼
XHþ1

h¼1

Z th

th�1

sih�1
ðtÞdt þ

XH

h¼1

cih�1 ih ðthÞ ð1Þ

be the (total) cost of J. The first term is the storage cost of
J, and the second term is the transmission cost of J.

The Optimal Cost/Delay Curve (OC/DC) CijðtÞ between
nodes i and j is defined as the minimum total cost over
all journeys of a packet from i to j that begin at time 0
and end by time t the latest:

CijðtÞ ¼ min
fJ : sðJÞ ¼ i; eðJÞ ¼ j; tsðJÞ ¼ 0; teðJÞ 6 tg

cðJÞ: ð2Þ

Observe that there exist always journeys in (2) to minimize
over—in the worst case, the minimum will be infinite.

Note that the OC/DC CijðtÞ is a non-increasing (but not
necessarily strictly decreasing) function of t. Indeed,
increasing time t means that the minimum of (2) is taken
over a larger set of journeys. Therefore, the OC/DC CijðtÞ
captures the fundamental tradeoff between delay and cost
that exists in all DTNs, i.e., increasing the time delay toler-
ance can only reduce the incurred cost.

The tradeoff captured by the OC/DC can only be
achieved by the nodes if they are aware of the complete
topology evolution of the network. Indeed, let J0 be an opti-
mal journey that achieves the minimum CijðtÞ, for some
time t > 0. In order to compute the part of J0 until time
tj < t, the evolution of the network in the future interval
½tj; t� is also needed. For example, in a mobile wireless set-
ting, if, at a given point in time, a packet is faced with a
choice about which of two nodes to sojourn on, the optimal
decision depends on the future trajectories of both these
nodes. The evolution of the network is indeed known in
advance in some notable cases, for example Space DTNs
[9] and Vehicular DTNs comprised of buses moving along
fixed schedules [10].

Nevertheless, it is also very useful to calculate the OC/
DC even in settings where the future (or even the past)
evolution of the network is not completely available to
the nodes at any time instant. Indeed, knowing the OC/
DC provides an absolute yardstick with which the perfor-
mance of practical protocols can be compared. What is
more, this yardstick is highly informative, as it is not a sin-
gle number but rather a Pareto curve. In Section 6 we
employ OC/DCs in this manner.

Finally, we define the Punctual Cost/Delay Curve (PC/
DC) PijðtÞ between nodes i and j as the minimum cost with
which a packet can leave node i at time 0 and exist at node
j at exactly time t:

PijðtÞ ¼ min
fJ : sðJÞ ¼ i; eðJÞ ¼ j; tsðJÞ ¼ 0; teðJÞ ¼ tg

cðJÞ: ð3Þ

The optimization is over all journeys from node i to node j
that begin at time 0 and end at exactly time t. For some of
these journeys, the last hop (to node j) took place at some
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time t0 < t, and so the cost of the sojourn during the time
interval ½t0; t� at node j is included in cðJÞ.

PC/DCs come handy as the minimum cost with which a
packet can be transported to a node j that is not its final
destination, by time t, in anticipation of another journey
that starts from j at time t (see Section 5.2). PC/DCs are also
used in the efficient calculation of OC/DCs in Section 3.

3. Efficient computation of OC/DCs

3.1. Cost/delay evolving graph

Let ½0; T�, with T an integer, be a time interval over which
we would like to compute the OC/DCs CijðtÞ for all pairs of
i; j. We divide this interval into T epochs ½k� 1; k� of unit
duration, where k ¼ 1;2; . . . ; T . We refer to the instances
0;1;2; . . . ; T as the epoch transition times.

To facilitate computations, we assume that packet trans-
missions take place exclusively during epoch transition
times, and, as transmissions are instantaneous, a packet
can be transmitted during an epoch transition an arbitrary
number of times.1 Secondly, during each epoch, the values of
the storage cost rates remain fixed; changes in these values
are allowed only during epoch transitions. Finally, we only
evaluate the OC/DCs during epoch transition times.

Intuitively, epochs are periods of time during which we
expect the DTN to not change significantly. Increasing the
number of epochs that span a given time period improves
the accuracy of our discrete time model. (Note that, by a
rescaling of the time axis, it is always possible to assume
that the duration of all epochs is a unit of time.) However,
note that for the above assumptions to hold, the epoch
duration should always be much larger than the time it
takes a packet to be transmitted.

Slightly abusing notation, in this section we let the time
index t, so far continuous, take the discrete values
0;1;2; . . . ; T . We keep the same notation for the discretized
versions of CijðtÞ; PijðtÞ; cijðtÞ, and siðtÞ.

The time discretization allows the depiction of the evolu-
tion of the network using a static graph G termed the Cost/
Delay Evolving Graph (C/DEG).2 G comprises a cascade of
T þ 1 replicas Gt ¼ ðN t

;AtÞ; t ¼ 0;1; . . . ; T , each replica cor-
responding to a single epoch transition. We set N t ¼
f1t ;2t ; . . . ;Ntg, i.e., there is a node replica for each of the
nodes in the network. The arc setAt of replica t contains a link
arc ðit

; jtÞ for each set of distinct nodes i; j for which cijðtÞ <1,
with cost cijðtÞ. Let At be the number of link arcs inAt . Finally,
we connect consecutive replicas t and t þ 1, where t ¼ 0;
1; . . . ; T � 1, with storage arcs ðit

; itþ1Þ, for all i ¼ 1; . . . ;N, with
cost siðtÞ. As an example, in Fig. 1 we plot a simple C/DEG of a
network of N ¼ 4 nodes and T þ 1 ¼ 3 replicas.

Observe then that each journey is uniquely represented
by a single path in the C/DEG, and vice versa. For example,
in the context of Fig. 1, consider the journey of a packet
that goes from node 1 to node 2 and then to node 3 at time
0, sojourns at node 3 for epoch ½0;1�, is then transmitted to
node 2 and then to node 4 at time 1, sojourns at node 4
1 Limiting the number of transmissions during an epoch transition can be
integrated in our formulation in a straightforward manner, but we omit this
for simplicity.

2 Our term follows the term Evolving Graph for a related graph in [11].
during epoch ½1;2�, and is finally transmitted to node 3 at
time 2. The corresponding C/DEG path is

ð10;20;30;31;21;41;42;32Þ:
Furthermore, the journey cost (1) is equal to the cost of the
related C/DEG path.

Hence, it follows that the PC/DC value PijðtÞ equals the
minimum cost among the costs of all paths from i0 to jt .
Also, the OC/DC value CijðtÞ equals the minimum cost
among the costs of all paths starting at i0 and ending at
any of the nodes j0

; j1
; . . . ; jt . Therefore, for any i; j; t,

CijðtÞ ¼ min
k¼0;...;t

PijðkÞ: ð4Þ

3.2. Efficient OC/DC calculation

We now introduce algorithms for computing efficiently
the values CijðtÞ and their associated optimal paths ci!jðtÞ,
as well as the values PijðtÞ and their associated optimal
paths pi!jðtÞ.

Our algorithms require solving single-source shortest
path problems for finding the shortest paths from one
source node to all other nodes in a graph. We use Dijkstra’s
algorithm with a Fibonacci heap implementation, whose
complexity is OðAþ V log VÞ where A and V are the num-
bers of arcs and vertices [12]. Henceforth, we refer to this
algorithm as DIJKSTRA.

We assume that the number of arcs in each replica At is
upper bounded by k1N log N where k1 is a constant that can
be arbitrarily large, but is not a function of T or N. The latter
bound is guaranteed if the degrees of all replica nodes are
bounded by k1 log N. (Note that two nodes it and jt are
connected with an arc only if cijðtÞ <1.)
Fig. 1. Example C/DEG with 4 nodes and 3 replicas.
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Algorithm 1 does not make use of the special structure
of the C/DEG, and so represents a baseline algorithm. In the
first for loop (lines 1–3), all PC/DCs, and their respective
optimal paths, are calculated by running DIJKSTRA N times.
In the second (outer) for loop (lines 4–16), the OC/DCs,
and their respective optimal paths, are calculated using
an iterative form of (4).

The computation cost of line 2 is OðAþ V log VÞ where
A ¼ ðT þ 1ÞOðN log NÞ and V ¼ ðT þ 1ÞN. The computation
cost of lines 8–13 is 1, and therefore the computational
cost of Algorithm 1 is OðTN2 logðTNÞÞ.

Algorithm 2 makes use of the special structure of the
C/DEG to expedite calculations. Observe that the only arcs
Algorithm 2. Fast calculation of OC/DCs.
coming out of replica t, where t ¼ 0; . . . ; T � 1, are all those
of the form ðit

; itþ1Þ, where i ¼ 1; . . . ;N. Therefore, to calculate
the PC/DCs, instead of executing DIJKSTRA on the complete
C/DEG once for each source node i, as we did in Algorithm 1,
we can execute DIJKSTRA T times for that node, once for each
replica, and each time on essentially that single replica.In more
detail, in each execution of the first outer for loop (lines 1–17)
we calculate PijðtÞ and pi!jðtÞ for a specific source node i, and
for all j; t. Line 2 is an initialization, wherein Pijð0Þ and pi!jð0Þ
are found, using only replica.

In each of the T executions of the middle for loop (lines
3–16) we calculate PijðtÞ and pi!jðtÞ for all j and for one value
of t. In lines 4–6 we create a virtual graph Gv that comprises
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the replica t along with a single virtual node I with arcs to
each node jt . In line 6 we set the cost of each of these arcs
equal to the cost incurred to a packet traveling optimally to
jt�1 and spending epoch ½t � 1; t� at node j. In line 7 we
execute DIJKSTRA on Gv with source I, thus finding the optimal
paths v i!jðtÞ and costs from I to each jt , on the virtual graph.
The optimal costs are clearly also the values of PijðtÞ. In lines
8–15 we combine the optimal paths v i!jðtÞ and the
previously found optimal paths pi!jðt � 1Þ to calculate the
optimal paths pi!jðtÞ on the initial C/DEG. Finally, in line 18,
we execute the second outer for loop of Algorithm 1 to find
the OC/DCs CijðtÞ and the associated ci!jðtÞ.

The computation cost of the first outer for loop (lines
1–17) is on the order of NðT þ 1Þ times the cost of
running DIJKSTRA which, according to our assumptions, is
OðAþ V log VÞ where A ¼ OðN log NÞ and V ¼ N þ 1. There-
fore, this is OðTN2 log NÞ. As the cost of the second outer for
loop (line 18) is OðTN2Þ, it follows that the total cost is
OðTN2 log NÞ.

With respect to Algorithm 1, the computation cost is
reduced by a factor of log T, which is modest. The gain in
memory is by a factor of T, which is more substantial: using
Algorithm 1 we need to store simultaneously T þ 1 repli-
cas. With Algorithm 2, we only use one replica at the time.

Both Algorithms 1 and 2 can be readily parallelized,
using up to N processors, as the values CijðtÞ can be
calculated independently for each node i. The next algo-
rithm, Algorithm 3, can employ more than N processors,
and so, provided we have enough of them, is faster.

Algorithm 3 operates as follows. Let RijðtÞ be the
minimum cost with which node i can send a packet
to node j using a zero-duration journey during epoch
transition time t. Let ri!jðtÞ be the associated path. The first
outer for loop (lines 1–5) calculates RijðtÞ and ri!jðtÞ for all
i; j; t. Lines 6–11 are used to initialize the values of PijðtÞ
and CijðtÞ and their associated paths for t ¼ 0. Finally, in
lines 12–21 we calculate PijðtÞ; CijðtÞ and their associated
paths for t ¼ 1; . . . ; T.

Regarding the execution time, in the first outer for loop
(lines 1–5) we execute DIJKSTRA TN times on graphs with N
vertices and OðN log NÞ arcs, therefore the number of
calculations needed is TNOðOðN log NÞ þ N log NÞ. Since
these TN operations can be executed independently, the
execution time, assuming we have p processors, is

OððTN2 log NÞ=p1Þ; p1 ¼
TN; p P TN;
p; p < TN:

�
ð5Þ

The execution time of the second outer for loop (lines
6–11) is smaller than the time needed for the first outer
for loop, and so can be ignored. Regarding the third outer
for loop (lines 12–21), lines 15–18 are executed TN2 times.
The costliest operation is the minimization over N numbers
of lines 15–16. However, assuming we have at least N pro-
cessors, the execution time for this minimization is
Oðlog NÞ. Indeed, we can place these numbers at the leaves
of a full binary tree of depth Oðlog NÞ and perform Oðlog NÞ
batches of simultaneous pairwise comparisons, at the end
of each batch placing the resulting minima one level up
the tree. Noting that the two inner for loops are fully par-
allelizable, it follows that the total execution time for lines
12–21 is

OððTN2 log NÞ=p2Þ; p2 ¼
N2; p P N3;

p=N; N 6 p < N3:

(
ð6Þ
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Summing (5) and (6), we find the total execution time.
As a limiting case, if we have maxfTN;N3g processors, then
the total execution time is OððT þ NÞ log NÞ, which is nota-
bly better than the time OðTN log NÞ needed by Algorithm 2
when it employs its maximum of N processors.

4. Achievable cost/delay curves

We define a routing protocol P to be a rule that, given a
packet located at node i at time 0, a destination j for that
packet, and a parameter vector p, creates a journey
Jði! j;pÞ. The parameter vector p comprises the values
of possibly many tunable parameters that affect the oper-
ation of the rule. For example, in the case of wireless DTNs,
two tunable parameters could be the transmitter power
and the angular width of the radiation pattern of the direc-
tional antennas used, therefore p 2 ½0; Pmax� � ½0;2p�. Tun-
able parameters provide the rule with degrees of freedom
that can be used in trading off delay with cost. The param-
eter vector takes its values from a parameter space P. If no
tunable parameters exist, then the parameter space
reduces to a unit set P ¼ fp0g.

A few comments are in order: firstly, the definition
includes protocols that come up with journeys that fail to
send the packet to j, or have infinite cost. Secondly, as by
definition all journeys have a finite duration, the routing
protocols is expected to include mechanisms that guaran-
tee the eventual termination of the packet forwarding,
using e.g. Time-To-Live (TTL) counters. Thirdly, we leave
no room for randomness in our formulation, and the jour-
ney is always deterministically specified by the protocol P
given the parameter vector p. Finally, the protocol may
make full use of the information in the network model N
or it may only use part of the information, such as locally
available information about the present and past topology.

Let the Achievable Cost/Delay Curve (AC/DC) AijðtÞ
between nodes i; j under protocol P be defined as the min-
imum cost, over all possible parameter settings, with
which a packet can travel from node i at time 0 to node j
by time t the latest:

AijðtÞ ¼ min
fp : teðJði! j;pÞÞ 6 t; eðJÞ ¼ jg

cðJði! j;pÞÞ: ð7Þ

If there is no parameter setting for which the resulting
journey ends at j by time t the latest, then the minimum
is over an empty set and is taken to be 1.

When the protocol has no tunable parameters, i.e.,
P ¼ fp0g, the definition simplifies to

AijðtÞ ¼
cðJ0Þ; t P teðJ0Þ; eðJ0Þ ¼ j;

1; otherwise:

�

where J0 ¼ Jði! j;p0Þ.
As with the OC/DC CijðtÞ, the AC/DC AijðtÞ captures the

cost/delay tradeoff of DTNs, but for a specific routing pro-
tocol P: if we can tolerate a delay of at most t, then there
is a combination of parameters p such that the routing pro-
tocol can route the packet to j with cost equal to AijðtÞ; if
we increase our delay tolerance t, then the protocol can
deliver the packet with a cost no greater than in the
previous case, and possibly smaller, by making use of the
extra time afforded to it and the associated opportunities
arising from the evolution of the topology, and by choosing
its parameters accordingly.

The usefulness of the AC/DC lies in the detailed picture
of the cost/delay performance of protocol P it provides.
Drawing the AC/DCs of different routing protocols allows
a more in-depth comparison than the comparison using
scalar figures of merit; drawing an AC/DC in the same plot
with the corresponding OC/DC allows the evaluation of P in
absolute terms.

5. Delay-tolerant geographic routing

We now apply the general framework we developed in
Sections 2–4 to the specific case of mobile wireless DTNs
that use a family of hybrid delay-tolerant/geographic rout-
ing protocols.

We augment the network model of Section 2 so that it
applies to mobile wireless environments. In particular,
when node i transmits a packet across a distance d, the cost
incurred is cðdÞ, where cð�Þ is the distance cost function.
Also, cðdÞ ¼ 1 iff d > Rmax, where Rmax is the maximum
communication range. Let the neighborhood OAðtÞ of a
node A be a circle centered at all times at node A, with
radius Rmax. The nodes in OAðtÞ, called the neighbors of A,
can directly communicate with A with finite cost.

5.1. Location information

To make a routing decision at time t0, each node A
requires information on the future movement of all nodes
in its neighborhood OAðt0Þ as well as all destinations of
packets in its queue. In more detail, for each node B that
falls into any of these two node groups, node A requires
an estimation of its trajectory frBðtÞ : t0 6 t 6 t0 þ Teg,
where rBðtÞ is the location of B at time t, and Te is a global
parameter that specifies how much in the future extend
the trajectory estimations.

In practice, Te should be comparable to the expected
delivery delays of the packets. The estimations do not have
to be perfect: in Section 6 we examine the effects of
knowing future trajectories for only a limited amount of
time in the future and of estimating them wrongly. If no
complete trajectory estimation can be made, we also pres-
ent, in Section 5.4, two protocols with more modest
requirements.

As a first step towards fulfilling this requirement, it is
necessary for each node to be able to estimate its own
future trajectory. In many cases, as in vehicles equipped
with automotive navigation systems that plan the routes
taken, nodes have ready access to trajectory estimations.
Otherwise, provided a node knows its location at all times
(using some positioning technique) and records it, it can
estimate its future trajectory based on its past trajectory
and/or history of trajectories; if the mobility is periodic
or otherwise structured, the estimation can be very
accurate.

The trajectory can be represented in terms of a list of
waypoints along with the times the node estimates it will
reach them. Hence, the location of the node at any time can
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be approximated by interpolation. This list is exchanged
between neighbors, therefore, one would like to limit its
size (trading perhaps its accuracy) and the associated com-
munication overhead (privacy and selfishness concerns are
also a reason to limit its accuracy).

While two nodes are neighbors, they will keep exchang-
ing their estimations of their own trajectories. As this
exchange will happen only when a trajectory estimation
is updated, and the size of the trajectory information is
expected to be modest, the control overhead will be man-
ageable, unless the node density is too large. If the control
overhead due to this exchange is excessive, appropriate
measures, which fall beyond the scope of this work, should
be taken, such as a coarser exchange or exchange with
selected neighbors.

As discussed, the trajectory of a node must also be avail-
able to (possibly distant) nodes forwarding packets for that
node. This can be achieved in practice by the sources of
packets appending to them trajectory estimations of the
destinations obtained from a location service [13]. Nodes
further down the forwarding path may use these estima-
tions or choose to update them.
5.2. Forwarding potential

Given a packet with destination D buffered in A at time
t0, the Forwarding Potential (FP) /ðBÞ of a node B in the
neighborhood OAðt0Þ of A quantifies the incentive of for-
warding that packet to node B:

/ðBÞ¼ max
ft1;t2 : t06 t16 t26 t0þTeg

jADðt0Þj�jBDðt2Þj
PABðt1Þþ

R t2
t1

sBðtÞdtþaðt2� t0Þ
:

ð8Þ

We take it that node A belongs to OAðt0Þ, therefore /ðAÞ
is also defined, and describes how advantageous it is for
the packet to remain at A.

We now clarify the role of all quantities in (8). Time
t1 P t0 is the time at which the packet will arrive at node
B, assuming B is chosen as a relay. Time t2 is when node
B is evaluated as a potential relay, in terms of the fraction
appearing in (8) it achieves. We always have t2 P t1; if
t2 > t1, the evaluation of node B is based on a time after
the arrival of the packet at B.

Regarding the numerator, jADðt0Þj is the distance
between nodes A and D at time t0 and jBDðt2Þj is the dis-
tance between nodes B and D at time t2. The difference
jADðt0Þj � jBDðt2Þj is the progress made in covering the dis-
tance from A to D in the interval ½t0; t2�.

Regarding the denominator, PABðt1Þ is the PC/DC value
corresponding to the node pair A;B, at time t1, taking t0

as the start of time, using nodes in OAðt0Þ and their avail-
able trajectory estimations. Therefore, PABðt1Þ expresses
the cost incurred starting on an optimal journey at time
t0 and node A and ending at time t1 and node B, using
nodes in OAðt0Þ. Note that if the packet arrives at node B
earlier than time t1, then there will be a storage cost
incurred at node B, as B is not the final destination of the
packet. It is also possible that the packet will leave node
A at some time t > t0, but obviously t 6 t1. PABðt1Þ is calcu-
lated by node A using the algorithms of Section 3. Moving
on to the next term, the integral
R t2

t1
sBðtÞdt is the storage

cost incurred at node B due to the sojourn of the packet
there from time t1 to time t2. Finally, the time difference
t2 � t0 is equal to the delay incurred until the progress of
the numerator is realized. Parameter a is a positive real
number used for tuning the relative weight of the delay
versus the transmission and storage costs. When large,
the priority is in keeping the delay t2 � t0 small, which
expedites the forwarding of the packet, at the expense of
increased transmission cost. If a is set to a small value, cost
minimization is preferable, possibly at the cost of large
delays. As a is measured in units of cost over delay, we call
it the Cost/Delay (C/D) coefficient.

Putting everything together, the fraction in (8) repre-
sents the reduction of the distance remaining to the desti-
nation, if B is selected as the next hop, over a combination
of the cost and the delay incurred at the time interval
½t0; t2� over which the progress is achieved. Maximizing
over both t1 and t2 means selecting (i) the most favorable
time t1 for the packet to arrive at B and (ii) the most favor-
able time t2 for calculating the ratio of the progress
achieved over the combination of the cost and the delay
incurred.

In the case of /ðAÞ, the numerator and the denominator
of (8) become 0 for t1 ¼ t2 ¼ t0. To avoid this, when per-
forming the optimization we require t0 < t1 6 t2.

We note that the distances appearing in the numerator
of (8) can be Euclidean; this is appropriate in homogeneous
wireless networks, as its reduction represents real progress
towards the packet delivery. However, when the network
is not homogeneous, for example when there are large
physical areas always devoid of nodes, routing along
straight lines might not be optimal or might fail altogether;
hence the distance to the destination must be measured
differently. For example, using the massive network frame-
work in [14], distances must be measured along a continu-
ous geodesic line to the destination. As another example, in
a VANET setting, the distance used should be a metric tak-
ing into account that the routes taken by the packets and
the vehicles must be along existing roads.

We assume that node A is aware of the storage cost rate
sBðtÞ, for t 2 ½t0; t0 þ Te�, of any node B in its neighborhood
OAðt0Þ. Together with the assumptions of Section 5.1, this
means that A can calculate the forwarding potentials /ðBÞ
of any neighbor B.

5.3. General Rule

We now specify our first rule for performing packet for-
warding based on FP. As later we study two simplifications
of the rule, we call it the General Rule (GR).

GR works as follows: let node A have a packet destined
for node D. Node A continuously calculates the forwarding
potential of all its neighbors, including itself, and keeps
track of the maximum value found. At any time t0 that this
value corresponds to a node B other than A, and the optimal
journey J corresponding to the PC/DC value PABðt1Þ of the
denominator of (8) involves an immediate hop to a node
C at time t0, then node A transmits the packet to node C,
and the process starts over. Due to the potential for infor-
mation mismatch between neighbors, infinite routing
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loops are a possibility which we eliminate by not allowing
nodes to transmit a packet to a node C if that packet has
been at node C within the time period ½t0 � T1; t0�, where
t0 is the current time and T1 is a global parameter. As the
rule is applied afresh at each node receiving the packet, it
is possible that the next hop will not be the one specified
in J found by A.

5.4. Simplifications

To find the forwarding potential of a node B, node A
must perform a double maximization over the two time
instants t1 and t2, using extensive information about the
future topology of the network. Therefore, GR takes a very
informed decision, at the expense of both a lot of control
traffic (needed for node A to collect the information), as
well as computing resources. With this as a motivation,
we now proceed to define two simplifications of GR, that
have fewer requirements.

Substituting, in (8), PABðt1Þ with the cost CA!Bðt0Þ of the
smallest-cost zero-duration journey that starts and ends at
time t1 ¼ t0 results in an FP that is much simpler to calcu-
late, because CA!Bðt0Þ is easier to compute than PABðt1Þ, and
because the maximization is now over a single parameter.
The new FP becomes

/ðBÞ¼ max
ft2 : t06 t26 t0þTeg

jADðt0Þj�jBDðt2Þj
CA!Bðt0Þþ

R t2
t0

sBðtÞdtþaðt2� t0Þ
:

Calculating the maximum over all t2 2 ½t0; Te�might still
be computationally intensive in certain applications. One
solution is to set the time t2 equal to that time within
the interval ½t0; t0 þ Te� at which the numerator is maxi-
mized, i.e., the time when B is closest to D. Then,

/ðBÞ ¼ jADðt0Þj � jBDðt2Þj
CA!Bðt0Þ þ

R t2
t0

sBðtÞdt þ aðt2 � t0Þ

where

t2 ¼ arg min½t0 ;t0þTe �jBDðtÞj: ð9Þ

Observe that in this case nodes do not need to share (or be
able to estimate) their complete future trajectory informa-
tion within the time interval ½t0; t0 þ Te�, but only the point
in time and space where they lie closest to the destination
D, reducing thus the message exchange overhead and the
computations required. As this rule strives to achieve a
balance between cost and delay, we call it the Balanced
Ratio Rule (BRR).

Allowing t2 to be either equal to t0 or be set according to
(9), we arrive at:

/ðBÞ¼ max
t2 2ft0;argmin½t0 ;t0þTe �jBDðtÞjg

jADðt0Þj�jBDðt2Þj
CA!Bðt0Þþ

R t2
t0

sBðtÞdtþaðt2� t0Þ
:

The motivation for considering the value t2 ¼ t0 is that it
requires no information about the future, hence it is easy to
compute. Note that when evaluating the fraction for the
case B ¼ A and t2 ¼ t0 we arrive at a 0/0 indeterminate form;
we arbitrarily resolve it by setting /ðAÞ ¼ 0. The resulting
rule is a composition of greedy routing (as t2 ¼ t0 means
evaluating relays without looking into the future) and
BRR, and so we term it the Composite Rule (CR).
6. Evaluation

We evaluate our protocols and a number of other proto-
cols in a Uniform Setting and an Urban Setting (based on
areas of Dublin and Manhattan). The first setting, besides
being very commonly used, is a good model for networks
such as those comprised of Unmanned Airborne Vehicles
(UAVs) [13,15]. The second is more appropriate for net-
works comprised of vehicles moving in cities [16].
6.1. Uniform Setting

6.1.1. Topology
We simulate 1000 nodes traveling along straight lines

within a square region of side D ¼ 10 km and bouncing
perfectly at the boundary. Each node’s initial location and
direction are chosen randomly, in particular uniformly
and independently of the locations and directions of the
other nodes. All nodes move with speed vmax ¼ 100 m=s.
Regarding the trajectory estimations of the nodes, each
node estimates that it will maintain its current direction
of travel indefinitely.
6.1.2. Transmission cost
Two models for the transmission cost are considered:

under the Quadratic Transmission Cost, the distance cost
function is cðdÞ ¼ d2. This model makes sense when the
cost is the energy dissipated per transmission and the
transmitters can perform power control. It also makes
sense when we want to improve the spatial reuse of the
bandwidth [17]. Alternatively, under the Fixed Transmis-
sion Cost, we set cðdÞ ¼ 90;000 m2. This model makes
sense when we want to minimize the number of hops, or
we want to minimize the transmission energy cost given
a fixed amount of energy per transmission. In both cases,
the maximum communication range is Rmax ¼ 600 m.
6.1.3. Storage cost
Two models for the storage cost are considered: under

the first model, there is no storage cost, whereas under
the second model nodes with odd index have a zero stor-
age cost rate and nodes with an even index have a storage
cost rate equal to 10;000 m2=s. The first model is useful for
evaluating the performance of our protocols in cases where
storage costs are negligible. The second model is used to
examine the adaptability of our protocols to environments
where some nodes are preferable to others, in terms of
their storage costs. The value of the storage cost rate of
the even-indexed nodes is chosen so that, typically, the
effects of the transmission cost and the storage cost will
be comparable.
6.1.4. Data traffic
At the start of the simulation, each node has a single

packet. All packets are destined to a single Base Station
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(BS) that is stationary and located at the center of the
square region.

6.1.5. Simulated protocols
We simulate GR, BRR, and CR, using C/D values a rang-

ing from a ’ 0 (and corresponding to a scenario when we
want to minimize the cost) to a ’ 1 (and corresponding
to a scenario when we want to minimize the delay). The
distances entering the calculations of FPs are Euclidean.
We also simulate the Moving Vector (MoVe) protocol
[18], and AeroRP [15].

Under MoVe, a node A holding a packet examines the
set of nodes in its neighborhood that move towards the
destination (that set might contain A) and gives the packet
to that node among them scheduled to pass the closest to
D. If this set of nodes is empty, then the node to keep the
packet among A and its neighbors is the one currently clos-
est to D.

Under AeroRP, a node A holding a packet for a destina-
tion location D will calculate, for each neighbor B moving
towards D, the following Time To Intercept (TTI):

TTI ¼ Dd� R
sd

;

where Dd is the distance between B and D; R is the com-
munication radius of B, and sd is the instantaneous relative
velocity with which B is approaching D. If A moves towards
D, it also calculates its own TTI. If A and all its neighbors
move away from D, or if among all nodes moving towards
the destination A happens to have the smallest TTI, then A
keeps the packet. Otherwise, A hands over the packet to its
neighbor with the smallest TTI.

MoVe and AeroRP, as defined in [18,15], do not have a
parameter than can be used to trade off cost with delay.
For fairness, we introduce one such parameter by permit-
ting nodes to send packets across distances at most equal
to a Restricted Communication Range R0 6 Rmax.

Observe that, with this last modification of MoVe and
AeroRP, each protocol we simulate has a single, scalar,
tunable parameter (either R0 or a) that can be used to trade
off cost with delay in a conceptually straightforward man-
ner. That is, increasing the parameter increases the cost
but decreases the delay, as verified by the simulations. We
stress that the value of this parameter is kept fixed during
the forwarding of each packet, i.e., it is not adjusted dynam-
ically depending on the conditions the packet encounters.

6.1.6. Average OC/DCs and AC/DCs
We simulate 30 different network evolutions, using dif-

ferent seeds, each evolution lasting 1000 s. As discussed,
each node creates a single packet destined for the BS.
Therefore, there are 30,000 packets, and for each we calcu-
late its OC/DC as well as its AC/DCs for all protocols. In cal-
culating OC/DCs, we discretize time in slots of 1 s,
according to Section 3, and we use Algorithm 2. In calculat-
ing the AC/DCs, we also discretize time in slots of 1 s: FPs
are calculated once every second, and in the maximiza-
tions over time, such as those of (8), only integer multiples
of time are considered. We then plot the averages of all
30,000 OC/DCs and all 30,000 AC/DCs of each simulated
protocol. We set Te ’ 1.
Due to our choice of Rmax, the OC/DCs and/or AC/DCs of
numerous packets are infinite for values of time less than
some threshold. As a single infinite curve will turn the
average curve infinite, we make the following compro-
mise: in taking averages, infinite values are ignored, but
we do not plot the average curve at a time slot if more than
1% of the averaged values in that slot are actually 1, i.e.,
the outage probability exceeds 1%.

6.1.7. Results
Results appear in Fig. 2. In Plots Fig. 2(a and b) the qua-

dratic transmission cost is used, whereas in Plots Fig. 2(c
and d) the fixed transmission cost is used. In Plots
Fig. 2(a and c) there is no storage cost, whereas in Plots
Fig. 2(b and d) the nodes with an even index have a storage
cost rate equal to 10;000 m2=s.

Overall, our protocols achieve cost/delay tradeoffs clo-
ser to the optimum than both MoVe and AeroRP. Their
advantage is more pronounced in the regions of small
delays, where both MoVe and AeroRP fail to deliver the
packets in more than 1% of the cases, hence their average
AC/DCs are not plotted.

Of our protocols, the overall best performing is GR.
Note, however, that GR is the most demanding one in
terms of computations and control overhead. CR is a close
follower in terms of performance, even though it requires
much fewer computations and control overhead. The per-
formance of BRR is worse, as it fails to deliver a large per-
centage of packets in the region of small delays. Observe
that in the case of the fixed transmission cost and the
non-zero storage costs (Plot Fig. 2(d)) the overall perfor-
mance of CR is better than the performance of GR. There
is nothing fundamentally wrong with this picture: GR
strives to make an informed guess about the next best
hop of a packet, using a lot of information and computa-
tions, but it turns out that the information it is using is
often misleading, while the subset of information used by
CR turns out to be more useful on the average.

The non-zero storage cost cases differ from the zero
storage cost cases in that all curves are shifted up, particu-
larly in the regions of large delays, as these are associated
with long sojourns on nodes where storage cost accrues.
Note that our protocols do consider storage costs, unlike
Move and AeroRP. As a result, their performance gains over
MoVe and AeroRP are more pronounced for non-zero costs.

In the case of fixed transmission cost, the OC/DCs do not
get as close to the delay axis for large delays as in the qua-
dratic cost case; as a result the performance gap of all pro-
tocols with respect to the optimal is much smaller, in
relative terms. This is expected: under a quadratic trans-
mission cost, nodes postpone the packet exchange until
they get quite close to each other, leading to vanishing
transmission costs. This is no longer possible when all
transmissions costs are the same.

6.1.8. Inaccurate trajectory estimations
Finally, we study the case where the estimations of the

nodes about their future trajectories become progressively
more inaccurate. In particular, in each second, each node
has a probability p of deviating from its mobility model,
by picking a new direction of travel, chosen randomly



Fig. 2. AC/DC and OC/DC averages in the Uniform Setting. The legend of the first plot applies to all plots.

Fig. 3. AC/DC averages in the Uniform Setting for the AeroRP and CR
protocols when the nodes have an imperfect knowledge of the future
trajectory. The averages plotted are for p = 0, 0.02, 0.08, 0.16, 0.32, 1. The
cost decreases as p increases.
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and uniformly in ½0;2p�. In executing their routing proto-
col, however, nodes are oblivious to these changes, and
act as if they will continue to move along the same direc-
tion indefinitely. Results for various values of p and for
the AeroRP and CR protocols are plotted in Fig. 3, for node
speeds selected uniformly between 0 and vmax ¼ 100 m=s,
for quadratic transmission costs, and no storage costs. As
expected, the higher the value of p, the worse becomes
the performance of both protocols, as both of them base
their decisions on decreasingly relevant information. How-
ever, for low delays the performance degradation of CR is
modest, as in this regime the trajectory estimates on which
routing decisions are based have a short duration, and
therefore are more accurate. Results for other protocols
and settings were similar.

6.2. Urban setting

6.2.1. Topology
We simulate N ¼ 500 nodes moving within a city, fol-

lowing its road network, and according to a realistic traffic
mobility model, that includes interactions between vehi-
cles, provided by the Simulation of Urban Mobility (SUMO)
[19] tool. Two city environments are considered, a portion
of Manhattan, and the center of Dublin, both of surface
area around 16 km2, and with approximately 1000 inter-
sections each. These two cities were chosen because they
complement each other well: the road network of Manhat-
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tan has a grid-like structure, whereas the road network of
the center of Dublin is less structured.3

Regarding trajectory estimations, we assume that nodes
know accurately their future trajectory up to a finite time
Te in the future, and they relay this information accurately
to all their neighbors. In contrast to our Uniform Setting,
we refrain from modeling imperfect trajectory estimation,
as different estimation techniques might hurt each of the
routing protocols we evaluate at different degrees. We do
explore, however, the effects of using small values for Te.

6.2.2. Distance metric
The distances used in the calculations of the FPs are not

Euclidean. Rather, the distance jABj between two points A
and B equals the distance that a vehicle will have to travel
to go from A to B using the shortest path along the road
network.

6.2.3. Transmission cost
A transmission across a distance d (measured in meters)

has a unitless cost equal to either cðdÞ ¼ d2, when there is a
Line of Sight (LOS) component between the transmitter
and the receiver, or cðdÞ ¼ d4, when there is no LOS compo-
nent. This is an appropriate model for the case where the
cost is due to the power used by the transmitter; the trans-
mitter power needed to reach a certain distance d
increases with the distance according to an exponent
which is known to be larger when there is no LOS compo-
nent [20]. At distances larger than Rmax ¼ 350 m the cost is
set to infinity.

6.2.4. Data traffic
At the start of the simulation, each node possesses a sin-

gle packet. All packets are destined to a single stationary
Base Station (BS) located at a central location in the city.

6.2.5. Simulated protocols
We simulated GR, BRR, and CR, using C/D values a rang-

ing from a ’ 0 to a ’ 1. We did not simulate MoVe and
AeroRP, as these are designed for use in settings similar
to our Uniform Setting, making any comparison unfair.
Rather, we simulated GeOpps [16] and D-Greedy [21],
two protocols recently designed for use specifically in
urban environments.

Under GeOpps, a node A that carries a packet destined
for a location D calculates for itself and all its neighbors a
Minimum Estimated Time of Delivery (METD). This time
is the sum of two terms. The first term is the time needed
until the node travels to the location, along its trajectory,
that is closest to D, and termed the Nearest Point (NP).
The second term is an estimate of the time needed for
the packet to further proceed from the NP to D. In our case,
we set this time equal to the time it would take the packet
3 We decided against using trace sets such as those available on
CRAWDAD. In all the cases of trace sets we investigated, the trace set had
serious shortcomings that greatly limited its usefulness in evaluating
geographic (as opposed to, say, social-based) routing; the artifacts intro-
duced by its use, notably by ignoring the fact that vehicles interact with
each other, would be more pronounced than the artifacts introduced by
SUMO.
if it traveled from the NP to the destination with an aver-
age speed equal to the average speed of the node from
its current location to the NP. As GeOpps lacks a tunable
parameter that trades off cost with delay, we introduce
one by imposing an upper bound R0 6 Rmax on the maxi-
mum distance of transmissions.

Under D-Greedy, each packet starts with a Time To Live
(TTL) counter that is reduced as time progresses. When the
packet is being carried by a node A that is progressing
towards its destination D with a pace that, in the hypothet-
ical case that it could be maintained forever, would ensure
that the packet is delivered in time, then the packet adopts
a Data Muling (DM) strategy, i.e., it stays on the buffer of A.
If, however, the pace of A is such that, if it was constantly
maintained until the packet reached D, the packet would
not make it in time, then a Multihop Forwarding (MF)
strategy is adopted, under which the packet hops to that
node among the neighbors of A that is closest to D. Of
course, if node A is not moving fast enough towards D,
but also is the node closest to D, the DM strategy is adopted
out of necessity. In our simulations we use the TTL counter
as a tunable parameter that allows the trading off between
delay and cost.

6.2.6. Average OC/DCs and AC/DCs
We simulated 120 network evolutions for each city,

using different seeds. As with the Uniform Setting, we dis-
cretized time in 1 s increments and we took the average of
all AC/DCs and OC/DCs, ignoring infinite values, but
refraining from plotting those portions of the average
curves in which more than 1% of the averaged values are
infinite. The averages were taken over 500� 120 ¼
60;000 curves.

6.2.7. Results
Results are plotted in Fig. 4. Plots Fig. 4(a and b) are

based on Manhattan, and Plots Fig. 4(c and d) on Dublin.
For Plots Fig. 4(a and c) we assume that there are no stor-
age costs, whereas for Plots Fig. 4(b and d) the storage cost
rate is set to 0 for nodes with odd index, and equal to
107 s�1 for nodes with even index. For these plots, we
assume that nodes have complete trajectory information
with Te exceeding the duration of the simulation.

With the exception of the fact that D-Greedy manages
to deliver more packets (albeit at large costs) for low
delays, in all cases our protocols overall perform notably
better than both D-Greedy and GeOpps. This can be
explained by a number of reasons. An important one is that
our protocols are inherently more opportunistic, continu-
ously scanning their nearby topology for the best it has
to offer, unlike GeOpps and D-Greedy. For example, under
D-Greedy, a packet that is traveling fast enough to meet its
TTL deadline will never be transmitted to another node,
even if one exists in the neighborhood that is traveling
much faster. As another example, when GeOpps selects
the node that will keep a packet, it only takes into account
one metric, i.e., delay, and does not try to also keep the cost
down. Furthermore, GeOpps ignores nodes that are
currently moving fast towards the destination, just
because they are not scheduled to pass near it. For this rea-
son, GeOpps in particular performs worse than D-Greedy



Fig. 4. AC/DC and OC/DC averages in the Urban Setting. The legend of the first plot applies to all plots.
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in the low delay regime, for both cities, and also in the high
delay regime of the case of Dublin, where the direction of
move and the final destination are not as correlated as in
Manhattan.

Observe that, as with the Uniform Setting, the gap
between the performance of our protocols and that of
GeOpps and D-Greedy is larger when there are storage
costs. This is a direct result of the fact that GeOpps and
D-Greedy do not consider storage costs. That said, the aver-
age AC/DCs of our protocols are much further away from
the average OC/DC when there are such costs, which means
that there is more room for improvement in this case.
Fig. 5. AC/DC averages for the GeOpps and CR protocols when the nodes
only know their trajectories during the time interval ½t0; t0 þ Te�, where t0

is the present time. The averages plotted are for Te ¼ 3; 6; 12; 25; 50,
and 1 seconds. The curves are decreasing as T increases.
6.2.8. Incomplete trajectory estimations
Finally, to evaluate the effects of having limited infor-

mation about the future, we perform simulations for small
values of Te. In Fig. 5 we plot the AC/DC averages for the
GeOpps and CR protocols, in the Manhattan setting with
no storage costs, and for various values of Te. Note that
the control overhead needed to relay trajectory informa-
tion is roughly proportional to Te. As expected, the
performance improves as Te increases, however, for both
protocols, the performance is near the optimal even for
modest values of Te. This suggests that the most useful
parts of the trajectories are the early ones, at least for
our setup. Results for other protocols were similar and thus
are omitted.
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7. Related work

7.1. Dynamic networks

Dynamic networks, i.e., networks that evolve with
time, appear in many different application settings, and
as a result have attracted the sustained interest of the
Operations Research community for many years now.
See, for example, the overview work [22] and references
therein. The most common approach to calculating optimal
flows in such networks is the one we adopt here, i.e., cre-
ating and doing calculations on a graph comprised of a cas-
cade of subgraphs, each one related to a different epoch,
called time-expanded graph.

A number of works have appeared that extend this line
of work in the realm of DTN routing. Among the earliest are
the works in [23–25], which solve a variety of shortest-
path and related problems, either explicitly on DTNs, or
on related communications networks. Other, more recent
works on DTN problems appeared in [2,26,27].

The first part of our work, which follows this line of
research, has a number of aspects that set it apart from
past works. Firstly, we study a multi-objective problem
(with the dual objectives of cost and delay) in terms of
OC/DCs. Secondly, the time-expanded graphs we are using,
i.e., the C/DEGs, have a very specific structure: the trans-
mission links do not have any delay, and the storage links
all have the same, unit delay. As a result, our C/DEG struc-
ture permits the fast, parallel calculations of the OC/DCs,
using Algorithms 2 and 3. Finally, we define AC/DCs so that
they are directly comparable to OC/DCs, and therefore
bridge the gap between network optimization and the
design of practicable protocols.
7.2. Tradeoffs involving delay

There are many networks, some of which not com-
monly studied under the DTN paradigm, where the data
that much be transported are delay-tolerant, and further-
more it is possible to trade off their delivery delay with
another performance metric. Handling two performance
metrics jointly is a challenge, and our work provides a gen-
eral framework for treating such cases. We now review
some notable examples of such networks.

In the case of the Internet, when transporting delay-tol-
erant bulk data, on the order of Terabytes, it makes sense
to take advantage of the diurnal pattern of the global traffic
load and transport the data using off-peak, cheaper band-
width. In this case, delay is exchanged with monetary cost
savings [2].

Moving on to wireless networks, a common mechanism
for trading off delay with other metrics is by tuning the
transmitter powers. As a first example, consider the case
of networks monitoring wildlife by tagging animals with
sensors [3]. As the power of the transmitters attached to
the animals is reduced, the batteries last longer, and hence
the lifetime of the network is increased, but the network
becomes more disconnected, and hence the packet deliv-
ery delay increases. As a second example, consider the case
of Vehicular DTNs whose operation is supported by the
addition to the network of throwboxes, i.e., nodes with no
communication needs of their own, whose only task is to
relay traffic [5]. Increasing the transmission power of a
throwbox (hence decreasing its lifetime and energy effi-
ciency, increasing its cost, and/or limiting the range of sites
where it can be deployed) means that the throwbox can
relay more packets, and at greater distances, while the
durations of contacts between the throwbox and the other
nodes in the network increase. Therefore, the packet deliv-
ery delays are decreased.

Another common mechanism encountered in wireless
networks is tuning the number of copies of a packet that
can exist in the network. Indeed, the more copies of a
packet there are, moving with their respective holders,
the faster one of them will arrive at the packet destination.
However, increasing the number of copies means that
more energy is dissipated (because the same packet must
be transmitted multiple times), more buffer spaces are
needed, and/or the aggregate end-to-end throughput is
reduced (because the same packet must reserve the chan-
nel multiple times). The possible tradeoff between delay
and throughput was first observed in [6], and later refined
by others (see, for example, [7,8] and references therein.)
The tradeoff between the delay and the energy dissipated
is thoroughly investigated in [4]. There, a network connec-
tivity model is adopted under which the intercontact times
of all node pairs are exponentially distributed. The authors
consider two-hop forwarding, under which only the source
can create and send new packet copies to new packet
relays, and Epidemic Routing, under which any node hold-
ing a packet copy can create a new copy and send it to a
node it is in contact with. The authors define the problem
of maximizing the packet delivery probability by a time T
subject to a constraint on the average energy dissipated
in the transmission of all copies. The maximization is with
respect to the function pð�Þ where pðtÞ is the probability
that an eligible node will create a packet copy upon its con-
tact with an eligible packet relay at time t, given that the
packet was created at time instant t ¼ 0.

7.3. Applying the OC/DC, AC/DC formulation

Our formulation of Sections 2–4 can help the designers
of networks such as those mentioned in Section 7.2 study
the discussed tradeoffs. The overall method, which we also
applied in Sections 5 and 6, is the following: First, the
designer specifies the network model, including restric-
tions (such as the maximum transmission range) that must
hold under any routing protocol. Based on these, the
designer calculates the average OC/DC. Then, the designer
formulates a specific protocol, where the tunable parame-
ters comprise the parameter vector. The designer then cal-
culates, either by analysis or simulation, the resulting
average AC/DC, and compares it to the average OC/DC.

As a parting example of this process, in Fig. 6 we plot
average AC/DCs for the Uniform Setting and for three
protocols that are based on packet replication: Epidemic
Routing, Spray & Wait, and Binary Spray & Wait [28]. The



Fig. 6. AC/DC averages in the Uniform Setting for Epidemic Routing,
Binary Spray & Wait, Spray & Wait, AeroRP, and the General Rule. The OC/
DC averages are also plotted. Note that the y-axis scale is logarithmic.

72 A.G. Tasiopoulos et al. / Computer Networks 70 (2014) 59–74
tunable parameters are the transmission radius, for the case
of Epidemic Routing, and the number of copies, for the cases
of Spray & Wait and Binary Spray & Wait. For reasons of
comparison, we also plot the average AC/DCs of AeroRP
and GR, and the average OC/DC. We assume the quadratic
transmission cost model, no storage costs, and node
speeds uniformly distributed in the range from 0 m=s to
vmax ¼ 100 m=s. As expected, the protocols making use of
geographic information perform orders of magnitude better
than the protocols that do not have such information
available, but the comparison is clearly not fair.

Using this process comes with limitations. Notably, the
information on how to achieve a particular point on an OC/
DC or AC/DC is not encapsulated in that curve. Also, single
AC/DCs and OC/DCs are only pertinent to a particular net-
work topology and source–destination pair, hence we can-
not draw conclusions on a protocol’s performance from a
single curve. We alleviate this problem by taking averages
of many curves over many randomly created topologies.
This averaging is similar to the averaging of many specific
packet delays in order to calculate the average delay of a
protocol. However, we average whole curves instead of
single numbers. A drastically different approach, that dis-
penses with these limitations, is to adopt a stochastic set-
ting and calculate stochastic quantities. See for example
[4,29,30,17,31]. The limitation of this approach is that, in
order to arrive at analytical results, it is necessary to use
relatively simple network models, which are not tightly
related to real-life scenarios.

7.4. Node selfishness

Node selfishness is a major challenge in the design of
networks of autonomous nodes. In the case of wireless
DTNs, selfish nodes may, or will certainly, refuse to relay
the other nodes’ packets. There are many reasons for this:
nodes are often severely constrained in their resources
and hence motivated to be selfish, typically they belong
to disparate users who are not motivated to help
each other, and, finally, due to the large delays involved
and the disconnected nature of the network, it is difficult
for each node to monitor and evaluate the behavior of
others.

As a result, a number of works have recently focused on
the issue of node selfishness in wireless DTNs. One of the
earliest such works is [32]. There, various models of self-
ishness are introduced, and their effects on the perfor-
mance of routing is simulated using real-life traces and
social network models. It is found that, in all cases, the net-
work is robust with respect to the type of selfish behavior,
due to the existence of multiple forwarding paths for each
packet.

In [33], nodes are divided in two classes: selfish and not
selfish. Nodes that are not selfish always receive a packet
destined for another node, and further transmit it, pro-
vided these actions are specified by the protocol used. Self-
ish nodes, on the other hand, refrain from copying or
further forwarding such a packet with probabilities pnc

and pnf respectively. The propagation of a packet in the
network is modeled as a two dimensional Continuous Time
Markov Chain (CTMC), where the non-absorbing state
ðnðtÞ; kðtÞÞtP0 signifies that nðtÞ nodes have a packet copy,
of which kðtÞ are selfish. State transitions are calculated
assuming exponential intercontact times, and the perfor-
mance of the routing protocol is evaluated in terms of
the time it takes the CTMC to arrive at the absorbing state
where the packet has arrived to its destination.

In [30] the authors adopt a CTMC setting in order to
evaluate the performance of a wireless DTN when nodes
exhibit social selfishness. Social selfishness in an important
concept that captures the fact that nodes are more inter-
ested in behaving altruistically towards their peers and
members of the same community than towards other
nodes. In this case, nodes receive and forward other nodes’
packet copies depending on whether they belong to the
same out of two communities. As in our work, two perfor-
mance metrics are used, the message delivery delay,
defined as the average time it takes for the CTMC to reach
an absorbing state where the destination has the packet,
and the message delivery cost, defined as the average
number of node replicas circulating at the time of the
delivery of a packet copy to a destination. In [29] this
setting is extended in the context of DTN multicasting,
i.e., when the created packet must be delivered to multiple
nodes.

The framework we have developed does not explicitly
model selfishness. However, selfish behavior can be incor-
porated in the protocol model, and so is compatible with
our framework. For example, the level of selfishness of a
node, and the levels of selfishness of the nodes it is
expected to meet, could be taken into account in the calcu-
lation of the forwarding potential (8) of Section 5.

Furthermore, it is possible to study selfishness with our
formulation by modeling selfish behavior through the
parameter vector p. In this case, the derived AC/DCs cap-
ture the tradeoff that emerges between the packet delivery
delay and the communication cost as the selfishness varies.
Indeed, we expect that increasing node selfishness will
increase the packet delay but decrease the communication
cost. In contrast to the previously discussed cases, the
parameter vector will not be not tunable by the designer,
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unless incentives are provided, in which case our formula-
tion can help in the design of the incentive mechanisms.

8. Conclusions

Previous research on DTNs has studied tradeoffs
between the packet delivery delay and specific other met-
rics [2–8]. In the first part of this work, we take a novel,
more general approach: we develop a framework under
which the tradeoff between the packet delivery delay and
an abstract transportation cost is quantified, in terms of
the OC/DC when nodes route optimally, and in terms of
the AC/DC when nodes use a suboptimal routing protocol.

Our framework can be applied to a variety of settings.
As an example, in the second part of this work, we focus
on the case of mobile wireless DTNs. We develop a family
of hybrid delay-tolerant/geographic routing protocols, and
we show that their average AC/DCs lie much closer to the
average OC/DC than the average AC/DCs of other, recently
proposed protocols. As expected, the more information is
available to a protocol, the closer its average AC/DC follows
the average OC/DC.

Future research includes the application of the first part
of this work to the study of node selfishness, as discussed
in Section 7.4.
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