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Abstract— This chapter classifies communica-
tion technologies employed in the Internet-of-
Things (IoT) as infrastructure, data, transport,
discovery, messaging, and management protocol
families as well as semantics and frameworks.
Moreover, IoT networks are divided into IP and
Constrained Networks with the latter not di-
rectly supporting the Transmission Control Pro-
tocol (TCP) and Internet Protocol (IP) stack
on IoT devices. Furthermore, another distinc-
tion is considered dividing networks into Per-
sonal (PAN), Local (LAN), and Wide (WAN)
Area Networks. Finally, here selected communi-
cation technologies are characterized according
to the aforementioned classifiers and important
aspects of select technologies are discussed in the
remainder of this chapter.
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12.1 Introduction
The Internet consists out of a network of networks
connecting differently sized networks, larger ones from
full-fledged commercially operated Autonomous Sys-
tems (AS) to smaller ones of private or public organi-
zations, via many thousands of different gateways and

routers [37]. Each AS itself handles the communica-
tion within this AS autonomously. Typically, each con-
strained network, e.g., a dedicated wireless sensor or an
ad-hoc network, defines a single AS-like network con-
nected via a gateway or router to the Internet. Thus,
such a constrained network can establish connections to
other ASes, e.g., a home or an office network.

The umbrella of constrained networks and their de-
vices — including their interconnections — is often
termed as “Internet-of-Things” (IoT), once especially
these devices and their data as well as services move into
the center of observation (cf. Figure 12.1). In such cases
the IoT gateway or router typically has to hold sufficient
resources to support the transmission of the traffic re-
ceived in one constrained network to sent it to any other
one. Therefore, and in contrast to many devices, such
a gateway within the IoT context is categorized as a
“resource-rich” device. Furthermore, device-centric se-
curity features, provided by communication protocols in
use, determine the basis for secure IoT communications.

12.1.1 IoT Protocol Classification

In case of constrained networks the working infrastruc-
ture operates a resource-rich device to interconnect (the
“gateway”) and coordinate (the “coordinator”) that net-
work. Thus, the establishing and managing of the net-
work, the definition of communication technologies to be
used internally, and the support of devices selected to
connect the network to the outer world can be coordi-
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Figure 12.1: Data Flows Within IoT, based on [50] and [18]

nated. Depending on the purpose of this constrained
network and on the availability of resources of those
devices participating, the network can offer different
functionality, such as the communication standard sup-
ported, the maximum transmission unit, the maximum
number of participants being coordinated, or the ser-
vices offered.
Since this chapter focuses on network communication

technologies for IoT, a classification is required. Al-
though all communications require a Physical (PHY)
and the Medium Access Control (MAC) layer protocols,
the network layer will be assumed to be operated in an
Internet Protocol (IP)-based style. However, IoT com-
munication standards can be classified more precisely by
addressing the major task provided [51]. Out of this per-
spective the focus here will be on (a) the infrastructure
perspective with protocols and (b) IoT data commu-
nications and transport protocols, however, differently
structured according to the physical range of the net-
work. (c) Discovery-related protocols, such as Multicast
Domain Name System (mDNS) or DNS-Service Discov-
ery (DNS-SD), (d) messaging data protocols, such as
Message Queuing Telemetry Transport (MQTT), Ad-
vanced Message Queuing Protocol (AMQP), or Con-
strained Application Protocol (CoAP) (e) device man-
agement protocols, such as Broadband Forum Technical
Report 069 (TR-069) or Open Mobile Alliance (OMA)-
Device Management (DM), and (f) semantic and frame-
work perspectives, such as JavaScript Object Notation
for Linked Data (JSON-LD), Alljoyn, or IoTivity, are
all only omitted due to space restrictions.
Thus, e.g., data collected by constrained devices can

be transmitted to the outside world by applying the in-
frastructure perspective and its protocols. To become
accessible outside of such a constrained network, the

IoT gateway can use interconnections (1) via a private
Local Area Network (LAN) (cf. Subsection 12.1.3) or
(2) via public wireless access communication standards
to the public Internet. Since many communication al-
ternatives for IoT devices are wireless in nature, the
IoT gateway’s major function is to bridge the wireless
to the wired environment. Thus, Ethernet-based com-
munications often operate as and toward a backbone
for interconnected constrained networks, since this LAN
technology in combination with IP provides a reason-
ably well dimensioned transmission speed for communi-
cations, device addressing, respective packet forwarding,
and routing mechanisms.

More specifically, IoT data communications and
transport protocols interact between (a) IoT devices
or (b) those and the IoT gateway. In the Personal
Area Network (PAN) and LAN domain they include In-
stitute of Electrical and Electronics Engineers (IEEE)
802.11, IEEE 802.15.4, ZigBee, 6LoWPAN (IPv6 over
Low-power Wireless Personal Area Networks), Berkeley
Low-power IP Stack (BLIP), Long-Range (LoRa) proto-
col, Radio Frequency Identification (RFID), Near Field
Communication (NFC), and Bluetooth. In the Wide
Area Network (WAN) domain they cover cellular net-
works (1st to 5th generation), such as Universal Mobile
Telecommunications Service (UMTS) or 5G, and espe-
cially, Long Term Evolution (LTE) for IoT.

12.1.2 IoT Messaging Protocols

Although messaging data protocols will be excluded
from an in-depth discussion, their major representatives
within the IoT domain include the following ones.

MQTT specifies a messaging protocol to enable mon-
itoring IoT from a remote location [34]. Thus, the ma-
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jor task of MQTT is to collect data from IoT devices.
In the same line, the Data Distribution Service (DDS)
standard by the Object Management Group (OMG)
offers a high-performance, expandable, and real-time
machine-to-machine message communication, which in-
terconnects constrained devices with the outside, e.g.,
management or Cloud platforms.
Additionally, AMQP operates message-oriented, too,

and was originally designed for middleware environ-
ments [33]. Specifically the AMQP IoT messaging pro-
tocol processes IoT data within three necessary compo-
nents, Exchange, Message Queue, and Binding.
CoAP was developed to enable restricted access to

IoT devices, which are part of restricted networks, which
may include gateways on the Internet and IoT de-
vices [75].

12.1.3 General Network Classification
Due to the fact that the wider umbrella of IoT itself
includes many different networks, devices in support
of different communication standards, and services de-
pending on the deployment area (cf. Figure 12.1), the
distinction of major network types should be recalled.
[37] distinguishes between:

• Personal Area Network (PAN): small networks used
to transmit data between a small number of devices,
typically sensors. A subgroup of PANs is defined by
Wireless Personal Area Networks (WPAN), which
deploy s specific short-range radio communication.

• Local Area Network (LAN): networks interconnect-
ing devices within a limited geographical area, e.g.,
company or university.

• Metropolitan Area Network (MAN): regional net-
work interconnecting devices across medium-sized
geographical areas, such as cities or regions.

• Wide Area Network (WAN): networks extending
typically global geographical distances.

Based on this categorization, many IoT communica-
tion technologies fall into the category PAN, which are
interconnected by LAN communications to the outside
world. However, modern IoT devices can interact with
wireless WAN standards, such as 5G already, directly.

12.1.4 Chapter Organization
This chapter provides an overview on network communi-
cation technologies for IoT, which are used to intercon-
nect constrained networks in various settings. Firstly,
the Ethernet in combination with IP is briefly pre-
sented in Section 12.2 as the major wired network and

inter-networking protocol. Secondly, wireless commu-
nication technology alternatives for IoT devices are dis-
cussed in Section 12.3, which include IEEE 802.11, IEEE
802.15.4 (embracing ZigBee, 6LoWPAN, and BLIP),
LoRa, DASH7, RFID, NFC, and Bluetooth. Thirdly,
this view is complemented by cellular communication
technology alternatives for IoT devices as discussed in
Section 12.4 including the overview on 1G to 5G as
standards for public wireless access networks. Fourthly,
more specifically the discussion of LTE for IoT is em-
bedded in Section 12.5, which includes details on the
3GPP Release 8, LTE Advanced as 3GPP Release 10,
and LTE Advanced Pro with its LTE Categories M and
N (3GPP Release 13). Finally, Section 12.6 summarizes
this overview on network communication technologies
for IoT and draws key conclusions.

12.2 Ethernet and IP
Today’s IoT solutions deployed involve communications
using Ethernet, especially to interconnect constrained
networks to the outside world via an IoT gateway’s fixed
network interface, and IP, to provide a standardized
inter-networking approach for resource-constrained de-
vices and very simple communication end-points, such
as sensors.

Ethernet was standardized within IEEE 802.3 [7] ini-
tially. It developed further over time supporting higher
bit rates and longer distances by moving from twisted
pair to fiber optics. While each participant is assigned
an individual Medium Access Control (MAC) layer ad-
dress, the direct addressing of devices for sending and
receiving Ethernet frames is possible. These frames may
have to be split into fragments, which are error-checked,
too. At the intended destination, the frame is analyzed
to detect damaged frames and in case of need they are
discarded. During the starting phase of the early Inter-
net the number of participating devices was manageable
via MAC addresses.

Figure 12.2: IPv4 Address Format [49]

However, as the number of devices grew, the address-
ing of devices across a larger geographical range could
not be handled by Ethernet’s MAC addresses anymore.
Thus, the address space offering as many as 28 addresses
in 1974 [19] was exhausted within less than 10 years,
thus, new IP version 4 (IPv4) — now focusing on the
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network layer above the MAC layer — supported an
address range of 232 addresses [49]. IPv4 addresses are
32 bit long and follow regularly the dotted-decimal nota-
tion consisting of four octets (cf. Figure 12.2). Even this
address space became to small, thus, in 1998, IP version
6 (IPv6) was released supporting 2128 addresses [57].
These IPv6 addresses are 128 bit long, consisting of a
64 bit prefix and a 64-bit Interface ID (IID). The prefix
part identifies the network a device belongs to. The IID
identifies the network interface and must be unique for
the network.

Figure 12.3: Class-based Splitting of IP Addresses [16]

Addressing is the key for devices to be uniquely be
identifiable and traffic to and from these to be routable.
Thus, while the IPv4 address was divided into two parts
initially (the network identifier and the host identifier),
this separation supported only 256 network identifiers
and turned inadequate over time due to many more
devices added to the Internet. Therefore, the network
identifier was redefined into network classes, where each
class became determined by the bit length of the net-
work identifier. This setup resulted in classes (cf. Fig-
ure 12.3), but fixed classes caused a waste of addresses.
As a result, the Classless Inter-Domain Routing (CIDR)
was introduced [27] allowing to assign IP addresses in
those amounts needed for individual networks. There-
fore, the resulting network size was very flexible and
could be adapted to basically any number of devices —
well suited for IoT-based constrained networks. Thus,
this IP-based addressing forms the basis for all IoT com-
munications, which are exploited with different proto-
cols as the following sections show.

12.3 Wireless PANs and LANs
Wireless accessibility is important for end users and is
needed for many devices (cf. Figure 12.4), as backed
by [22], [30]. In general, wireless networks use radio
communications on different frequencies depending on
their availability and on the distance to communicate
through. To connect to the world, networks operate
a “base station”—the gateway to a backbone network.
Wireless communication technology examples include
(a) cellular networks, e.g., GSM (Global System for
Mobile Communications), UMTS, or LTE (cf. Sec-

tion 12.4), (b) wireless LANs and PANs, e.g., IEEE
802.11 and IEEE 802.15.4 (cf. Subsections 12.3.1 and
12.3.2 below), (c) various dedicated Wireless Sensor
Networks (WSN) for monitoring, logistics, or agricul-
ture, (d) satellite communication networks for naviga-
tion and broadcast services, or (e) terrestrial microwave
networks.

Today, resource-rich devices in the IoT context vary
with respect to the wireless communication technology
applied, covering communications for rice-grain sized de-
vices to satellite or aircraft-sized objects. These devices
themselves support various functionality, such as data
collection, localization, or data exchange. Since indus-
trial solutions as of today need to inter-operate with
more than a handful of different wireless technologies,
many wireless technologies have turned into a standard
describing the PHY and MAC layers. However, these
standards differ with respect to their signaling methods,
geographic ranges, and frequency use specified. There-
fore, certain technologies are better suited to PANs,
while others are better suited for larger deployments
in MANs or WANs. The following subsections focus
on PAN and LAN standards used for constrained net-
works. Depending on the resources available in a con-
strained network, additional components and a connec-
tion to cellular networks may be required.

Figure 12.4: Wireless Internet Access by Device Accord-
ing to Internet Users Worldwide [70]

12.3.1 IEEE 802.11
For a straightforward and simple interconnection of IoT
devices in a local network’s range the WLAN-based ap-
proach can be deployed. This offers a quite simple and
robust solution for time-bounded and asynchronous ser-
vices in which a MAC layer interfaces with multiple
PHY layers using different medium senses and trans-
mission characteristics. The IEEE 802.11 standard [6]
specifies the PHY layer and the MAC layer, while sup-
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porting inter-operability to higher layers. Further re-
quirements important for the IoT context include en-
ergy efficiency and a worldwide operability, which was
achieved by agreeing on using the licence free 2.4 GHz
ISM (Industrial, Scientific, and Medical) band. Data
rates up to multiple hundreds of Mbit/s per access point
have been reached up today.
Theoretically, IEEE 802.11 offers (a) an infrastruc-

ture-based architecture as used for IP networks and
WSNs or (b) an ad-hoc architecture deployed within
Mash Networks (MANET) or Vehicular Ad-hoc Net-
works (VANET). In both cases, communication is sup-
ported by IEEE 802.11. Any application on an IEEE
802.11-compatible device communicates with other de-
vices with differences in terms of bandwidth and access
times. While the detailed description of the PHY layer
and MAC layer can be found in the standard [6], the fol-
lowing characteristics are to be highlighted with respect
to IoT devices. The PHY layer consists of two parts,
while being responsible for the channel tuning:

• Physical Layer Convergence Protocol (PLCP): pro-
vides the carrier sense signal, termed Clear Channel
Assessment (CCA) and a common PHY layer ser-
vice access point independent of the transmission
technology used.

• Physical Medium Dependent (PMD) sublayer: be-
ing responsible for modulation and encoding/de-
coding of signals.

The MAC layer is responsible for the medium access,
the fragmentation of data, and the encryption used.
This includes the access control management for the
association and re-association of devices to an access
point and roaming between several access points, in-
cluding the authentication mechanism, the encryption,
a synchronization of devices in the network, and a power
management to enable an energy efficient device opera-
tion. Thus, due to the more heavy-weight layer specifi-
cation and its implementation only resource-rich devices
from am IoT context can benefit from IEEE 802.11 com-
munication services.

12.3.2 IEEE 802.15.4
For IoT devices in a personal network’s range, the
IEEE 802.15.4 standard was especially developed for
WPANs [32]. Since it does respect the standard header
sizes of IP and Transmission Control Protocol (TCP), it
had become a common standard for IoT devices. This is
especially important, since normally a Maximum Trans-
mission Unit (MTU) of 1280 Byte for IPv6 is too large
for low-powered devices providing MTU sizes of 127

Byte only. Therefore, IEEE 802.15.4 supports two dif-
ferent device types, distinguished by resources available:
(a) “Reduced Functional Device” (RFD) and (b) “Full
Functional Device” (FFD). RFDs typically show lesser
resources, when the IoT setup needs to operate sensor
nodes, Radio Frequency Identifier (RFID) tags, or actor,
which typically collect data periodically, establish con-
nections to FFDs, transmit data, and receive data from
time to time. In order to save resources, especially en-
ergy, those devices support “sleep modes”. In contrast,
FFDs as a resource-rich device coordinate a network,
synchronize network participants, (pre-)process data,
and communicate with RFDs as well as other FFDs.

IEEE 802.15.4 defines the PHY and MAC layer only,
no functionality for the classic network layer is sup-
ported. Thus, all network layer services must be pro-
vided by higher layers or special protocols. Work in
the IoT domain resulted in the development of different
approaches for constrained devices in support of rout-
ing, e.g., ZigBee, 6LoWPAN, BLIP, RPL [75], or Hy-
dro [23] (cf. Subsection 12.3.3), which include standard-
ized interfaces. This principle followed by IEEE 802.15.4
ensures inter-operability between different implementa-
tions.

The PHY layer supports radio communications on dif-
ferent frequency bands, e.g., 868/915 MHz in Europe
and the US, 2.4 GHz worldwide). Interference resis-
tance is achieved by supporting the Direct Sequence
Spread Spectrum (DSSS), which spreads each outgoing
signal with one pre-defined bit sequence [60]. Alterna-
tive transmission modes have been added to the PHY
layer to provide modern insights in advanced modula-
tion techniques, too.

The MAC layer offers two transmission modes: (a)
unslotted mode and (b) slotted mode. Within the un-
slotted mode, each participant checks, whether the com-
munication channel is free before sending by applying
Carrier Sense Multiple Access/Collision Avoidance (CS-
MA/CA) algorithms. If the medium is free, the trans-
mission starts, otherwise the device waits for a random
time slot and tests the channel again. In order to ensure
that a transmission was successful, an acknowledgement
mechanism may be supported. The unslotted mode does
not request any coordination of the network coordinator
at all.

IEEE 802.15.4 offers access control, confidentiality,
frame integrity, and sequential freshness. Security func-
tionality on the MAC layer is reached via message in-
tegrity checks and encryption. While keys used are dis-
tributed and administrated by the MAC layer, the ex-
plicit encryption is performed by each communication
partner and applied by the MAC layer. However, op-
tional features can actually reduce the security level
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IEEE 802.15.4 offers.

12.3.3 IoT Network Layer Protocols
Under the assumption that constrained networks should
inter-operate with IEEE 802.15.4-based systems, major
IP functionality needs to be supported, especially IP
addressing. However, constrained resources do not allow
for a direct implementation of the TCP/IP stack on an
IoT device. Therefore, resource-efficient solutions and
protocols for constrained networks include protocols for
WSNs, especially ZigBee, 6LoWPAN, and BLIP.

ZigBee

The ZigBee-Alliance based on IEEE 802.15.4 developed
the ZigBee stack (cf. Figure 12.5a) supporting IP com-
munication for resource constrained hardware [78]. The
ZigBee stack requires 8 kByte RAM, produces 8 to
16 Byte of network overhead, and can support a mesh
functionality. The maximum network size counts 1024
nodes participating within a communication range of
up to 200 m. While the full protocol stack includes the
PHY layer (at 868 MHz, 933 MHz, and 2.4 GHz with
a data rate of 250 kBit/s) and MAC layer from IEEE
802.15.4, the overall energy efficiency is reached by plac-
ing functions within the MAC layer. On top of the Zig-
Bee part the following function set was added [24]:

• The network supports network scan, network cre-
ation or joining, device and service discovery, bind-
ing, addressing, and routing. It offers security es-
sentials, such as the 128 bit AES (Advanced En-
cryption Standard).

• The application layer comprises:

– ZigBee Device Objects (ZDO): responsible for
discovering new devices and their provided ser-
vices, assigning individual ZigBee profiles to
each devices, initiating or responding binding
requests, and support security related tasks.

– ZigBee Application Support Sub-Layer (APS):
creating binding relation tables including in-
formation of services offered, managing group
addresses, mapping 64 bit addresses to 16 bit
networking addresses, and supporting reliable
data transport.

– Application Framework: in support of inter-
operability between devices requiring different
application profiles.

• The application profiles layer is responsible for
specifying unique device descriptions including
functionality required, attributes demanded, and

identifiers. These profiles conform to any of the
two groups: Private profiles are defined by the de-
vice’s manufacturer and public profiles are defined,
developed, and maintained by the ZigBee Alliance.

Finally, applications are located on top of the ZigBee
stack part and contain user-specific protocols [78].

(a) (b)

(c)

Figure 12.5: Stack Comparison: a) ZigBee Stack, b)
6LoWPAN Nano Stack, c) BLIP Stack [62]

6LoWPAN

The Internet Engineering Task Force (IETF) estab-
lished working group 6LoWPAN (IPv6 over Low-power
Wireless PAN) [65]. A 6LoWPAN implementation of-
fers IPv6 features on top of User Datagram Protocol
(UDP)/TCP to sensor nodes regardless of the underly-
ing PHY layer and the 6LoWPAN nano stack only re-
quires 4 kByte RAM. As a result, RFC 4919 [38] presents
an overview, assumptions, the problem statement and
goals of 6LoWPANs, RFC 6282 [31] specifies the trans-
mission of IPv6 packets over IEEE 802.15.4 networks,
RFC 6606 specifies routing [36], RFC 6775 addresses
neighbor discovery [66], and RFCs 8055 and 8025 de-
fine header handling strategies [20, 71]. Thus, inter-
operability with IP networks was reached.

Especially, the 6LoWPAN nano stack developed (cf.
Figure 12.5b) consists out of a Socket API (Application
Programming Interface) and applications, which are ad-
dressed via socket interfaces. The Socket API is build
by the following components [29]:

• PHY: based on IEEE 802.15.4, supports basic radio
communication capabilities.
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• MAC: based on IEEE 802.15.4, supports
contention-based channel access method of
unslotted CSMA/CA for data transmissions.

• Network layer: replaced by an adaptation layer
6LoWPAN supporting compression of TCP/UDP
and IP headers with 2 to 11 Byte overhead only,
packet fragmentation, reassembling, routing, neigh-
bor discovery, and multicast support.

• Transport layer: supporting UDP and TCP.

6LoWPAN supports a 16 bit and 64 bit address space,
different bandwidths, and network topologies with a
maximum number of 264 devices, and offers an AES 128
encryption and authentication on the link layer.
Finally, applications located on top of that stack are

linked with specific interfaces to support user-specific
functionality. Thus, ZigBee makes IP communication
feasible for constrained devices, especially for those with
a limited MTU site of 102 Byte on the MAC layer.

Berkeley Low-power IP Stack (BLIP)

Efficiency advantages of 6LoWPAN compared to Zig-
Bee drove the development to shrink even further the
required space for a full stack. A 6LoWPAN version
compatible with TinyOS was called Berkeley Low-power
IP stack (BLIP) [17] and supports different constrained
device platforms with the RF transceiver CC2420 from
Texas Instrument, e.g., IRIS and TelosB, which is an
IEEE 802.15.4-compliant radio transceiver supporting
the MTU of 127 Byte [21]. The streamlined BLIP stack
consists of the parts as illustrated in Figure 12.5c [68]:

• IPLower Interface: link layer support is included
with a 6LoWPAN layer on top, 6LoWPAN compo-
nent compresses headers and breaks large packets
into multiple link-layer fragments to compile with
the MTU used.

• IP Interface: offering network functionality, such as
IPv6 neighbor discovery, forwarding, routing (de-
fault selection, point- to-point), and dispatching.

• Transport Interface: supporting standard UDP and
TCP protocols.

• Applications: including all relevant user protocols
and algorithms.

BLIP always provides a tunnel for connecting the
gateway to the outside world. Thus, since BLIP of-
fers addressing, stateless auto-configuration, different
header compression features, and similar security fea-
tures as 6LoWPAN, BLIP enables IP communications
for constrained devices.

Sigfox

The Sigfox Protocol [67] was developed and designed
for Machine-to-Machine (M2M) applications. As a pro-
prietary protocol, backed by a number of Hardware de-
velopers, it employs the Differential Binary Phase-Shift
Keying (DBPSK) and the Gaussian Frequency Shift
Keying (GFSK) as the modulation scheme to work on
the ISM band. The wide-reaching signal Ultra Narrow-
band (UNB) in use passes freely through solid objects
and requires little energy, thus, Sigfox belongs to the
Low-power Wide-area Network (LPWAN) class. Since
the network follows a one-hop star topology, it requires
a cellular network access via a gateway to carry the gen-
erated traffic to the outside world. Sigfox reaches data
rates up to 1,000 bit/s for which only 50 mW of power
are needed. Interesting to note is the fact that the UNB
signal easily covers large areas and can reach under-
ground IoT devices. Similarly to the LoRa approach
and The Things Network (cf. 12.3.4 below), the Sigfox
IoT network is commercially operational in a number of
countries.

12.3.4 LoRa
The LoRa (Long-Range) communication is a closed pro-
prietary product belonging to Semtech, which offers an
energy-efficient, secure, and affordable radio technology
used in so-called Long-Range Wide Area Networks (Lo-
RaWAN). Due to the closed protocol situation, no paper
completely summarizes the current details of LoRa.

LoRaWAN was specified by the non-profit organiza-
tion LoRa Alliance with more than 428 Members, e.g.,
Swisscom, Orange, Semtech, Bosch, Cisco, IBM, and Li-
belium, all over the world [41]. LoRa uses frequencies
within the license-free ISM-band (Europe 433/868 MHz,
USA 915 MHz, and Asia 430 MHz). The communication
is nearly free of interference, since frequency spreading
is applied. The communication range varies between 2
to 15 km depending on the environment, however, LoRa
proves even a successful signal reception from a low orbit
satellite [4]. The main advantage of LoRa is its sensibil-
ity of −137 dBm, allowing for a deep penetration into
buildings, thus, increasing network availability. LoRa
devices and gateways communicate with each other us-
ing different channels with data rates ranging from 0.290
to 50 kbit/s. To allow for an energy-efficient operation
the Adaptive Data Rate (ADR) shall be provided on
every end-device.

LoRa Device Classes

Communications in a LoRaWAN are always separated
into Uplink (UL) and Downlink (DL) communications.
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While the UL relates to the communication from an end-
device to the gateway, the UL reached an end-device.
LoRa specifies three classes of devices [69]:

• Class A (“All”) are devices usually charged with
batteries. Normally, they reside in a sleep mode
and are only activated upon sending. UL messages
can be originated at any time, i.e., the protocol fol-
lows the pure ALOHA design [12]). The UL is only
allowed during two consecutive reception windows
opened directly after an UL transmission.

• Class B (“Beacon”) devices are similar to their
counterparts in Class A, but include additional
reception windows synchronized to beacons origi-
nated by gateways.

• Class C (“Continuous”) devices may almost always
receive UL messages, with the exception of an on-
going UL transmission on the end-device. Hence,
such an operation is power-hungry.

LoRaWAN Network Architecture

All LoRa-enabled devices use the LoRa MAC proto-
col, which supports distinct applications running on top.
“The Things Network” (TTN) uses LoRaWAN to pro-
vide its services, e.g., device management, application
management, duplicate filtering, or payload reception
and presentation [9]. LoRa end-devices collect data,
e.g., location information or environmental data, and
transmit them as a LoRa transmission to a gateway (cf.
Figure 12.6. The transmission may be received through
multiple gateways at the same time, since end-nodes are
not attached to any particular gateway. When a gate-
way receives a LoRa packet, it forwards the packet over
the Internet to the Network Server. The TTN receiving
the data, releases it toward the end-user using an API.
These data become available for authorized users only.
The TTN stores these data received only for a limited
amount of time allowing end-users to store the data on a
third-party storage service in the network, e.g., a stan-
dalone server) [18]. Users can run multiple applications
receiving and processing the data for their own purposes
such as tracking, monitoring, or data analysis.

Modulation

Since the ISM band is located in Europe and the US in
the 902-928 MHz and 863-870 MHz bands, LoRa signals
in the ISM band are composed of so called chirps mod-
ulated using the Chirp Spread Spectrum (CSS) tech-
nique [56]. Additionally, the typical LoRa Bandwidth
(BW) is 500 kHz and 125 kHz in North America and
Europe, respectively.

Figure 12.6: LoRaWAN Network Diagram

Figure 12.7: The Authors’ Recording [58] of an UL
Transmission by an Arduino (Atmel AVR) Node [3]
Equipped with a LoRa Shield [2] Presented in Inspec-
trum [72]

Thus, Figure 12.7 displays an example UL LoRa
transmission sent from an Arduino-based node equipped
with a LoRa shield based on regular SX1276/SX1278
transceivers. The signal presented consists of up-chirps
and down-chirps spread among the available channel.
Up-chirps start with a signal of low frequency and in-
crease the frequency over time, while down-chirps (or
conjugated chirps) start with the signal of a high fre-
quency and decrease the frequency over time (cf. Fig-
ure 12.7). For example, in Europe, assuming the cen-
ter frequency of 868.5 MHz and 125 kHz BW, an un-
modulated up-chirp (respectively down-chirp) would lin-
early change its frequency between 868.4375 MHz and
868.5625 MHz in time. The UL signal begins with a so
called preamble consisting of 10 unmodulated up-chirps.
Those are then followed by two and “a quarter” unmod-
ulated down-chirps that point out the end of the pream-
ble and indicate the subsequent payload. The payload
consists of symbols coding the header, the message, and
a Cyclic Redundancy Check (CRC) used for final error
detection. The unmodulated up-chirp is defined in the
time-domain using the following formula [56]:

φup(t) = A exp
[
i

(
φ0 + 2π

(
f0t+ k

2 t
2
))]

, (12.1)

where A is the signal amplitude, i is the imaginary unit,
φ0 is the initial phase of the signal, f0 is the lower fre-
quency bound f0 = −BW

2 , TS = 2SF

BW is the chirp dura-
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tion [5], SF is a so called Spreading Factor (SF), and
k is the frequency change coefficient k = BW

TS
. The

unmodulated down-chirp is produced using the com-
plex conjugate (c.c.) of the unmodulated up chirp:
φdown(t) = φ∗up(t). A varying SF (i.e.,, SF ∈ {7 . . . 12})
influences the air-time, when keeping the packet size and
BW constant. The higher the SF , the longer the time
on the air; higher SF s typically mean longer range, i.e.,
SF7 and SF12 have the shortest and the longest range,
respectively. It is also worth noting that increasing SF
by 1 doubles the symbol duration, while the spread-
ing factors are orthogonal to each other, meaning that
signals with different spreading factors do not interfere
with one another. This is a so called Code Division
Multiple Access (CDMA) property, in which a shared
medium is adapted for multiple access from concurrent
terminals.

Figure 12.8: The Authors’ Recording [58] of a DL Trans-
mission by a LoRa Gateway Node towards Arduino (At-
mel AVR) Node [3] Equipped with a LoRa Shield [2]
Presented in Inspectrum [72]

To produce a UL LoRa signal, the modulator flips all
down chirps up and vice versa, i.e., using the c.c. of
the regular LoRa UL signal. Please notice the effec-
tive preamble consisting of 10 down chirps, followed by
2.25 up-chirps, which precedes the message only encoded
with down-chirps (cf. Figure 12.8).
As an example (cf. Figure 12.9), three symbols are

modulated in the BW = 125 kHz, SF = 7 LoRa setup.
The first symbol is an unmodulated chirp, while the sec-
ond and third symbols are modulated with a value 32
and 64, respectively. A modulated chirp is based upon a
quantized time-shifting (max 2SF states) of the unmod-
ulated chirp. It, therefore, encodes SF bits and is mod-
ulated by playing the unmodulated chirp in advance,
where the time shift (i.e., advance) for the SF -long bit-
stream b ∈ {0 . . . 2SF − 1} is quantized and defined as
t̂ = b× TS

2SF (cf. Figure 12.9a). When the upper bound
frequency is reached after TS− t̂, the modulator restarts
with the beginning of the unmodulated chirp to fill out
the remaining part of the symbol, i.e., [TS − t̂, TS ]. As
a consequence, cf. Figure 12.9b, the modulated chirp
starts with a signal of a little bit higher that f0 initial
frequency, i.e., f0 +BW × b

2SF , continues until the up-
per frequency bound f0 + BW is reached, and restarts
with f0 until the initial frequency f0 + BW × b

2SF . Ef-
fectively, there are 2SF frequency bins called chips, i.e.,
∀b∈{0...2SF−1} : f0 + BW × b

2SF , coding SF -long bit-

(a)

(b)

Figure 12.9: LoRa Modulation: a) An Example Modu-
lated Signal in Time, b) Frequency Change of the Mod-
ulation in Time

streams.
The bit rate Rb is evaluated by Rb = SF × [ 4

4+Cx ]
[ 2SF

BW ]
,

with Cx being the coding rate for the error correc-
tion scheme [1]. Therefore, an elevated coding rate
lowers the bit rate, as with the higher Cx, more re-
dundancy is added by the error correction scheme. In
the case of BW = 125 kHz, the highest data rate of
5.5 kbit/s and the lowest data rate of 0.290 kbit/s is
is achieved with Cx = 1 and SF7 as well as Cx = 4,
and SF12, respectively. The link budget is estimated
at 155 to 170 dB (https://blog.semtech.com/title-10-
things-about-lorawan-nb-iot).

Coding, Whitening, and Interleaving

LoRa signals are encoded to channel with a modified
Hamming coding [56] of a given coding rate (CR), where
CR denotes the fraction of data carrying the actual in-
formation. The channel code provides reliability to noise
by introducing redundancy, which results in a longer bi-
nary sequence. There are four different coding schemes,
Cx ∈ {1, 2, 3, 4}, resulting in different CR = 4/(4+Cx).
Coding acts on data nibbles (i.e., 4 bits) producing
longer sequences of 4+Cx bits. For example, for Cx = 1,
4/5 of data is the actual information, while remaining
bits are used for error correction [5]. The higher the Cx
(i.e., 1-4), the largest amount of corrupted information
can get successfully corrected by Forward Error Correc-
tion (FEC), however, more redundant bits need to be
transmitted as well. It is worth noting that the header
is always encoded with the highest coding rate, Cx = 4,
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because the header contains crucial transmission infor-
mation such as the message coding rate or packet length.
However, a channel coder also introduces bit correla-
tions in the resulting binary sequences.
To remove the correlation, the whitening procedure is

used, which calculates the binary eXclusive OR (XOR)
function over the binary data encoded and known se-
quences possessing good statistical properties [44] to
improve the randomness of the data stream. Subse-
quently, the inter-leaver scatters the coded and whitened
sequence in time to improve burst error correcting ca-
pacity of the signal impacted by the impulsive noise.
LoRa uses a diagonal inter-leaver that makes sure that
an entirely corrupted chirp only affects one bit per code
word, which can be easily recovered by the FEC mech-
anism. To this end, an SF × (Cx + 4) matrix is deliv-
ered filled by SF codewords row by row. The resulting
matrix is then rotated upside-down, circularly shifted
downwards using the column index, and transposed re-
sulting in a (Cx+ 4)× SF matrix.
Finally, chirps are modulated using the Gray transfor-

mation of the resulting SF-long bit-words received from
the received matrix row by row. The reason for Gray
coding is that adjacent symbols encoding binary values
differ in only one bit. Therefore, small chip detection
errors (e.g., ±1) can be efficiently corrected by FEC.

12.3.5 DASH7

The DASH7 Alliance (D7A) protocol [53] is an active
RFID alliance standard for 433, 868, 916 MHz wireless
sensor communications based on the ISO/IEC 18000-7
standard. ISO/IEC 18000-7 defines parameters of the
active air interface communication.
D7A [74] builds upon an asynchronous WSN MAC.

DASH7 provides multi-year battery life, range of up
to 1-2 km, low latency for connecting with moving
things, a very small open source protocol stack, and the
AES 128 bit shared key encryption support. The stan-
dard depends on the Gaussian Frequency-Shift Keying
(GFSK) modulation and supports the communication
capacity of 13 - 200 kbit/s using 4 - 16 channels. The
architecture of DASH7 resembles LoRa, in which the
End-Devices (ED) connect to Gateways (GW) to report
data towards a Network Server (NS), however, DASH7
uses CSMA/CA as the medium access technique.

12.3.6 Radio Frequency Identification

Radio Frequency Identification (RFID) is standardized
within the ISO/IEC 18000 series [8]. The original idea
was to tag objects allowing to register and track them
when passing a special reading device. Therefore, elec-

tromagnetic fields are used. These tags are passive de-
vices containing electronic information about the ob-
ject (e.g., name or product number). Normally, those
tags are passive devices requiring energy from nearby
reader’s to interrogate with them, but not being directly
under them unlike barcodes. For successful readings a
distance of a few centimeters is assumed. In case they
need to be read from further distance, e.g., some hun-
dred meters, the tags require a local power source and
are called active tags in turn. RFID tags usually oper-
ate on different ISM bands depending on national reg-
ulations. The most common ones used for passive tags
include [64, 73]:

• 13.56 MHz for communication distance between
10 cm to 1 m

• 865-868 MHz in Europe and 902-928 MHz in North
America for a distance of 1-12 m

• 433 MHz for a distance of 1-100 m

For active tags usually 2,450-5,800 MHz are used sup-
porting distances between 1 to 2 m and it is envisioned
to use also the ultra-wide band 3.1-10 GHz for commu-
nication up to 200 m. Over the decades properties of
RFIDs developed further and signaling developed de-
pends on the frequency used (cf. ISO/IEC 18000 se-
ries [8]). RFID tags can respond to radio signals, store
additional information, and can comprise smart-card ca-
pabilities with simple processing power.

The original idea of tracking items still holds today,
but the application area became broader together with
the emergence of IoT together with the cheap develop-
ment possibilities of active tags [55, 25]. Today, RFID
tags can be attached to clothing or personal items,
e.g., bikes, drawings, inventory, or can be implanted in
bodies. Especially the latter usage raised privacy con-
cerns [35] and, thus, standardization happened address-
ing this issue. For example, the standards ISO/IEC
18000 and ISO/IEC 29167 specify methods to make de-
vices untraceable by using on-chip cryptography and to
support tag and reader authentication [8]. In order to
support authenticity, the ISO/IEC 20248 standard spec-
ifies digital signatures for RFIDs.

Z-Wave

In the context of low-power RFID communications a
typically used protocol is termed Z-Wave, which sup-
ports home automation applications [77]. Thus, sen-
sors, lamp, shutter, and blind controllers determine in
a smaller geographical distance the set-up, which offers
low latency communications and is shielding from other
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wireless technologies. Z-Wave IoT protocols are imple-
mented as a proprietary system on a chip (now standard-
ized and maintained by the Z-Wave Alliance) and use
the sub-1 GHz band, especially between 856 to 926 MHz,
are easily configured and setup as a source-routed mesh
network architecture, and the physical range covers up
to 100 m. They provide Cloud access via a gateway, the
Z-Wave bridge. Data rates achieves so far are between
40 and 100 kbit/s. The interoperability of Z-Wave is
reached at the application layer only, since IoT devices
can share information and allows all Z-Wave hardware
and software to interoperate.

12.3.7 Near Field Communication
Near Field Communication (NFC) embraces a set of
communication protocols enabling devices to exchange
data within a short distance of a few meters or even far
below. It is based upon RFIDs. Today, NFC is com-
monly used for contactless payment systems, electronic
keycard systems, and electronic identity documents, but
may be also found in social networking for sharing small
pieces of data, e.g., contact information, photos, or files.
The technology is based on the ISO/IEC 18092:2004

standard revised by ISO/IEC 18092:2013 [47]. Devices
are coupled and communicate over 13.56 MHz. The data
rates supported range from 106 to 424 kbit/s. To ex-
change data between coupled devices three main require-
ments must be fulfilled: (a) The two devices need to be
in range, (b) one device needs an Internet connectivity,
and (c) the other device requires a corresponding appli-
cation installed. Therefore, an NFC device can work in
three modes [39]:

1. The “NFC card emulation”-Mode enables devices
to act like smart-cards; the user can perform trans-
actions, such as a public transport ticket’s payment.

2. The “NFC reader/writer”-Mode allows to read in-
formation stored at specific tags; used in logistics or
shops to collect detailed information on a product.

3. The “NFC peer-to-peer”-Mode is similar to an ad-
hoc scenario allowing devices to exchange informa-
tion with each other directly, such as via contactless
chip-cards.

NFC transmitters can be active or passive [42], thus,
the device can establish a connection on its own. Al-
ternatively, the device has no power supply and cannot
start a connection on its own. Thus, data may only flow
in one direction, e.g., from the tag to the smartphone.
Different organizations are responsible for different

parts of the protocol stack depending on the signaling
type used, i.e., NFC-A, NFC-B, NFC-F, or P2P [54, 45].

Standardization organizations are responsible for phys-
ical characteristics and radio frequency specifications.
The NFC Forum and vendor-specific organizations are
only involved, if specific hardware and software is in
place, which is highly influenced by applications.

12.3.8 Bluetooth (IEEE 802.15.1)
Bluetooth is a wireless communication standard for
communications over short distances, e.g., wireless
headsets, which resulted in the standard IEEE 802.15.1
for PANs. It operates in the ISM band from 2.4 to
2.485 GHz, allowing for a data exchange between fixed
and mobile devices as well as between two mobile de-
vices within maximum range of 100 m. The radio tech-
nology deploys a frequency-hopping spread spectrum to
enable sending of data in a robust manner. Bluetooth is
a packet-based protocol, where a master and slaves form
a piconet, which utilizes the same hopping sequence.
While in general more than 200 devices can be part of
a piconet, only 8 in total can be active due to the ad-
dress space assigned. Parked devices can become active,
if another device moves to park.

The hopping pattern within each piconet is deter-
mined by the master and the 1 MHz channel shared.
In case a device wants to join the piconet and a slave
position is free, it needs to synchronize with the hopping
frequency used. The master coordinates the packet ex-
change with his clock ticking in 312.5 μs intervals. A
slot is defined by two clock ticks resulting in 625 μs.
The master always transmits in evenly numbered slots
and receives in odd numbered slots, vice versa for all
slaves. Depending on the number of devices participat-
ing in the communication, the throughput per device
drops quickly due to the 1 MHz/s data rate. Thus,
forming groups of piconets leads to scatternets, where
overlapping communication ranges allow devices to par-
ticipate in both piconets.

The Bluetooth protocol stack consists of a profile and
core specification. The profile specification manages
functions required to adapt the technology to legacy and
new applications. The core specification includes all pro-
tocols required and supported from the PHY and MAC
layer, including management functions. Those protocols
include the following ones [60]:

• The radio element is responsible for the specifi-
cation of the air interface: managing frequencies,
modulation, and transmission power.

• The baseband element is responsible for the ba-
sic connection establishment, packet formats used,
timing, and basic Quality-of-Service (QoS) param-
eters.
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• The Link management protocol is responsible for
setting up the link and the management, (e.g., in-
cluding security or parameter negotiation) between
participating devices.

• The logical link control and adaptation protocol,
the Logical link Control and Adaptation Protocol
(L2CAP), handles the adaptation of higher layers
to the base-band.

• The service discovery protocol checks the neighbor-
hood of devices in close proximity and queries ser-
vice characteristics of these.

On top of L2CAP other protocols are located dealing
with the communication support, such as the cable re-
placement protocol and the telephony control protocol.
The Host Controller Interface (HCI) is located between
the base-band and the L2CAP and acts as a broker be-
tween hardware and software.
The Bluetooth Low Energy (BTLE) provides an en-

ergy saving version of Bluetooth [28]. It follows the
master/slave architecture of piconets with a small mod-
ification: The slave sends advertising frames to discover
the neighborhood on dedicated advertising channels.
Thus, available masters scan those advertising channels,
whether it has not yet reached the limit of the num-
ber of allowed slaves. If that has not been reached, the
master was successful and the advertised slave becomes
connected. In order to save slave’s energy resources,
the master defines individual cycles and scheduling se-
quences, which leads to the situation in which the slave
is only awake if needed [18].

12.4 Cellular Networks (WAN)
Besides communication standards in use within the IoT
context in the PAN and LAN area, WAN-related tech-
nical solutions exist, too. Since typically only resource-
rich devices can make use of general public wireless ac-
cess networks, such as cellular networks from the 1st to
the 5th generation, with a clear exception of LTE in 4G
and within 5G, only the major characteristics of cellular
networks are discussed here. LTE for IoT will be refined
in Section 12.5, since many IoT applications call for an
operation over a longer distances at a higher cost.

12.4.1 General Architecture
Om general, a cellular network operates on the WAN ba-
sis and offers within “cells”, each of which is equipped
with a Base Station (BS) acting as a transceiver. Al-
though the cell size varies between a few hundred me-
ters up to 25 km, cells will overlap and, thus, commu-
nications for mobile devices, typically smartphones and

tablets, need hand-overs between cells. Appropriate mo-
bility support is embedded within the respective stan-
dards. As outlined in Figure 12.1, manifold commu-
nication standards for interconnecting IoT devices are
in place, such as public wireless access networks in the
generations 1G to 5G and less used privately operated
networks, such as WiMax [60].

Cellular networks’ architectures show a strong hi-
erarchical approach, including within the BS a Base
Transceiver Station (BTS) and a Base Station Con-
troller (BSC), one or multiple Mobile Switching Centers
(MSC), different location registers (home and visiting),
and gateways to the Public Switched Telephone Network
(PSTN). Those components inter-operate as follows [60]:
Mobile devices call other devices by using E.164-based
phone numbers, which are routed for remote receivers
by the BS and the respective MSC to the serving MSC
within the same cellular network or via the gateway to
the PSTN. In case that phone number had been regis-
tered within the visiting register, a local MSC and its
serving BS can route the call to the respective cell.

In order to communicate, all mobile devices have to
hold a subscription to a public cellular network pro-
vided, who maintains user identification and relevant
contractual data. In case this mobile device communi-
cates within its home provider appropriate communica-
tion the local contract, including respective accounting
and payment services, applies. Within a visiting cellu-
lar network communication only works is roaming agree-
ments between the participating network providers exist
and the mobile device’s subscription allows for roaming
services to be used.

While roaming support is required due to the mobility
of devices, handovers between cells are based on signal
monitoring. If the distance between a mobile device and
the “old” BS grows beyond a certain threshold and if a
“new” BS is in reach, four different hand-over scenarios
can be distinguished: (a) and intra-cell hand-over within
a single BTS’ range, thus, onto a different frequency, (b)
an inter-cell/intra-BSC hand-over between two different
BTS, but one MSC, (c) an inter-BSC/intra-MSC hand-
over between two different BSCs, but one MSC, and (d)
an inter-MSC hand-over between different MSCs, which
potentially can support inter-technology hand-overs. In
case of a typically seamless hand-over the new connec-
tion to the new BS is established before the one to the
old BS is cancelled, thus, the mobile device does not
recognize the cell change at all.

The term “horizontal hand-over" had been introduced
for similar technology in use, while a “vertical hand-
over" happens between different communication tech-
nologies. The latter rise in importance for communica-
tions in an IoT context, since data or data flows from
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sensor networks interconnected via a cellular network-
enabled gateway provide long-distance access to these
locally deployed networks.

12.4.2 System Generations

The set of standards for cellular networks has seen an
almost 4 decades lasting development, including the gen-
erations 1G to 5G. Thus, Table 12.1 compares these cel-
lular standards [14]. The development of the first gen-
eration 1G cellular networks supported approximately
2 kbit/s bandwidth based on purely analog communica-
tions. PSTNs had been interconnected with horizontal
handovers only, while a dedicated communication chan-
nel (circuit) had to be established. This communica-
tion supports phone communications (voice), thus, cir-
cuit switching is based originally on FDMA (Frequency-
Division Multiple Access).
Improvements in hardware capabilities, a full digi-

tization of communications, and the rising number of
mobile devices lead to the second generation 2G stan-
dard, including GSM, which delivered bandwidth be-
tween 14 to 64 kbit/s. Since the underlying core net-
work remained unchanged as for 1G, horizontal hand-
overs were supported only. All communications are
based on FDMA, TDMA (Time-Division Multiple Ac-
cess), or CDMA (Code Division Multiple Access). While
for TDMA the same frequency of a channel is subdi-
vided into time slots, each mobile device uses a nego-
tiated time-slot, CDMA allows for several transmitters
to send data simultaneously over a single communica-
tion channel (frequency) by applying orthogonal codes
to each sender individually according to the spread spec-
trum model. Besides voice, 2.5G extended 2G by packet
switching on top of existing circuits. Such software-only
extensions into General Packet Radio Service (GPRS),
High-speed Curcuit-switched Data Service (HSCDS),
and Enhanced Data Rates for GSM Evolution (EDGE)
in their basic forms.
Further technology developments resulted in the 3G

standard, including extended GPRS and EDGE, which
supports up to 2 Mbit/s per cell by applying Wideband-
CDMA (W-CDMA) and interfacing for the first time
directly to packet-based networks, such as an IP net-
work. Besides high quality voice and video services, also
data transmission was integrated. Thus, for data com-
munications, the switching method “packet switching”
required technical changes of the underlying cellular net-
work architecture, except for the air interface. Thus, 3G
packets consist of a header (used to route the packet)
and a payload, including data extracted from the ap-
plication or IoT devices interconnected. 3G technology
still supports horizontal handovers only.

At the turn of the century, all-IP networks, fully
packet-switched, broadband, and with a high speed
(larger bandwidth up to 200 Mbit/s per cell), the conver-
gence of WLAN/cellular and packet-based networks had
been reached in a fully digital approach. The 4G stan-
dards include IMT2000 (International Mobile Telecom-
munications), UMTS (Universal Mobile Telecommuni-
cation System), HSDPA (High Speed Downlink Packet
Access), LTE (Long Term Evolution), and LTE-A (Long
Term Evolution Advanced). As a consequence the sup-
port of horizontal and vertical handovers became a real-
ity and combined with the use of unified IP addresses the
seamless convergence of PAN, LAN, MAN, and WAN
networks was achieved. All switching is packet-based,
and the Orthogonal Frequency-Division Multiple Access
(OFDMA) had been deployed to provide robust and sta-
ble, high data rates. The service variety offered now
access to any type of local network at the data level,
thus, IoT-based communications can be integrated in
4G as long as an IoT gateway in service offers a 4G in-
terface and interconnection. Since especially the LTE
Category M (LTE Cat. M) and LTE Category N (LTE
Cat. N) — also called Narrow Band (NB)-IoT — have
been specified in 3rd Generation Partnership Project
(3GPP)’s Release 13, they are discussed in special detail
within Section 12.5.

Very recently, the 5th generation of cellular networks
termed 5G has started operations, which means that
up 20 Gbit/s bandwidth per cell are expected. Thus,
massive capacity and massive connectivity, an increas-
ingly diverse set of services and applications, and highly
flexible and efficient use of available non-continuous fre-
quency bands is at the doorstep. 5G is often nominated
as the IoT enabler, since those billions of IoT devices
already deployed and others to come can communicate
now directly with the 5G network and, theoretically, do
not necessarily need an IoT gateway anymore. How-
ever, this is only achieved, if power supply and device
sizes are considered at right scales. Therefore, OFDMA-
based communications via MIMO (Multiple-Input and
Multiple-Output) antennas will still require for practi-
cal reasons a resource-rich IoT gateway device interfac-
ing locally deployed IoT devices. Thus, the hierarchical
structure of IoT-based networks, gateways, and public
wireless access networks will remain, although the ser-
vices being used directly and the bandwidth being avail-
able will enhance IoT-based use cases dramatically.

12.5 LTE Especially for IoT

As already introduced above, the 3GPP LTE standard
offers two flagship techniques to transport data for IoT
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Table 12.1: Comparison of Cellular Network Generations 1G to 5G based on [14]

1G 2G/2.5G 3G 4G 5G
Development since 1970 since 1980 since 1990 since 2000 since 2010
Operations since 1982 since 1992/2000 since 2001 since 2004/2006/2009 since 2020
Standards NMT, 2G: GSM, GPRS, EDGE, UMTS, HSDPA, 5G (MIMO)

AMPS, 2.5G: GPRS, W-CDMA, LTE and LTE-A
TACS HSCDS, EDGE CDMA-2000

Technology Analog Digital Digital Digital Digital
IP Access IP Access All IP Broadband All IP

Switching Circuit 2G: Circuit Packet All Packet All Packet
2.5G: Packet

Medium Access FDMA FDMA, TDMA, FDMA, TDMA, FDMA, TDMA, FDMA, TDMA,
CDMA CDMA CDMA, OFDMA CDMA, OFDMA

Bandwidth 2 kbit/s 14.4 ... 64 kbit/s < 2 Mbit/s < 200 Mbit/s > 1 Gbit/s
Core Network PSTN 2G: PSTN Packet Network, Packet Network, All

2.5G: Packet Network Internet Access Integrated Internet Internet
Hand-overs Horizontal Horizontal Horizontal Horizontal, Horizontal,

Vertical Vertical
Services Voice 2G: Voice Integrated Integrated All Data

Short Messaging 2.5G: Data Voice and Data Voice and Data

applications, namely LTE Category M (LTE Cat. M)
and LTE Category N (LTE Cat. N), which are also called
Narrow Band (NB)-IoT and specified in 3GPP’s Release
13. Two further approaches, the LTE Category 0 (LTE
Cat. 0) and the Extended Coverage (EC)-GSM-IoT re-
duce the complexity of mobile devices, increase the sen-
sitivity of the receiver allowing for lower Signal-to-Noise
(SNR) regimes, decrease manufacturing costs of devices,
and increase energy efficiency of network operations.
The main characteristics of LTE is that it is a cellular

network (cf. Figure 12.10) working in the licensed radio
spectrum range and is operated by the Mobile Network
Operator (MNO). The Radio Access Network (RAN)
in LTE relies on an evolved Node B (eNB), which is
the central coordinator of the cell. The cell provides
network coverage to Radio Frequency (RF)-enabled ter-
minals, referred to as User Equipment (UE). UEs are
mobile, so the mobility plays the key role in the design
of cellular networks. A UE attached to an eNB can mi-
grate to other cells via the hand-over mechanism, which
in LTE is initiated by the serving eNB. The eNB uses
the knowledge on the signal strength measurements of
the neighboring cells reported by the UE to initiate a
UE handover. LTE only supports a so called hard hand-
over, in which a channel in the source cell is released and
then the channel in the target cell is re-established [10].

12.5.1 Interfaces and Protocols

LTE specifies the radio interface (the so called LTE-
Uu interface) to allow for a communication between an
eNB and a UE using a vertical protocol stack with hor-

Figure 12.10: LTE Network Diagram.

izontally separated control and data planes (cf. Fig-
ure 12.11). The layers between the PHY Layer at the
bottom and the Radio Resource Control (RRC) on the
control plane (cf. Figure 12.11a) or the Packet Data
Convergence Protocol (PDCP) on the data plane (cf.
Figure 12.11b) at the top are referred to as the Access
Stratum (AS). When a UE establishes an RRC connec-
tion to an eNB (on the control plane), the UE may com-
municate with the Non-Access Stratum (NAS) function-
ality exposed by the Core Network (CN). As an example,
the LTE network attachment procedure, which activates
radio and Evolved Packet System (EPS) bearers that, in
turn, carry the Internet Protocol (IP) between the UE
and the CN on the data-plane [59], is exposed through
the CN NAS.
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(a)

(b)

Figure 12.11: LTE Protocol Stack: a) Control Plane, b)
User Plane

Radio Resource Control

The RRC protocol terminates the AS control plane on
the eNB and provides the following functions: broadcast
of AS/NAS system information, establishment, mainte-
nance, and release of RRC connections between a UE
and the eNB, radio and EPS bearer management, secu-
rity handling, UE measurement reporting and configu-
ration, handover, forwarding of NAS messages between
the UE and the CN, and paging (initiate services for UEs
being currently in the idle mode) [13]. Typically, proto-
cols involved in the network operation operate in terms
of Service Data Units (SDU) on the northbound and
Protocol Data Units (PDU) on the southbound inter-
face. The PDCP (Packet Data Convergence Protocol)
[11] protocol, which is provided directly below the IP
layer on the user plane (i.e., the IP packet is the PDCP
SDU) and the RRC layer on the control plane (i.e., the
RRC packet is also a PDCP SDU), is responsible for the
compression of upper protocol layers as well as integrity
protection and encryption [76].

Radio Link Control

The Radio Link Control (RLC) layer resides directly be-
low the PDCP layer [11]. RLC operates in three modes,
i.e., Acknowledged Mode (AM), Unacknowledged Mode
(UM), and Transparent Mode (TM). In AM, the SDU
provided is segmented and acknowledged allowing for
error correction through the Automatic Repeat reQuest
(ARQ) mechanism as well as segmentation and reassem-

bly, re-ordering, and duplicate detection. The UM only
allows for segmentation with reordering and duplicate
detection, while TM transparently passes PDCP SDUs
(i.e., no segmentation in this case) toward the MAC
layer below, allowing for error detection with recovery.

The RLC defines logical channels focusing on the
type of information transported through the underly-
ing MAC layer. More specifically, different control
channels are specified (e.g., Broadcast Control Channel
(BCCH), Common Control Channel (CCCH), Paging
Control Channel (PCCH), and Dedicated Traffic Chan-
nel (DTCH) to transmit data (cf. Figure 12.12).

(a)

(b)

Figure 12.12: LTE Channel Structure: a) DL Channel
Structure, b) UL Channel Structure

Medium Access Control

The MAC layer [76] receives RLC SDUs using logical
channels and decides on how the SDU shall be trans-
ported to PHY through transport channels. There are
only a few transport channels established between the
MAC and PHY, e.g., Broadcast Channel (BCH), Down-
link Shared Channel (DL-SCH), Random Access Chan-
nel (RACH), or Uplink Shared Channel (UL-SCH). Typ-
ically, many logical channels working on the type of
information basis, (i.e., control or data) are sent over
a single transport channel, therefore, MAC multiplex-
ing and demultiplexing, respectively, is required in the
Downlink (DL) and Uplink (UL) direction, respectively.
The MAC layer also prioritizes logical channels among
many UEs in the transport blocks. Moreover, the MAC
is responsible for an Hybrid Automatic Repeat reQuest
(HARQ), which is defined as a combination of Forward
Error Correction (FEC) and ARQ mechanisms allowing
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for a very fast retransmission of transport blocks within
a time frame of smaller than 10 ms.
Typically, the information in the transport block is

encoded using FEC, allowing the receiver to correct cer-
tain errors in the data stream received. Upon a suc-
cessful reception of the information, the receiver issues
an Acknowledgment (ACK) that notifies the transmitter
about the successful reception, allowing the transmitter
to continue with the subsequent transport blocks. How-
ever, when the information is received incorrectly, the
receiver issues a Negative Acknowledgment (NACK),
which triggers a retransmission of lost data at the trans-
mitter. Normally, the majority of transmission (TX)
errors is corrected by the HARQ mechanism.
Finally, the MAC layer is also involved in con-

trol operations, such as (a) Discontinuous Reception
(DRX), in which the UE changes its status from
RRC_CONNECTED (i.e., with connected Signaling
(SRB) and Data (DRB) Radio Bearers) to RRC_IDLE,
in which radio bearers are disconnected and the node
should only monitor the PCCH for upcoming Mobile
Terminated (MT) requests to save power, (b) alignment
of the UL Timing Advance (TA) on the connected UE,
(c) power head-room reporting, in which UEs notify the
eNB about the remaining power room on the UL to
influence on scheduling, (d) scheduling of UE UL trans-
missions, and (e) Random Access (RA) providing re-
sources to UEs without allocated resources.

Physical

The LTE PHY [52] uses a hybrid access scheme
consisting of Orthogonal Frequency-Division Multi-
ple Access (OFDMA) on the UL and Single-Carrier
Frequency-Division Multiple Access (SC-FDMA). Such
an asymmetric access technique solves the peak-to-
average power ratio problem of OFDMA. In Orthogo-
nal Frequency-Division Multiplexing OFDM, the Fast
Fourier Transform (FFT) may produce a high peak
power to average power value. OFDM, has to be, there-
fore, avoided in transmitters on client terminals, as it
may only be used on grid-powered eNBs. SC-FDMA
seems to be a good solution for end-terminals for miti-
gating the problem of power peaks.
The LTE PHY features a high spectrum flexibility,

while the frequency spectrum is scheduled dynamically
to UEs through Physical Resource Blocks (PRB). Every
PRB consists out of 180 kHz blocks (cf. Figure 12.13),
i.e., 12 subcarriers, and lasts 1 ms, while every sub-
carrier spans a 15 kHz spectrum range (i.e., 15 kHz
subcarrier spacing) [26]. LTE supports two fundamen-
tal modes of operations of PHY, i.e., LTE Frequency
Division Duplex (LTE-FDD) and LTE Time Division

Duplex (LTE-TDD). LTE-FDD operates in paired fre-
quency ranges, meaning two disjoint spectrum ranges
for UL and DL. LTE-TDD uses an unpaired channel.
Therefore, UL and DL are carried out in a single chan-
nel, where UL is separated from DL in time. LTE-FDD
is by nature full-duplex, however, when a UE cannot
transmit and receive at the same time, the LTE-FDD-
half duplex can be used. LTE-TDD is, in turn, by nature
a half-duplex mode of operation. Full-duplex LTE-FDD
requires a duplexer to separate UL and DL frequencies
on the UE to avoid the reception port (RX) saturation
through the TX port working in parallel. Half-duplex
LTE-FDD and LTE-TDD do not, in turn, require du-
plexers in the radio chain, since LTE TX and RX do not
operate at the same time.

Figure 12.13: LTE Frame Diagram

Two logical frame structures are specified in PHY.
Type 1 specifies the communication in LTE-FDD, while
Type 2 is used in LTE-TDD. The frame defines a re-
source grid of PRBs, responsible for carrying the control
and data plane data stream as well as providing syn-
chronization and random access for end terminals. The
frame, lasting 10 ms, consists out of 10 subframes (SFs)
of 1 ms each, which contain 2 time slots of 0.5 ms. Every
slot is composed out of 7 OFDM symbols, where each
symbol begins with the Cyclic Prefix (CP) that protects
symbols against Inter Symbol Interference (ISI) through
a guard period between symbols in the time domain. At
the smallest scale, the PHY consists of one OFDM sub-
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carrier during one OFDM symbol interval.
The available channel bandwidths are 1.4, 3, 5, 10,

15, and 20 MHz, which allocate a parallel set of 6, 15,
25, 50, 75, and 100 PRBs, respectively [15]. There are
two levels of guard band overheads protecting channels,
i.e., 23% for the 1.4 MHz channels and 10% for other
bandwidths (3, 5, 10, and 20 MHz). These guard bands
are used to protect the channel against unwanted emis-
sions in neighboring frequency ranges. Furthermore, in
LTE-TDD, a Gap Period (GP) between the DL and UL
transmissions is introduced through a Special SubFrame
(SSF) of 1 ms to give UEs time to change from the DL
(RX) to the UL (TX) operation. The GP can be con-
sidered a waste of spectrum, since no transmission on
an eNB or UE is carried out during this time interval
anyway.

LTE Transmission Intervals

All the transmission intervals in the time domain are
expressed in terms of the basic time unit TS equaling to
1/30720000 s (i.e., the sample time). The useful symbol
duration, which carries out the transmitted information,
is equal to 2048×TS , which is roughly 67 μs. The regular
CP is equal to 160×TS (i.e., 5.2 μs) for the first symbol
and 144×TS (i.e., 4.7 μs) for the remaining six symbols
in the time slot, which sums up to a total time slot
duration of 15360 × TS (i.e., 0.5 ms). The SF duration
is established at 30720 × TS (i.e., 1 ms) as every SF
is composed of two time slots lasting 15360 × TS each.
Finally, the frame duration is equal to 307200×TS (i.e.,
10 ms), while every frame is composed of 10 SFs [52].

12.5.2 LTE (3GPP Release 8)

3GPP Release 8 standardizes LTE with five UE cate-
gories (i.e., Cat. 1, . . . , Cat. 5). Release 8 uses varying
modulation and coding rates as well as spatial multiplex-
ing provided through Multiple-Input Multiple-Output
(MIMO). The data rate experienced by upper protocol
layers on an end terminal (i.e., termed goodput) de-
pends on a so called Modulation and Coding Scheme
(MCS). MCS varies between 0 and 27 and indicates the
modulation and coding rate. Three modulation tech-
niques were initially introduced, i.e., Quadrature Phase-
Shift Keying (QPSK), which is mathematically equiv-
alent to 4-Quadrature Amplitude Modulation (QAM),
16-QAM, and 64-QAM of efficiency Qm = 2, 4, and
6 bits per symbol, respectively, where the modulation
efficiency is understood as the number of bits encoded
in one symbol. While the modulation influences the
number of bits sent in one symbol, the code rate defines
the amount of redundant information inserted into the

data stream for the FEC. Finally, the spatial multiplex-
ing configures the number of so called MIMO layers, i.e.,
independent data streams sent from multiple antennas
on the transmitter towards multiple antennas on the re-
ceiver. 1× 1 MIMO materialized by one antenna on the
transmitter and one antenna on the receiver is called
Single Input Single Output (SISO) and allows for one
MIMO layer.

In the SISO mode, the available UL throughput of
LTE in Release 8 using the EU of Cat. 5 is established
at 100 Mbit/s, when the maximal channel width, modu-
lation efficiency, and FEC code rate (i.e., the fraction of
useful or non-redundant information in the data stream)
are equal to 20 MHz, 64-QAM, and 1, respectively.
Conceptually explained within the frequency domain,
a 20 MHz channel carries 100 parallel PRBs and every
PRB consists out of 12 independent subcarriers, result-
ing in 1200 parallel subcarriers. In the time domain, a
PRB lasts 1 ms and consists out of two time slots. Ev-
ery time slot holds 7 OFDM symbols, thus, resulting in
14 OFDM symbols. When the 64-QAM modulation is
used, Qm = 6 bit might be carried out by one OFDM
symbol. Thus 100,800 bit (i.e., 1200 × 14 × 6 bit) may
be transported using all 100 parallel PRBs in the fre-
quency domain within 1 ms in the time domain, thus,
resulting in 100.8 Mbit/s. LTE specifications (i.e., dif-
ferent releases) often present the system capacity us-
ing the number of bits that may be inserted into the
LTE frame within a Transmission Time Interval (TTI)
of 1 ms.

MIMO systems achieve a much better performance
in comparison to SISO systems, since the increased
throughput in the SISO mode requires modulations of
higher efficiencies and high code rate, which typically
imposes a higher SNR and a lower link budget. MIMO
comes, however, at the price of independent RX/TX ra-
dio chains implemented on the communicating device.
Release 8 supports up to 300 Mbit/s DL and 75 Mbit/s
UL using its highest UE category through the introduc-
tion of up to 4 parallel data streams using 4× 4 MIMO.

12.5.3 LTE Advanced (3GPP Release
10)

3GPP Release 10 standardizes LTE Advanced (LTE-
A) exploring MIMO and carrier aggregation (both con-
tinuous and non-continuous channel aggregation tech-
niques are taken into account combining up to 5 inde-
pendent channels) to increase throughout. Three new
UE categories were introduced (i.e., Cat. 6, . . . , Cat. 8).
LTE Cat. 8 equipment is theoretically able to reach the
momentary DL of 3 Gbit/s and UL of 1.5 Gbit/s re-
spectively by using 64-QAM, 8 parallel data streams
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achieved through 8× 8 MIMO, and continuous channel
aggregation of five 20 MHz bandwidths in LTE-TDD.
3GPP Release 11 extends LTE-A with the specifica-

tion of three UE classes (i.e., Cat. 9, . . . , Cat. 12) using
256-QAM, 2 and 4-layered MIMO (i.e., 2 or 4 inde-
pendent data streams), while Release 12 improves the
throughput of LTE-A in new equipment classes (i.e.,
Cat. 13, . . . , Cat. 16) due to the combination of 8
MIMO layers with the 256-QAM modulation providing
3.9 Gbit/s in an LTE UE of Cat. 14.
LTE Cat. 0 is the first UE category targeting IoT

devices explicitly as described in 3GPP release 12 [10]
standardizing LTE-A Pro. It is based on the previously
specified hybrid PHY with OFDMA-based UL and SC-
FDMA-based UL with certain modifications. The maxi-
mum output power remains at the Power Amplifier level
of Class 3, i.e., 23 dBm. The number of antennas is
fixed to one (SISO), therefore, the spatial multiplexing
(i.e., MIMO) is not supported. LTE Cat. 0 does not
support highly efficient modulation techniques, such as
256-QAM, on the DL and 64-QAM UL leaving the de-
vice with QPSK, 16-QAM, 64-QAM (DL) as well as
QPSK and 16-QAM (UL). Furthermore, LTE Cat. 0
supports 1.4, . . . , 20 MHz channels, however, limits the
number of bits per TTI of the UE to 1000 bit, which
ultimately fixes the UE DL/UL upper transmission ca-
pacity at 1 Mbit/s. The device may operate in the full
duplex mode and two half duplex modes of type A and
and B.
Typically, in the regular LTE-FDD half-duplex mode

A, when a UE is scheduled to transmit in UL SF n,
no transmission is scheduled toward this UE in the UL
SF n either. Furthermore, a special Guard Period (GP)
spanning a fraction of the previous DL SF n−1 is intro-
duced to allow for safe switching from RX to TX on the
UE without loosing any data on the DL. In the newly
introduced LTE-FDD half-duplex mode B, the GP pe-
riod was enlarged. When a UE is scheduled to transmit
in UL SF n, no DL transmission toward this UE is al-
lowed in SFs n − 1, n, and n + 1 to further relax the
speed of RX/TX switching.
Typically, when a device connects to an eNB, it has

to comply with DRX by monitoring the paging channel
for incoming Mobile Terminated (MT) transmissions. A
regular UE paging cycle is 128 frames, meaning 1.28 s
(i.e., 1280 ms as the frame duration is 10 ms), in which
the device has to wake up and listen to the PCCH for
MT transmissions. This might be too power-hungry in
the case of battery-powered IoT devices. Therefore, a
Power Saving Mode (PSM) was introduced (cf. Fig-
ure 12.14), which allows the network node to negoti-
ate an extensive Tracking Area Update (TAU)/Routing
Area Update (RAU) timer (T3412) and Active Mode

Timer (T3324). The Mobile Originated TAU message

Figure 12.14: LTE Power Saving Mode (PSM)

is used to notify the network, about the current UE lo-
cation in the idle mode (e.g., for MT transmissions).
Typically, the TAU message is sent upon the location
change or timer expiration (i.e., T3412). Additionally,
the Active Mode Timer (i.e., T3324) defines for how
long the timer is set since the RRC_CONNECT or last
TAU was received. The UE shall monitor PCCH with
a regular paging cycle specified by the network. When
T3324 expires, the UE may go to an extensive sleep
mode, not issuing or accepting, respectively, any MO or
MT message, respectively. Therefore, the time period of
T3412−T3324 is referred to as a “hibernation period”,
after which the UE wakes up, sends a MO TAU mes-
sage, and repeats the PSM cycle again (e.g., being in
the RRC_IDLE mode) [48].

12.5.4 LTE Advanced Pro
LTE Advanced Pro offers two equipment categories es-
pecially for IoT purposes, i.e., LTE Cat. M and LTE
Cat. N, which are specified as 3GPP Release 13.

LTE Category M

LTE Cat. M1 [46] specified in Release 13 is based on
the work performed in Release 12. The UE peak data
data rate is again limited, as in the case of LTE Cat. 0,
through the number of bits per TTI and per UE to
1000 bit, which fixes the UE DL/UL upper transmis-
sion capacity at 1 Mbit/s. It provides mobility through
a handover operation, i.e., UE measurement reporting,
RRC connection release, and RRC re-establishment.
Furthermore, voice communication is supported. Many
simplifications of the physical layer were performed.
The bandwidth is reduced to 1.4 MHz (i.e., 6 PRBs)
and two Power Amplifier (PA) classes were introduced,
i.e., Class 5 with 20 dBm and Class 3 with 23 dBm.
Two Coverage Enhancement (CE) modes were added,
in which the mandatory CE Mode A and optional CE
mode B (i.e., deep coverage) support up to 32 and 2048
repetitions, respectively. Physical channel repetition
means that the same message is sent many times with-
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out waiting for the HARQ confirmation at the distinct
TTI level.

(a)

(b)

Figure 12.15: LTE-M Channel Structure: a) DL Chan-
nel Structure, b) UL Channel Structure

In the PHY layer, the Primary Synchronization Sig-
nal (PSS), the Secondary Synchronization Signal (SSS),
and the Reference Signal (RS) known from the regu-
lar LTE standard provide the means to synchronize a
UE with the cell, thus, they are fully re-used (cf. Fig-
ure 12.15). The DL specifies the following PHY chan-
nels: Machine Type Communication (MTC) Physical
Downlink Control Channel (MPDCCH), MTC Physical
Broadcast Channel (MPBCH), and Physical Downlink
Shared Channel (MPDSCH). Please not that there is no
Physical Control Format Indicator Channel (PCFICH)
or Physical HybridARQ Indicator Channel (PHICH) as
known from regular LTE. The reasoning behind this
concept is the following. First, the MPDCCH is of fixed
size, i.e., 2, 4, or 6 PRBs, which also carry HARQ feed-
back, i.e., Downlink Control Information (DCI). There-
fore, the PDCCH size adjustment is not needed. Sec-
ond, the HARQ process on the UL is asynchronous, i.e.,
scheduled, therefore, the PHICH channel is not neces-
sary. In regular LTE, however, HARQ is a synchronous
operation always completing within 8 ms through its
special-purpose PHICH channel. The number of HARQ
processes (i.e., the number of outstanding, but not yet
confirmed blocks) is 8 and 1 in CE Mode A and CE
Mode B, respectively [40].
Furthermore, the MPDSCH is the DL shared chan-

nel to send unicast data toward the UE. On the UL,
MTC Physical Random Access Channel (MPRACH),
MTC Physical Uplink Shared Channel (MPUSCH), and

MTC Physical Uplink Control Channel (MPUCCH) ex-
ist. The MPRACH is used to request a connection with
an eNB or request UL resources, if the MPUCCH chan-
nel is not yet provided with the UE. MPUCCH is of fixed
1 PRB size. It is used to transport scheduling requests,
provide HARQ feedback, i.e., Uplink Control Informa-
tion (UCI), or to send the Channel Quality Information
(CQI). Finally, MPUSCH is used to send unicast traffic
of 1-6 PRBs in CE mode A and 1-2 PRBs in CE mode B.
LTE Cat. M only supports QPSK and 16-QAM modula-
tions on the MPUSCH/MPDSCH channels, while MCS
varies between 1 and 15. The Maximum Coupling Loss
(MCL) shall be significantly improved through repeti-
tions reaching 155.7 dB, i.e., 15 dB higher in comparison
to Release 12 systems [46].

(a)

(b)

Figure 12.16: Example LTE-M Transmissions: a) Reg-
ular DL Transmission, b) DL Transmission with Repe-
tition and Frequency Hopping

Figure 12.16 displays example DL transmissions in
LTE-M. In Figure 12.16a 6 blocks (of 4 PRBs) are sent
over the MPDSCH channel. Every distinct MPDSCH
block is scheduled first using a corresponding MPD-
CCH channel (of 2 PRBs) and later acknowledged (i.e.,
ACK) through the MPUCCH channel (of 1 PRB). The
eNB uses 3 HARQ process of IDs #0,. . . ,#3. There are
1 ms distances between: (a) the corresponding MPD-
CCH and MPDSCH messages, (b) DL and UL, and
(c) UL and DL. The spacing between corresponding
MPDSCH and MPUCCH (i.e., UCI) channels remains
equal to 3 ms as in regular LTE, however, the HARQ
delay grows to 10 ms (i.e., +2 ms in comparison to
the regular LTE) due to the MPDCCH/MPDSCH and
and DL/UL separation of 1 ms (i.e., relaxed DL/UL
switching on the UE). Additionally, Figure 12.16b dis-
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plays an example transmission of 1 MPDSCH channel
(of 6 PRBs) repeated 8 times. The block is scheduled
through 1 MPDCCH channel (of 6 PRBs) repeated 4
times and acknowledged by 1 MPUCCH channel (of 1
PRB) repeated 4 times using a frequency hopping tech-
nique [40].
The battery power is extended by the PSM mecha-

nism as specified already in Release 12 or by a newly
specified Extended DRX (eDRX) mechanism (cf. Fig-
ure 12.17). The eDRX mechanism does not work on the
TAU expiration basis meaning that the TAU MO does
not have to be sent. Instead, the UE just notifies the
eNB on the number of DRX cycles to be skipped on a pe-
riodic basis. First, the UE listens to the paging channel
(e.g., using the regular paging cycle of 1,280 ms) during
the Paging Time Window (PTW) and, second, enters
an extended sleep for a specific period of time defined in
the number of hyperframes (HFN) to be skipped. A hy-
perframe consists of 1024 frames, i.e., 0,. . . , 1023, and
lasts for 10.24 s. When the extended sleep expires, the
device wakes up again and repeats the eDRX procedure
all over again [48].

Figure 12.17: LTE Extended Discontinuous Reception

LTE Category N

The LTE Cat. N (also referred to as NB-IoT) [48] is
a new PHY layer established in 3GPP Release 13 using
200 kHz channels (i.e., one PRB of 180 kHz with 10 kHz
guard bands on both channel edges). The peak data
data rate of NB-IoT is 16 kbit/s on the UL and 26 kbit/s
on the DL, while the bandwidth is only 200 kHz. The
link budget is at 164 dB, while only Binary Phase Shift
Keying (BPSK) and QPSK modulations with up to 2048
repetitions on the DL and 128 repetitions on the UL are
used. In contrast to LTE Cat. M, LTE Cat. N does not
support mobility (i.e., handovers) or voice.
Three different deployment modes are specified: (1)

stand alone operation used within the currently used
GSM frequency plan, while the GSM channel bandwidth
is at 200 kHz, (2) guard band operation utilizing unused
resource blocks of other channels within an LTE carrier
guard-band, and (3) in-band operation utilizing already
allocated resource blocks within a given LTE carrier.

(a)

(b)

Figure 12.18: LTE-N Channel Structure: a) UL Channel
Structure, b) UL Channel Structure

The PHY operation in the NB spectrum resembles
the regular LTE operation. In LTE Cat. N DL PHY,
OFDMA is used as an access technique. In time domain,
a radio frame comprises of 10 SFs. Each SF spans 1 ms
and contains 2 slots, and each slot contains 7 OFDM
symbols. Within each Radio Frame, the SFs are labelled
from 0 to 9 and the slots from 0 to 19. The frames
in a hyper frame are numbered with a System Frame
Number (SFN), which ranges from 0 to 1023. These
hyperframes are also numbered with values between 0
and 1023, therefore, the numbering reflects the regu-
lar LTE system. In the UL, SC-FDMA is applied with
3.75 kHz or 15 kHz subcarrier spacing in the frequency
domain. In the time domain, with the subcarrier spac-
ing of 15 kHz (regular LTE), each slot has a duration
of 0.5 ms, the number of subcarriers is 12. With the
subcarrier spacing of 3.75 kHz, each slot has a duration
of 2 ms, while the number of subcarriers is 48.

LTE Cat. N defined new channels at the PHY layer
on the DL meaning Narrowband Primary Synchroniza-
tion Signal (NPSS), Narrowband Secondary Synchro-
nization Signal (NSSS), Narrowband Physical Broad-
cast Channel (NPBCH), Narrowband Reference Signal
(NRS), Narrowband Physical Downlink Control Chan-
nel (NPDCCH), and Narrowband Physical Downlink
Shared Channel (NPDSCH) (cf. Figure 12.18).

For the stand-alone and guard-band deployments,
no LTE resource needs to be protected, therefore, DL
NPDCCH, NPDSCH, or NRS may utilize all resource
elements in one PRB pair (defined as 12 subcarri-
ers over one SF). For in-band deployment NPDCCH,
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NPDSCH, or NRS cannot be mapped to resource el-
ements taken by LTE Cell-Specific Reference Symbols
(CRS) and LTE Physical Downlink Control Channel
(PDCCH) to comply with the regular LTE PHY for-
mat. On the UL, Narrowband Physical Random Ac-
cess Channel (NPRACH), Narrowband Physical Uplink
Shared Channel (NPUSCH), Demodulation Reference
Signal (DMRS) are specified. It is worth noting at
this point that the LTE Cat. N physical N-channels,
e.g., NPRACH, roughly correspond to LTE Cat. M M-
physical channel functions, e.g., MPRACH, however,
they are specified on a much lower spectrum range allo-
cated at the RE basis [61].

(a)

(b)

Figure 12.19: LTE-N Frame Structure: a) DL Frame
Structure, b) UL Frame Structure

The DL frame shows the following organization:
NPBCH commences the frame in SF 0, SF 1-4 carry
NPDSCH or NPDCCH, the Primary Cell Reference Sig-
nal is located in SF 5, cells 6-8 may again hold the
NPDSCH or NPDCCH, and SF 9 may posses the Sec-
ondary Reference Signal, NPDSCH, or NPDCCH. The
UL frame is composed out of NPUSCH in SF 0-6 and
NPRACH frames in SF 7-9 [43], respectively (cf. Fig-
ure 12.19). The UL access is requested through the
NPRACH channel, which is implemented through the
six tone frequency hopping scheme on the RE basis.

12.6 Summary and Conclusions
As of today a wide range of Internet-of-Things (IoT)
devices — “the things” — is capable of collecting, pro-
cessing, and transmitting data to servers and applica-
tions. While in the meantime the number of these de-
vices reached the billions, their heterogeneity is very
large, too, ranging from dust-like devices — belonging
to the constrained devices’ category — to resource-rich
devices. In the same dimension the various types of pro-
tocols available enable communications, either between

IoT devices or via an IoT gateway to the outside world.
IoT involves a huge range of players from industry,

government, application developers, and private activi-
ties. Thus, use cases scale from a single constrained de-
vice up to massive cross-country and cross-platform de-
ployments of heterogeneous, embedded IoT devices con-
necting to the outside world in terms of dedicated con-
trol centers or just the Cloud. While the specific com-
munication demands range from low-level data rates to
real-time requirements, many legacy and newly emerg-
ing IoT communication protocols allow IoT devices and
servers to interact in tightly, loosely interconnected as
well as secured ways. This did lead to dozens of com-
peting alliances and coalitions of stakeholders to pave a
path of unifying the highly fractured IoT domain.

12.6.1 Chapter Digest
This chapter provided an overview specifically on net-
work communication technologies and their related pro-
tocols used in the IoT environment, while the focus was
laid briefly in a basic introduction on the infrastructure
perspective with Ethernet and IP and in-depth on IoT
data communications and transport protocols.

Several technologies were presented for the PAN,
LAN, and WAN coverage, while the focus was laid on
the infrastructure perspective and IoT data communi-
cations and transport protocols. While for the former
had been recalled briefly by Ethernet and IPv4 details,
for the latter wireless PAN and LAN protocols include
IEEE 802.11 (WiFi), IEEE 802.15.4 with the ZigBee,
6LoWPAN, BLIP, and Sigfox protocol stacks, LoRa,
DASH7, RFID including Z-Wave, NFC, and Bluetooth
as IEEE 802.15.4.

Additionally, WAN protocols surveyed include the
general architecture of public wireless access networks
in their generations 1G to 5G, and more specifically the
4G cellular LTE technology for IoT concentrating on
LTE Cat. 0 (3GPP Release 8), LTE Cat. 8 (3GPP Re-
lease 10) as of LTE Advanced, and LTE Cat. M, LTE
Cat. N, and LTE Cat. M1 (3GPP Release 13) as of LTE
Advanced Pro.

12.6.2 Concluding Observations
The major dimensions to consider upon selecting one of
these network communication technologies for a given
IoT system include a larger list: (a) device type(s) to be
supported and constrained network topology required,
(b) licensed or free spectrum to be used, (c) geographical
distance or range to be covered, (d) bandwidth offered
(point-to-point versus shared), (e) energy demands, (f)
open or proprietary specification or standard, (g) se-
curity measures available on the IoT device level, the
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protocol level, or the application level, while the role of
the IoT gateway has to be determined first, and (h) the
costs involved in regular, frequent, infrequent communi-
cations and related flat charges for subscriptions.
Overall, data transfer within the IoT domain will suc-

cessfully be accepted by the public only, if communi-
cations between interconnected IoT devices in use and
the outside world is secured, which is especially highly
important in case of privacy-related applications of the
health domain or home automation. A much wider se-
curity analysis of those standards as selected above can
reveal in the future further in-depth information about
where and at which level to find security provisioning in
IoT (such as performed exemplarily within [63]) and for
which protocols further security demands may have to
be integrated.
It must be emphasized that especially cellular net-

works as IoT communication technologies in the 4th and
5th generation will play a key role to build an active part
in IoT scenarios. Besides classic devices for cellular net-
works, such as smartphone, tablets, and navigation de-
vices, the set of constrained devices in the range of sen-
sors, small actuators, and controllers, will help to inte-
grate locally distributed information in such a way that
regional or more global data collections (hopefully being
fully compliant with privacy protection guidelines and
regulations) can optimize the operation of, e.g., man-
ufacturing processes, energy harvesting or production
systems, or elderly living homes. The path to travel
further is still long and network communication tech-
nologies provide the underlying basis for all of these.
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