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Introduction

The Department of Informatics (IFI) of the University of Zurich, Switzerland works
on research and teaching in the area of computer networks and communication
systems. Communication systems include a wide range of topics and drive many
research and development activities. Therefore, during the spring term FS 2024
a new instance of the Communication Systems seminar has been prepared and
students as well as supervisors worked on this topic.

The areas of communication systems include, among others, wired and wireless
network technologies, various network protocols, network management, Quality-of-
Service (QoS) provisioning, mobility, security aspects, peer-to-peer systems, mul-
timedia communication, and manifold applications, determining important parts
of future networks. Therefore, this year’s seminar addressed such areas in more
depth. The understanding and clear identification of problems in technical and
organizational terms have been prepared, and challenges as well as weaknesses
of existing approaches have been addressed. All talks in this seminar provide a
systematic approach to judge dedicated pieces of systems or proposals and their
suitability.

Content

This new edition of the seminar entitled “Communication Systems XVIII” discusses
a number of selected topics in the area of computer networks and communication
systems. The seminar begins with Talk 1, which explores the evolution toward
passwordless authentication, providing an overview of standards such as UAF and
FIDO2 that enhance both security and usability by eliminating reliance on tradi-
tional passwords. Talk 2 shifts focus to transport protocols for the modern web, an-
alyzing how technologies like QUIC and MASQUE improve latency, multiplexing,
and performance tradeoffs. Talk 3 transitions to blockchain applications beyond
cryptocurrency, discussing real-world use cases including digital identity, supply
chain verification, and electronic voting, and emphasizing the benefits of decen-
tralization and immutability. In Talk 4, the focus turns to machine unlearning in
large language models (LLMs), examining emerging techniques for removing spe-
cific training data to meet privacy requirements while maintaining overall model
performance. Talk 5 delves into the cryptographic underpinnings of blockchain
systems, covering essential methods such as hashing, digital signatures, and zero-
knowledge proofs that ensure security and data integrity. Talk 6 addresses the
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pressing need for post-quantum cryptography in secure messaging, introducing
quantum-resistant algorithms designed to withstand future adversaries equipped
with quantum computing power. In Talk 7, the discussion broadens to Al agent
systems, highlighting their communication protocols, coordination strategies, and
applications in automation and digital ecosystems. Talk 8 then examines the
role of large language models in fact-checking, presenting strategies for assessing
factual reliability, including external evidence grounding and explainability tech-
niques. Finally, Talk 9 investigates the integration of machine learning in securing
5G networks, showcasing techniques like federated and reinforcement learning to
detect threats, with a case study focused on DDoS mitigation using a decentralized
learning architecture.

Seminar Operation

Based on well-developed experiences of former seminars, held in different academic
environments, all interested students worked on an initially offered set of papers
and book chapters. Those relate to the topic titles as presented in the Table of
Contents below. They prepared a written essay as a clearly focused presentation,
an evaluation, and a summary of those topics. Each of these essays is included in
this technical report as a separate section and allows for an overview of important
areas of concern, technology architectures and functionality, sometimes business
models in operation, and problems encountered.

In addition, every group of students prepared a slide presentation of approxi-
mately 45 minutes to present its findings and summaries to the audience of students
attending the seminar and other interested students, research assistants, and pro-
fessors. Following a general question and answer phase, a student-led discussion
debated open issues and critical statements with the audience.

Local IFI support for preparing talks, reports, and their preparation by students
had been granted by Chao Feng, Daria Schumm, Jan von der Assen, Katharina
O. E. Miiller, Nazim Nezhadsistani, Thomas Griibl, Weijie Niu, and Burkhard
Stiller. In particular, many thanks are addressed to Katharina O. E. Miiller for her
strong commitment on getting this technical report ready and quickly published.
A larger number of pre-presentation discussions have provided valuable insights in
the emerging and moving field of communication systems, both for all groups of
students and supervisors. Many thanks to all people contributing to the success of
this event, which has happened in a lively group of highly motivated and technically
qualified students and people.

Zirich, June 2025
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Chapter 1

Beyond Passwords — An Overview of
Passwordless Authentication
Standards and Mechanisms

Sven Greuter, Andri Spescha

With password-based authentication becoming increasingly insecure and computers
growing more powerful, passwordless authentication has emerged as a viable and
secure alternative. This paper examines the passwordless authentication standards
while also addressing the security risks associated with both password-based and
passwordless approaches. It provides an overview of technologies currently in use
as well as those under development. The paper discusses established passwordless
standards such as UAF, U2F, and FIDOZ2, exploring how they are implemented
and how they address the shortcomings of traditional authentication methods. In
addition, it analyzes the security advantages offered by these systems and how they
enhance overall authentication security. Finally, current research and emerging
trends in passwordless authentication are reviewed, with a focus on future tech-
nologies and evolving standards.
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1.1 Background

This section provides a brief introduction to the background of the topic. First,
it defines authentication and outlines the five common factors of authentication
as a foundation. Next, it introduces the concept of asymmetric cryptography,
which is essential for understanding passwordless authentication, with a particular
emphasis on public key infrastructures.

1.1.1 Authentication and Authorization

An authenticated user does not imply that the user is authorized to access every
resource or perform every action [25]. Therefore, it is essential to clearly distinguish
between authentication and authorization.

OWASP’s Authentication Cheat Sheet [24] defines authentication as a process
“[...] of verifying that an individual, entity, or website is who or what it claims
to be by determining the validity of one or more authenticators (e.g., passwords,
fingerprints, or security tokens) that are used to back up this claim”. Most common
method involve the use of usernames and passwords. This verification process
serves as the initial step in every protection procedure [27].

NIST [21] defines authorization as a process “|...] of verifying that a requested
action or service is approved for a specific entity”. This process grants access
to a resource to specific users. Authorization is frequently associated and used
interchangeably with access control and client privilege, both with the goal to re-
strict access of users. Not every user is supposed to execute every action or access
every resource. Furthermore, authorization must always come after authentica-
tion, because users should first prove their identities, and then an organization’s
administrator should allow them access to the requested service [27].

1.1.2 The Five Authentication Factors

Passwords and usernames are just one method of authentication, falling under the
knowledge factor, which is one of the five common authentication factors. This
paper also considers other factors that are possession-based and biometric-based.
Table 1.1} lists the five authentication factors [26)].

1.1.3 Asymmetric Cryptography

Asymmetric cryptography is one of the key technologies that enables passwordless
authentication [27]. This section will briefly go over the basic concept of asym-
metric cryptography, as it will play a key role later on.
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Table 1.1: Authentication Factors .

Factor Example

Something you know Password
Something you have ~OTP/U2F Token
Something you are Biometrics
Somewhere you are  Source IP Address
Something you do Behavioral profiling

Asymmetric cryptography relies on the use of a public-private key pair. The key
pair is generated through mathematical algorithms, such as RSA or elliptic curve
methods, which produce a public and a private key that are computationally linked
but infeasible to derive from one another [27]. The public key can then be openly
exposed to the public, while the private key must be kept private by the person
who generated the keys. These key pairs are then used for encryption or signing.

1.1.3.1 Asymmetric Encryption

In asymmetric encryption, a message is encrypted using the recipient’s public
key, as seen in Figure [I.IL Only the recipient’s corresponding private key can
decrypt the message. This ensures that only the recipient is able to decrypt the
message and read it. As a result, asymmetric encryption is widely used for securing
communications across untrusted networks, such as the Internet .

= 0a Bt B

e Plaintext Ciphered Decrypted __. _
Sender data Data Plaintext Recipient
data

Public Key Private Key

Figure 1.1: Overview of Encryption Using a Public-Private Key Pair ||

1.1.3.2 Digital Signing

In digital signing, the signer’s private key is used to generate a digital signa-
ture, and the corresponding public key can then be used to verify it, as seen in
Figure [I.2l This ensures that the message originates from the sender and the
recipient can verify this. Digital signing is one of the key aspects that make pass-
wordless authentication possible, as it facilitates the verification of the passkey

owner’s identity [27].
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Signed Document Signed Document

4 4

]

RSA Private Key RSA Public Key

Sender - 1. The Digital 1. The Digital Recipient
Signature Is Signature Is
Created Verified Using
Using the the Sender’s
Sender’'s RSA RSA Public
Private Key Key

Figure 1.2: Overview of Signing Using a Public-Private Key Pair [29).
1.2 Password Authentication

In this section, an overview of selected password authentication methods is pro-
vided, aiming to contextualize their historical significance and highlight the on-
going shift toward passwordless authentication. Additionally, password-based au-
thentication methods are examined in conjunction with their extensions to incor-
porate other authentication factors. The FIDO U2F standard, even though reliant
on passwords, is described in Section|1.3] in order to offer a more intuitive overview

of all the FIDO standards.

1.2.1 Universal Authentication

Using usernames and passwords is the simplest and most widely spread authenti-
cation implementation. Due to its simplicity, it is easy to use for both users and
developers. One aspect is that an in-depth knowledge of cryptography or complex
security protocols is not required in order to implement or use passwords. It falls
under the something you know factor, requiring the user to be able to remember
a password or passphrase in order to log in |27, 23, |40].

Simplicity and ease of deployment are some benefits, however, this simplicity is
accompanied by certain drawbacks [27]. For example, users are prone to reuse
their passwords or use weak passwords [1]. One reason is the common knowledge,
the inherent nature of the knowledge factor, that allows passwords to be shared
with others or exploited by adversaries [24].

1.2.2 2FA and MFA

Combining multiple authentication factors, which the users have to provide during
log-in, can improve security [26]. The distinction between 2FA (Two Factor Au-
thentication) and MFA (Multi-factor Authentication) is that 2FA is restricted to
only one second factor, whereas MFA can use multiple additional factors. While
for 2FA or MFA, any other factor of the five authentication factors can be used,
most commonly seen are examples of SMSs (Short Message Service), something
you have, or biometrics, something you are [27].
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While MFA improves security, it cannot be guaranteed. MFA’s main purpose is to
defend against brute-force attacks, credential stuffing, and password spraying [26].
However, there are many attacks, also in the wild, that comprise some MFA au-
thentications. This can either be done by compromising the implementation, for
example by intercepting the SMS with the OTP token, or by phishing the human
element (15, 20, [2].

Other downsides include usability concerns for users and implementation disad-
vantages for developers. One concern is that users might get locked out of their
accounts. Implementing MFA might add relationships and external dependencies
for developers, which should be taken into account |26, |15].

1.2.3 Hardware Token

In addition to the password, the users have to authenticate themselves with an
ownership factor |26, 27]. This is mainly a variant of 2FA, nevertheless worth
highlighting on its own, due to the relation to the FIDO standards in subsequent
chapters [18]. The tokens for authentication are on a separate physical device.
Hence, the adversary needs physical access to the hardware device in order to
exploit it. However, a single point of failure might be introduced if the implemen-
tation requires a backend server [26].

Smart cards and YubiKeys are some common examples of implementations of
hardware tokens. Smart cards are mainly used for operating system authentica-
tion. If the card is stolen, it is not usable without a PIN (personal identification
number). YubiKeys, which are discussed in more detail in Section [1.3] can be used
as hardware tokens as well |26, 37].

1.2.4 Single Sign-On

Single sign-on (SSO) authenticates users with a single action of authentication.
This permits access to all related, but independent software systems or applications
to the authorized user, without the need to authenticate to each one of them. The
service provider application and the identity provider have a trust arrangement on
which this service’s authentication method is built [28] 27].

SSO can reduce the risks that come with storing passwords locally, but it also
comes with new challenges. It reduced the amount of passwords that are stored
and the risk for administrators to manage users centrally [28, 27].

1.2.5 OTP Tokens

One-Time Password (OTP) tokens belong to the possession-based authentication
factor. An on-demand OTP token can be delivered to the user by email or SMS |26,
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27]. Most common are Time-based One Time Password (TOTP) tokens, which
can be either hardware or software based [26].

Attacks on OTP authentication include phishing attempts, among other attacks,
on the implementation. NIST specifies that OTP tokens, even though they might
be short-lived, are not phishing-resistant [22]. Attacks on the implementation
consist of exploiting the problem of creating truly random and unpredictable OTPs.
An adversary could try to get the seed or try to predict the next token |27, |15].

1.2.6 Summarizing Password Authentication

In this section, a selected overview of password authentication mechanisms was
provided. While passwords are easy to manage, they have security issues for the
user and developers [27]. With the ubiquity of passwords, multiple attacks were de-
veloped to circumvent the authentication or obtain the password. In recent years,
one could observe a shift toward moving from password-oriented authentication to
passwordless authentication.

1.3 Passwordless Authentication

This section provides an introduction to the FIDO standards and passkeys. First,
an overview of the three main FIDO standards is introduced. Then, the authen-
tication mechanism of WebAuthn for UAF and FIDO2 is highlighted. These two

standards are also mostly associated with passwordless authentication.

1.3.1 FIDO (Fast IDentity Online) Alliance

The FIDO Alliance provides a set of popular MFA open standards that rely on
public-private key cryptography. The alliance consists of a collaboration of mul-
tiple countries, such as the USA, China, Europe, and companies, such as Apple,
Mastercard, Microsoft, Samsung, and Yubico. They provide specifications with
the goal of open, scalable, and interoperable mechanisms in order to decrease the
reliance on passwords but still support a wide range of websites, software, and de-
vices. Products and Software that implement up to the standard can be certified
by the FIDO Alliance to guarantee interoperability, which is critical for worldwide
adoption [11}, 39, 4, [15].

1.3.2 Overview of FIDO Standards

There are three main standards: U2F, UAF, and FIDO2. U2F and UAF were
introduced first. A few years later, FIDO2 came as an extension of U2F and



8 Beyond Passwords

combining the benefits and use cases of U2F and UAF [2]. U2F provides a strong
cryptographic second factor, but it is not just 2FA because the dependence on
the password is reduced [13]. UAF allows for both multi-factor and passwordless
authentication [19]. FIDO2 is an evolution of 2FA, offering the same and improved
level of security [36]. Both UAF and FIDO2 offer passwordless authentication.
U2F and FIDO2 are mainly known for web-based authentication, whereas UAF is
mostly known for authentication of mobile applications [2].

1.3.3 FIDO U2F

U2F specifies the presence of a hardware token as an advanced framework for
2FA [2]. It was originally proposed to resolve the security issues of OTP, such as
the vulnerabilities of SMS or social engineering, as discussed in Section [2]. By
enabling this strong second factor, the relying party’s dependence on passwords is
reduced. It can be reduced to a simple 4-digit pin or biometrics [38]. The hardware
token is a physical device, for example, a cell phone or USB dongle [15].

Enabling and authenticating with U2F is similar to any 2FA mechanism, which
still has a password-based aspect. The users provide username and password in the
same way as they usually would with password-based authentication mechanisms,
but then they additionally present the physical device either via USB or NFC (Near
Field Communication). Thus, the physical device feels like another additional
factor to the user |32, [15]. Due to the fact that the users still have to provide the
knowledge factor, the password, U2F cannot be regarded as a fully passwordless
authentication mechanism [2].

1.3.4 FIDO UAF

The UAF protocol offers both passwordless and multi-factor authentication. It
was intended to overcome the issues of multiple passwords. The intended goal is
to define a secure, passwordless, authentication scheme [19] 2].

Once users register their device, they simply repeat the local authentication action
in order to authenticate. The local authentication action enables the passwordless
aspect by utilizing biometric or entering a PIN. Thus, after registering the device,
the user’s password is no longer needed when authenticating from that device.
Therefore, the UAF protocol combines two or more strong authentication factors.
For example, when using biometrics on that registered device, the user is authen-
ticating with “something you are” and “something you have”. This is one of the
goals specified for this protocol |19, |2].

The architecture, illustrated in Figure [1.3] specified in the UAF protocol, consists
of five high-level components. The Relying Party (RP) is the application the users
want to authenticate against. The User Agent, which is either a browser or a
mobile application. The FIDO Client (or UAF client) implements the client side
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logic of the protocol and is the interface between the relying party and the user
agent on the device. The Authenticator Specific Module (ASM) is the abstraction
layer that provides an uniform API. And the FIDO Authenticator is responsible for
generating and storing keys associated to a Relying Party. The authenticator needs
a specific type (e.g., biometric, PIN), has to provide cryptographic capabilities,
and its provenance, which guarantees to the Relying party that the user being
authenticated is the user that originally registered with the site [19] [10].

‘ B

protocol | | TLE key ‘

BROWSER /APP - UAF Protocal . WEB SERVER

Cryptographic FIDO SERVER

FIDO CLIENT authentication key
reference OB

J Authentication
keys

FIDO AUTHENTICATOR

‘ Attestation key

[ Authenticator - FIDO METADATA SERVICE
metadata & "
attestation trust

stare J )
Certify ‘

T l compliance

Figure 1.3: UAF Architecture as Illustrated in ||

The UAF standard cannot yet be considered passwordless, due to the fact that the
user still needs to authenticate as usual with the authentication method used so
far, which may still be a password-based method, and can add only after that the
device that uses the UAF protocol. After registration or authentication the usual
way, the user adds the trusted client with the authenticator. Only when a device
has been added, the users simply repeat the local authentication action whenever
they want to authenticate against that relying party again. Thus, it cannot be
considered a passwordless authentication method if it still relies on a password for
an initial authentication [32].

In summary, the UAF protocol is a step towards a standardized and passwordless
protocol . It still relies on a password-based factor for the initial registration
of the physical device; the users can authenticate with their device without having
to rely on their password .

1.3.5 FIDO2

The FIDO2 standard was introduced a few years after U2F and UAF as an ex-
tension of U2F, but combining the benefits and applications of U2F and UAF
36]. Thus, FIDO2 can be used for both 2FA and passwordless authentication [2].
It offers expanded authentication options, including a strong single factor [36].

FIDO2 provides passwordless authentication where a client is authorized to access
the authenticator device. This client is bound to the authenticator such that the
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authenticator only accepts messages sent by this trusted client. The server does
not use passwords at all .

The architecture is a simplified version of the UAF architecture with only three
components: The Relying Party, the client, and the roaming authenticator. The
Relying Party is again the site that is authenticated against. The client is the
browser. In FIDO2, due to the WebAuthn protocol, we focus mainly on web-
based authentication . The architecture is illustrated in Figure as described

by [3].

FIDO2 consists of the W3C’s (World Wide Web Consortium) Web Authentication
standard, WebAuthn, and CTAP2 (Client to Authenticator Protocol) [2, [16]. We-
bAuthn and APIs are used such that the FIDO Alliance’s goal to support a wide
range of software, services, and devices might be achieved [15, 2. The CTAP2
describes the communication between the roaming authenticator and the client on
a registered device , . This is also contained in Figure . Figure contains
both WebAuthn, as the communication between Server and Client, and CTAP2
as the communication between Client and Authenticator.

Client TLS TLS server

endpoint private key \ @
User Device /o

FIDO

Client Browser

DB with

public auth. RP App Server
CTAP keys N\ ———
}9
/t E
o
(Roaming) Update \I FIDO Server
L

i o
Authenticator 0.0

protocol o key
(Roaming)
Authenticator g o Auth. keys

Figure 1.4: FIDO2 Architecture llustrated in , .

(Bound)
Authenticator

The goal of the Flow is to register or authenticate a user, (the client), to a server
(the relying party). [4] illustrates this flow as seen in Figure [l.5| The relying
party sends a challenge to the client. The client forwards this challenge to the au-
thenticator. The authenticator requires a user interaction, called “evidence of user
interaction”, which can be a user gesture like touching, entering a PIN, biometrics,
or other. The response to the challenge is sent back to the client, and the client,
adding the original challenge, forwards it to the server. The server then verifies

the response 3} [4, [5].

Thus, it is noted that the FIDO2 protocol is similar to the previous two protocols.
However, this one simplifies the previous protocols and combines their benefits [2].



Sven Greuter, Andri Spescha 11

are User
y ‘. O.reg or auth (sent via Client)
2.c 1e T

Authenticator Client Server

4.R 5.R

Figure 1.5: FIDO2 Flow Illustrated in [4].

1.3.6 FIDO2 Registration and Authentication Flow

Authenticator T Client C(idg) Server S(idg)

$ oy
— {01
4 rs + {0,1}

(id,r) «— cc —— ee — (idg, rs)
- M. if id # idg: halt
(ids, k) +— M, T M, (ids, H(E))
{1
(pk, sk) + Sig.Kg()
n=0
ad « (H(idg), n, pk)

o« Sig.Sign(ad, h,) (ad, o)

— add r = (h,n, pk) + ad

rct.insert((ids, sk,n)) verify if r=rs and h = H(ids) and n=10
and Sig.Ver((ad, H(r),a),o): ok

res.insert(pk, )
Figure 1.6: Simplified Registration Flow [4} |5].

The registration flow, based on a challenge-response mechanism and composed of
WebAuthn and CTAP2, as illustrated in Figure begins with a challenge issued
by the server, i.e., the relying party, and a response is issued by the client and
authenticator [3, |16} 2, 4, [5]. In this first step, the server creates a random string
of A\ bits or more, stored in rs, which is the challenge. The server’s ID and the
challenge are packed into cc, which is then sent to the client. The client, who
knows the ID of the server (idg), checks upon unpacking the cc received, if that
message really originates from the expected server. This is a simple check to make
sure to only accept challenges from the expected server to which the user wants
to authenticate against. If the ID is as expected, the client hashes the challenge,
H(r), and sends this together with the server ID, idg, to the authenticator [4} 5,
16].

The authenticator unpacks the server ID and the hashed challenge h,. Because
the client is registered against the server, the authenticator needs to generate a
public-private key pair (pk, sk) and initializes the signature counter to zero, n = 0,
because this is the first one. The attestation signature ad contains the hash of
the server ID, H(idg), the signature counter n, and the public key pk, which is
eventually sent to the server. The server needs the h(idg) to verify that the au-
thenticator responded to the challenge issued by this server. The signature counter
is sent in order for the server to check the order and to prevent replay attacks.
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And the pk is sent such that the server knows the public key to verify signatures
of that authenticator. Besides the ad, the authenticator sends the signature o over
the ad and the hashed challenge h,. The ad is signed such that it cannot be tam-
pered with on the way to the server, and the hash of the server ID is signed such
that the signature can be verified by the correct server. The authenticator saves
the server’s ID, the private key, and the signature for subsequent authentication
challenges. The client adds the original challenge r [4, 5, [16].

The server now validates the received response. It first checks if the received
response challenge r is its issued challenge rs. And if the received hash of the
server ID h is the hash of its own ID H (idg). And if the message counter n is zero,
indicating a registration attempt. And lastly, if the signature is correct. This is
checked by verifying that ad and the hash of the challenge H(7) corresponds to the
expected signature o. H(r) is needed because the authenticator signed the hash
of the challenge. If all these things are correct, the client and authenticator are
correctly validated and registered for this server, and the server saves the public
key pk and signature counter n for subsequent authentication requests [4), 5, [16].

Authenticator T Client C(idg) Server S(idg)

s .
rs + {0,1}**

or

(i) or T ere (ids,rs)
- M, if id # idg: halt
(#dg, he) — M, M, « (idg, H(r))
(sk,n) f—rct.get[id,,-}
n+—n+1l
ad « (H{idg),n)
(ad, o)
o+ Sig.Sign(ad, h,) — add r — (h.n) « ad
(ph, n,) + res.get()
ret. insert((idg, sk, n)) verify if r=rs and h = H{idg) and n > n,

and Sig.Ver((ad, H(r),s): accept

res. insert(pk, n)

Figure 1.7: Simplified Authentication Flow [4] 5].

The authentication flow, illustrated in Figure [1.7} is very similar to the registra-
tion flow. The difference is in the authenticator, which instead of generating a new
public-private key pair, now fetches the private key sk and the signature counter n
it has saved. The message counter is then increased by one in order to make sure
that every request has its own signature number, such that replay attacks might
be avoided. This updated signature counter n is then saved in the authenticator
for subsequent authentication requests. The signature is calculated in the same
way as in the registration flow. The server checks the validity of the signature
and attribute values the same way, except that it checks if the signature counter
received n is higher than the signature counter the server has saved n,. Further-
more, the server also saves the updated received signature counter upon successful
validation [4} |5} |16].
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To conclude, one can observe that the registration and authentication flows are
similar and are based on a challenge-response authentication scheme |4, [2]. For
simplicity, the user interaction is left out here in these illustrations [3]. Regardless,
given that scheme, it can be observed that this registration and authentication
mechanism can be used as a passwordless scheme [4].

1.3.7 Passkeys

Passkeys are the data that is needed to log into different services; they include
data such as the private key needed for signing, the account name for that service,
and details about that service. This can sometimes include even more data; this
depends on the service, however [§].

These passkeys can be stored in many different ways to help with accessibility, but
this can come at the cost of overall security [14]. We can differentiate between four
different ways of storing these passkeys, as displayed in Figure [1.8] [§].

In the single-user context, it can be differentiated between device-bound and
synced passkeys. With device-bound passkeys, the passkey itself remains at all
times locally on the device and is never sent or stored anywhere else. This is the
most secure way to store passkeys [8].

However, synced passkeys can be used on multiple devices and can be stored either
cloud-synced or on specific devices. This will be further discussed in Section
This increased accessibility introduces additional security risks, as passkeys are no
longer stored locally but are instead uploaded to a cloud or other devices |8, [14].

In the multi-user context, there are shared passkeys. These are usually cloud-based
and shared with different users [§]. This exposes the risk that if one of these users
gets compromised, all other users may get compromised as well |8} |14].

There are also exported passkeys. These are usually stored in CSV files and are
not encrypted [40]. This is an unreliable and insecure way of storing passkeys and
is usually only used in backups and transfers of passkeys [8].

1.3.8 Authenticators

Authenticators are the component which actually store the passkey and perform
the cryptographic challenges needed for authentication. When logging in with a
passkey, the authenticator is responsible for signing the challenge sent by the server
using the private key [4].

There are different types of authenticators, each with its own use cases and security
advantages and concerns. Listed below are a few examples of the most widely used
ones [40]:
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Device-Bound
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Passkey Provider Scope

External Scope

Figure 1.8: The Four Different Ways of Storing Passkeys |§|

e USB-based Hardware Keys: Devices like YubiKeys are USB keys and are
inserted when authentication is needed. They store the private key securely
and often require user authentication, such as a fingerprint, to complete
authentication.

e NFC (Near Field Communication) Smart Cards: These are physical cards
that communicate with devices using NFC. They are often used for enterprise
or governmental use, since they require a specific device to read the NFC
Card.

e Inbuilt Biometrics: These are integrated into modern devices and use secure
hardware like the TPM (Trusted Platform Module) or Secure Enclave. Au-
thentication involves some sort of password or biometric verification, such as
fingerprint or facial recognition.

e Cloud-Synced Authenticators: Cloud-based services like Apple Keychain or
Google Password Manager store passkeys in the cloud and allow you to use
them on multiple devices. While this increases convenience and availability,
it introduces risks related to cloud storage security [§].

1.4 Security of Passwordless Authentication

Security is one of the main motivations behind the push for passwordless authen-
tication. Traditional password-based systems have shown significant weaknesses,
both in theory and in real-world breaches. This section discusses why and where
current systems fall short and how passwordless methods aim to improve them.
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1.4.1 Issues with Current Password-Based Methods

Passwords are inconvenient for most users. They are hard to remember, and
users often write them down, reuse them across platforms, or choose weak ones to
avoid forgetting them. This creates a major security problem, as reused or easily
guessed passwords can be exploited [27]. Attacks such as credential stuffing take
advantage of this behavior by using leaked credentials from one service to log into
others [9]. Another concern is that password databases and password managers
are common targets for hackers, and once breached, attackers may gain access to
millions of credentials at once. Even two-factor authentication methods like SMS
or email-based one-time passwords are vulnerable to man-in-the-middle attacks
and interception |2, |15, 20]. Social engineering also remains a major threat in
traditional systems since users can be tricked into giving up their credentials even
when two-factor authentication is enabled [30, [27]. Usability also starts to suffer
with two-factor authentication taking up time, and frequent password resetting
requests annoying users. This causes users to try and avoid these methods or go
around them, further causing security issues [30].

1.4.2 23andMe Data Breach (2023)

A major incident that highlights the dangers of password reuse is the 2023 data
breach at 23andMe. Attackers used credential stuffing techniques to access around
6.9 million user accounts. This was possible because many users reused the same
credentials across different platforms. Once inside, the attackers were able to access
sensitive personal and even genetic data. In the aftermath, 23andMe attributed
the breach to poor password hygiene among users and implemented two-factor
authentication only after the incident had already caused damage [9].

1.4.3 Passwordless Advantages and Drawbacks

Passwordless authentication attempts to resolve many of the above-mentioned se-
curity issues. It removes the need for users to create or remember passwords, elim-
inating the risks of password reuse and weak credentials. Because users no longer
store or manage passwords, there’s less chance of them being tricked into revealing
anything, reducing the effectiveness of phishing and social engineering attacks [27,
30, 4]. Additionally, many passwordless systems don’t rely on central storage,
making large-scale database breaches less likely. Authentication mechanisms that
rely on asymmetric cryptography are also far more resistant to brute-force attacks
than traditional password-based logins |27, |40].

Still, passwordless methods aren’t without challenges. When passkeys are synced
via cloud services or exported as unencrypted backups, they can become exposed
if the cloud provider is compromised or if the file is not securely handled. The
security of passwordless systems also heavily depends on the security of the user’s
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device [§]. If a device is mismanaged with few security options enabled, infected
with malware, or if it gets stolen, the user’s credentials may still be at risk. There
is also a psychological barrier: Studies show that many users perceive passwordless
systems as less secure, which could slow down adoption 30, 40]. Additionally, if a
user loses their authentication device and hasn’t set up a secure backup or recovery
option, regaining access can be difficult.

1.4.4 LastPass and Malicious Chrome Extensions

Even solutions designed to manage credentials securely can be vulnerable. In 2022,
LastPass suffered a significant breach where attackers gained access to the devel-
opment environment and were later able to retrieve encrypted vaults containing
user credentials. Though the vaults were encrypted, attackers could still attempt
offline brute-force attacks [34} |6]. Another area of concern is malicious browser ex-
tensions, which can mimic trusted password managers and trick users into storing
or autofilling credentials into fake interfaces [31} [35]. These kinds of attacks could
apply to both traditional passwords and passwordless credentials like passkeys.

1.5 Current Research in Passwordless Authentication

As passwordless authentication becomes more widely adopted, new technologies
are emerging to improve security and usability. This section presents an overview
of some of the most recent developments in passwordless authentication.

1.5.1 Credential Exchange Protocol (CXP)

One of the current problems with authenticators and passkeys is the lock-in ef-
fect, where users are tied to a specific vendor. The Credential Exchange Protocol
(CXP), in development by the FIDO Alliance, aims to address this issue by al-
lowing secure and standardized transfer of credentials between providers. This
removes the need for insecure formats like CSV files and gives users greater flexi-
bility in managing their passkeys. This is still under heavy development and not
yet fully released [17].

1.5.2 Combining Device-Bound and Synced Passkeys

The Fido Alliance is also looking at combining device-bound and cloud-synced
passkeys in order to increase, as visible in Figure [I.9] With this method, the
passkey is only usable when both a device-bound passkey and a cloud-synced
passkey are available. This not only improves security but also improves recovery
options in case a device-bound passkey is lost [12].
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Figure 1.9: An Overview of Combining Different Passkey Storage Methods [12].

1.5.3 Bluetooth-Based Two-Factor Authentication

Another emerging trend involves smartphones being used as authenticators for
Bluetooth-based two-factor authentication. In this idea, the smartphone would
pose as a roaming authenticator, while the user’s computer acts as the device
requesting authentication. The authentication process occurs via Bluetooth, al-
lowing for a seamless and secure user experience |12} [27]. This basically mirrors
the same way of authenticating as NFC-based passwordless authentication.

1.5.4 Behavior-Based Authentication

Behavior-based authentication is currently only a research-based technology that
analyzes a user’s behavior patterns, such as typing, Wi-Fi connections, mouse
movements, and other habits, to validate a user’s identity. Although still in
early development, this approach could be valuable for high-security environments.
However, it also raises privacy concerns and must be carefully implemented to avoid
intrusive user experiences [40].

1.6 Summary

This paper demonstrates that passwordless authentication, particularly by explor-
ing the implementation of FIDO UAF and FIDOZ2, provides viable alternatives
to traditional password-based systems. Passwordless systems deal with many of
the flaws and security issues of current systems. FIDO U2F introduces hardware
tokens for enhanced 2FA and FIDO UAF focuses on passwordless authentication
through local actions like biometrics or PINs. FIDO2, by combining WebAuthn
and CTAP2, builds on those protocols, combining their strengths into a unified, se-
cure, and user-friendly authentication standard, that is both resistant to common
attacks and flexible enough to work across many different devices and platforms.
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While passwordless authentication has significant improvements in security and us-
ability, it also introduces new challenges. The reliance on users keeping their device
secure, the need for effective backup and recovery strategies, and the complexity of
cross-device and cloud-based passkey management all represent areas where fur-
ther refinement and user education are needed. However, security breaches, as
exemplified in the paper, show the limitations of password-based systems and the
need to transition to more secure methods like passwordless authentication.

Ultimately, this paper argues that passwordless authentication is not only a viable
successor to password-based systems but a necessary and feasible evolution. With
continued development around multi-device integration and alternative verification
methods like behavioral authentication, passwordless solutions are well on track
to becoming the new standard in authentication.
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Chapter 2

Exploring New Transport Protocols
for the Modern Web

Mete Polat

The limitations of traditional Internet transport protocols, particularly Transmis-
sion Control Protocol (TCP) and User Datagram Protocol (UDP), have been in-
creasingly exposed by the evolving requirements of modern web applications. In
this paper, recent advances in next-generation transport protocols—including Quick
UDP Internet Connections (QUIC) and Multipath TCP (MPTCP)—as well as
related application-layer protocols such as Hypertext Transfer Protocol Version 3
(HTTP/3), Multiplexed Application Substrate over QUIC Encryption (MASQUE),
and WebTransport, are reviewed. The technical foundations, performance analy-
sis, and deployment experiences of these protocols are examined based on findings
from existing literature and empirical studies. It is shown that protocols such as
QUIC and HTTP/3 can reduce latency, improve reliability, and enhance user ex-
perience, especially under conditions of high latency or network loss. MPTCP and
MASQUE are described as providing additional benefits in multipath and tunneling
scenarios, although challenges related to middlebox compatibility and deployment
persist. Performance trade-offs are discussed, including the potential for increased
overhead in high-speed networks. Finally, the ongoing evolution of these protocols
and their impact on web performance, security, and adaptability are highlighted,
with an outlook provided on future research and deployment directions.
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2.1 Introduction and Motivation

The rapid growth of internet usage and feature-rich web applications has created a
demand for faster, more reliable, and more secure transport protocols. Traditional
transport protocols such as the Transmission Control Protocol (TCP) and User
Datagram Protocol (UDP), while foundational, are beginning to struggle with the
needs of modern web traffic [14], [5]. Issues such as high latency (especially over long
distances or mobile networks), frequent network switching on mobile devices, and
increased security and privacy requirements expose the limitations of traditional
protocols |19]. TCP provides reliable and ordered delivery, but incurs connection
setup delays due to the three-way handshake and can suffer head-of-line blocking
when multiple streams share one connection [8]. UDP offers low-overhead, connec-
tionless communication, but without built-in reliability or congestion control [23].
These limitations make it challenging to meet today’s performance expectations for
web browsing, video streaming, real-time applications, and other latency-sensitive
services.

Researchers and engineers have recognized the need for more efficient, secure,
and adaptive transport solutions to overcome these challenges [19, 21], 34]. This
has led to the development of new transport protocols like Quick UDP Inter-
net Connections (QUIC) [14] and Multipath TCP (MPTCP) [10], as well as
application-layer protocols and improvements such as Hypertext Transfer Pro-
tocol Version 3 (HTTP/3) [5], Multiplexed Application Substrate over QUIC En-
cryption (MASQUE) [26], WebTransport [31], and Transport Layer Security 1.3
(TLS 1.3) [24]. These next-generation protocols aim to reduce latency (e.g., via
zero-round-trip handshakes) [19, |34], improve throughput (e.g., by using multi-
ple network paths or parallel streams) [32, |17}, 6], and enforce security by default
(encryption of transport headers and payloads) [19} |34]. The following sections in-
troduce these emerging protocols, discuss how they work, and discuss their benefits
and trade-offs in modern web infrastructure.

2.2 Background

This section provides the necessary background for understanding the motivations
and context behind modern transport protocol development. First, it reviews the
evolution of Internet transport protocols, highlighting the strengths and limitations
of foundational protocols like TCP and UDP. Next, it examines how application
protocols such as HTTP/1.1 and HTTP/2 have adapted to these transport-layer
constraints. Finally, it surveys previous attempts to address these limitations
through new protocol designs and enhancements. Together, these sections lay
the groundwork for understanding the challenges that led to recent advances in
Internet transport protocols.
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2.2.1 Evolution of Transport Protocols

The history of Internet transport protocols dates back to the Advanced Research
Projects Agency Network (ARPANET), which used the Network Control Pro-
gram (NCP) before the Transmission Control Protocol over the Internet Protocol
(TCP/IP) was standardized in the 1980s [16]. TCP and UDP have been the
workhorses of Internet transport for decades. The strength of TCP lies in the
reliable in-order delivery with control mechanisms, making it suitable for most
applications that require accuracy [8]. However, TCP was designed in an era with
different requirements; its strict ordering causes head-of-line (HoL) blocking and
its connection setup and teardown add latency [16]. Head-of-line blocking occurs
when the loss or delay of a single packet prevents the delivery of all subsequent data,
even if those later packets have already arrived. In TCP, data must be delivered
in order. Therefore, any lost packet forces the receiver to wait for retransmission
before it can process later packets, causing potentially significant delays in high-
latency or lossy networks [21, [16]. UDP, on the other hand, provides a minimal
message-passing service with no reliability guarantees or congestion control, which
gives it flexibility and low latency at the cost of potential packet loss [23]. These
characteristics mean UDP is often used for real-time media where occasional loss
is acceptable, whereas TCP is used for web page loads, file transfers, and other
tasks needing reliability. As the Internet evolved, the shortcomings of using TCP
and UDP “as-is” for all purposes became evident, spurring research into alterna-
tives [16].

2.2.2 Hypertext Transfer Protocol Version 1.1 and 2

At the application layer, the HTTP protocol has also evolved to mitigate trans-
port limitations. HTTP /1.1 introduced persistent connections and pipelining, but
due to the lack of multiplexing, browsers often opened multiple TCP connec-
tions to fetch resources in parallel. This was inefficient for congestion control and
could overwhelm networks [9]. Google’s experimental SPDY protocol, which was
introduced around 2009, demonstrated that multiplexing multiple HI'TP streams
within one connection and compressing request headers could greatly improve page
load times [2]. SPDY became the basis for HT'TP /2, which was then standardized
in 2015. HTTP/2 uses a single TCP connection to carry many parallel streams
with binary framing and HPACK header compression. This solves the problem of
multiple TCP connections. However, HT'TP /2’s multiplexing occurs at the appli-
cation layer and is still ultimately constrained by TCP’s behavior. In particular,
if a TCP packet is lost, all HTTP/2 streams in that connection are blocked until
the packet is retransmitted, since TCP delivers data in order. Thus, a packet loss
causes all streams to experience a stall, even if only one is lost [3]. This residual
head-of-line blocking at the transport layer limits HTTP /2’s effectiveness.
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2.2.3 Previous Attempts

Over the years, various new transport protocols were proposed to address TCP’s
rigidity. The Stream Control Transmission Protocol (SCTP) is one notable exam-
ple. SCTP was designed with features like multi-streaming (independent ordering
per stream to avoid head-of-line blocking between streams) and multi-homing (a
connection, called an association in SCTP, can span multiple network interface ad-
dresses for redundancy) [28]. SCTP employs a four-way handshake (with a cookie
mechanism to protect against spoofed connection requests) and can seamlessly fail
over to an alternate path if one network path drops [28]. Despite these advantages
and being a standardized protocol, SCTP saw limited adoption in the web ecosys-
tem; middleboxes and NATSs often did not support SCTP, and it was not enabled
by default in most client operating systems or browsers [32, [19]. Another line of
work attempted to improve TCP itself via new congestion control algorithms like
Cubic or Bottleneck Bandwidth and Round-trip propagation time (BBR), and ex-
tensions like TCP Fast Open, but these still operate within TCP’s fundamental
design [6,34]. SPDY (and subsequently HTTP/2) demonstrated that application-
layer improvements have limited effect if the underlying transport layer remains
unchanged [21]. These experiences set the stage for more radical rethinking of
transport protocols, leading to the development of QUIC and MPTCP as well
as related efforts in encryption and tunneling protocols [19, 32]. Below, the key
approaches that have emerged are outlined.

2.3 Modern Transport Layer and Application Layer
Protocols

This section surveys the most significant recent developments at both the trans-
port and application layers of the Internet protocol stack. Table summarizes
the key properties, advantages, and deployment status of each protocol discussed
in this section, providing a comparative overview before the individual protocols
are explained in detail. The discussion begins with the major security and perfor-
mance improvements of TLS 1.3, then examines transport protocol innovations like
MPTCP and QUIC. Building on these, the section explores new application pro-
tocols such as HT'TP/3, as well as advanced frameworks like MASQUE and Web-
Transport, which extend flexibility and performance for modern web use cases.
Together, these protocols represent the state of the art in secure, efficient, and
adaptable Internet communication.

2.3.1 Transport Layer Security 1.3 (TLS 1.3)

TLS 1.3 is not a transport protocol by itself, but rather the latest version of the
ubiquitous security protocol that underpins HTTPS (and by extension, HTTP /2,
HTTP/3, QUIC encryption, etc.). TLS 1.3, finalized in 2018, is a major overhaul
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Table 2.1: Summary of Modern Transport Layer and Application Layer Protocols.

Protocol Layer Key Features Deployment
Status
TLS 1.3 Session /| 1-RTT (and 0-RTT) Widely deployed
Presenta- | handshake, stronger (default for
tion encryption, improved privacy, modern HTTPS)
reduced latency
MPTCP Transport | Multipath connectivity, Niche
seamless failover, bandwidth (Apple/iOS,
aggregation, Linux), limited
backward-compatible with elsewhere
TCP
QUIC Transport | Multiplexing, 0/1-RTT Broad (Google,
handshake, head-of-line Facebook,
blocking elimination, built-in Cloudflare,
encryption, connection browsers)
migration
HTTP/3 Application| Runs atop QUIC, eliminates Rapid adoption
transport Holi blocking, faster | (browsers, CDNs,
setup, encrypted by default large sites)
MASQUE Application| Tunneling (VPN, proxy) over Emerging
QUIC, multiplexed streams and | (Cloudflare
datagrams, minimal overhead WARP, draft
RFCs)
WebTransport Application| Multiplexed bidirectional Early adoption

streams/datagrams in browser
JS, low-latency, runs over

HTTP/3
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of TLS with an emphasis on both security and performance improvements. It
removes outdated or insecure cryptographic algorithms and modes (such as static
RSA key exchange and old ciphers), and simplifies the protocol state machine
to avoid many historical vulnerabilities. Critically, TLS 1.3 reduces handshake
latency compared to TLS 1.2: a full handshake in TLS 1.3 requires only one round-
trip between client and server (1-RTT) versus two in TLS 1.2, and it also supports
zero-round-trip (0-RTT) mode for repeat connections, where a client can send data
immediately without waiting at all [24]. This means faster connection setup for
secure sessions. TLS 1.3 also encrypts more of the handshake itself, providing
better privacy, since observers cannot see as much metadata during setup [24].
In summary, TLS 1.3 improves user privacy and reduces handshake latency [24],
making it an important complement to protocols like QUIC and HTTP/3 which
mandate encryption. Because TLS 1.3 is often embedded in these new transport
protocols, its improvements directly translate into faster and safer transport-layer
connections. For example, QUIC integrates TLS 1.3 directly into its handshake.

2.3.2 Multipath TCP (MPTCP)

MPTCP is an extension of TCP that enables a single transport connection to use
multiple network paths simultaneously [10]. The goal of MPTCP is to improve
reliability and aggregate bandwidth by pooling resources across multiple interfaces
(e.g. a smartphone’s Wi-Fi and cellular data). To an application, an MPTCP
connection still looks like a normal single TCP socket [10]—mno modifications are
required at the application layer to benefit from multipath capabilities. Under the
hood, however, MPTCP can establish additional TCP subflows (additional TCP
connections) between the same two hosts over different network interfaces or IP
addresses, and coordinate data transfer over all subflows. By doing so, MPTCP
can seamlessly move traffic to an alternate path if one path fails, and potentially
use all paths in parallel for greater throughput. This makes it attractive for mobile
devices that frequently switch networks or for scenarios where using both Wi-Fi
and cellular together can boost performance or provide failover continuity [10].

2.3.3 Quick UDP Internet Connections (QUIC)

QUIC is a new transport protocol initially developed by Google and later stan-
dardized by the IETF [14]. QUIC operates over UDP but provides a rich set of
transport features in user space. It was designed to tackle longstanding TCP issues
like slow handshake setup, lack of parallel streams, and poor support for mobil-
ity. QUIC is a message-oriented, multiplexed, and secure transport protocol: it
allows many concurrent streams of data within a single connection, with indepen-
dent flow control for each stream [14]. It integrates encryption (built-in TLS 1.3
for confidentiality and integrity) at the transport layer by default, so all payload
and most header information is encrypted [14]. QUIC’s handshake is streamlined
to reduce latency; it performs the cryptographic handshake in parallel with the
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transport handshake and can even send data in the first round-trip (0-RTT data)
when reconnecting to a server it has talked to before |[14]. Another notable feature
is support for connection migration: a QUIC connection is identified by a stable
connection ID rather than the 4-tuple of IP and port, which means if a device’s
network changes (e.g. switching from Wi-Fi to LTE), the QUIC connection can
continue seamlessly on the new network path without reconnecting [14]. These
properties make QUIC particularly suited to modern web use cases and have led
major web companies to embrace it, as discussed later.

2.3.4 Hypertext Transfer Protocol Version 3 (HTTP/3)

HTTP/3 is the latest version of the HTTP protocol and operates over QUIC,
in contrast to HTTP/2, which runs atop TCP [5]. By leveraging QUIC as its
transport, HTTP/3 eliminates head-of-line blocking at the transport layer, since
each QUIC stream is delivered independently. This architecture also enables
faster connection establishment and mandates encryption for all traffic by default.
HTTP/3 preserves the core semantics of HTTP/2—including streams, headers,
and methods—but redefines their encoding to suit QUIC’s features. Effectively,
HTTP/3 replaces the TCP+TLS stack of HT'TP /2 with QUIC, providing an ap-
plication protocol better suited to modern network conditions [5].

A key motivation for HT'TP/3 was to further reduce web page load times and
improve latency, especially under adverse network conditions. Because QUIC de-
livers reliability and flow control per stream and provides shared congestion con-
trol across all streams, HT'TP/3 can avoid the multi-stream head-of-line blocking
problem inherent to HTTP/2 [5]. In practical terms, packet loss in one HTTP/3
stream does not impact the progress of others, whereas, in HTTP /2, all streams
on a connection are stalled by a single lost TCP packet.

2.3.5 Multiplexed Application Substrate over QUIC Encryption

Multiplexed Application Substrate over QUIC Encryption (MASQUE) is a frame-
work and set of protocols that enable tunneling and proxying various types of
traffic within an HTTP/3 (QUIC) connection. In essence, MASQUE allows an
HTTP/3 client and server (often, a user and a proxy) to negotiate the ability to
exchange arbitrary datagrams or even IP packets, all encapsulated inside a single
QUIC connection [26]. This approach can be used to build VPNs or general-
purpose proxies that are indistinguishable from regular HT'TPS traffic, since to
the network everything looks like QUIC-encrypted data between the client and
proxy. For example, MASQUE defines mechanisms like HT'TP Datagrams and
extended CONNECT methods so that a client can request the proxying of UDP
traffic to some target, and then send/receive those UDP packets as QUIC DATA-
GRAM frames inside the secure connection [26]. By multiplexing stream-based
HTTP requests and datagram-based proxy traffic together, MASQUE can effi-
ciently use one underlying transport connection for many purposes concurrently.
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A key benefit is improved privacy and obfuscation—e.g. someone observing the
network cannot easily distinguish if the user is loading a webpage or tunneling IP
traffic—as well as improved performance by reducing overhead (one handshake for
many tunneled flows).

2.3.6 WebTransport

WebTransport is an emerging protocol framework that enables web applications
(JavaScript in browsers) to use a dedicated transport-like channel to servers, with
support for multiple streams and datagrams, all accessible via a JavaScript APIL.
In effect, WebTransport gives web developers an alternative to the traditional
WebSocket or AJAX mechanisms for sending data: it allows bidirectional, mul-
tiplexed, and possibly unreliable communication over HTTP/3 [31]. The Web-
Transport protocol is implemented on top of HT'TP /3 (and QUIC); a client opens
a special WebTransport session to a server (over an HTTP/3 connection), after
which it can open any number of unidirectional or bidirectional streams and send
datagram packets, all within that session [31]. WebTransport is designed to be
“safe” under the Web security model (it obeys the same-origin policy, etc.) while
giving capabilities similar to a raw UDP/TCP socket, but with the convenience
of running through HTTPS/QUIC. This is very useful for applications like real-
time gaming, live media feeds, or file sharing directly from the browser, where the
request-response pattern of HI'TP is too limiting. By standardizing this capabil-
ity, WebTransport avoids the need for hacks like abusing WebSockets or multiple
HTTP requests for real-time data, and it leverages QUIC’s benefits (low latency
and multiplexing) underneath [31, 33]. As of 2025, WebTransport drafts are in
progress at the IETF and implementations are being tested in browsers.

2.4 Evaluation and Discussion

The following sections provide a detailed comparative evaluation of the most sig-
nificant next-generation transport and application protocols. The performance dif-
ferences between QUIC (HTTP/3) and TCP (HTTP/2) are first analyzed under
various network conditions, followed by an examination of large-scale deployment
experiences. Subsequent subsections review empirical evidence on the adoption
and effectiveness of MPTCP, MASQUE, and WebTransport in real-world scenar-
ios. Table summarizes the principal findings of the evaluation, highlighting
where each protocol delivers notable benefits, the scenarios in which these are
most evident, and key deployment challenges.

2.4.1 MPTCP Performance and Adoption

Multipath TCP (MPTCP) has been proposed for over a decade to harness multiple
network interfaces concurrently (e.g. Wi-Fi + cellular) for greater performance and
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Table 2.2: Key Findings from Protocol Evaluation and Adoption.
Protocol Main Benefits Where Benefits Key Challenges
Are Most
Pronounced

MPTCP Aggregated Multi-interface Middlebox/NAT
bandwidth, scenarios (mobile, | compatibility,
seamless failover, vehicular, limited real-world
session continuity Wi-Fi+cellular) deployment

QUIC and Reduced latency High-latency, CPU overhead on

HTTP/3 (0/1-RTT), avoids | lossy, mobile or fast /reliable links;
HoL blocking, fast unreliable requires UDP
connection networks; tail support;
migration, improved | latency reduction | implementation
user experience tuning

MASQUE Efficient VPN/proxy Proxy configuration,
tunneling /proxying, | scenarios, lossy congestion
minimal overhead, last-mile networks | management, early
privacy (traffic deployment stage
obfuscation),
scalable

WebTransport Multiplexed Browser-based Early
real-time apps, lossy standardization,
communication in networks, browser /server
browsers, low concurrent support, API
latency, no HoL streams maturity

blocking
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reliability. Recent empirical studies provide insight into both, the performance of
MPTCP in real-world scenarios (mobile, vehicular, etc.) and its adoption in the
wild.

2.4.1.1 Performance Benefits in Mobile and Vehicular Use

A wealth of research confirms that when MPTCP is enabled, it can improve
throughput, latency, and robustness by utilizing multiple paths. Modern smart-
phones are often multi-homed (e.g. Wi-Fi + cellular). MPTCP allows simulta-
neous use of both links, which has been shown to increase aggregate bandwidth
and provide seamless failover. For example, Apple’s use of MPTCP in Siri is
aimed at reliability: if Wi-Fi drops during a Siri request, the connection transpar-
ently continues over cellular. Korea Telecom has leveraged MPTCP in its network
(in partnership with Samsung) to deliver gigabit-class speeds by bonding LTE
and Wi-Fi connections [27], something a single interface could not achieve alone.
Academic studies similarly demonstrate that MPTCP can aggregate bandwidth
across interfaces. One vehicular network experiment showed that using MPTCP
with a car’s LTE and 802.11p Wi-Fi links yielded higher total throughput than
either link alone, and allowed smooth handover when the car moved out of Wi-Fi
range [13]. The MPTCP session seamlessly switched to the cellular link when
the Wi-Fi dropped, avoiding a connection break. This illustrates MPTCP’s po-
tential in vehicular or mobile scenarios to preserve session continuity and quality
as network availability changes. Another benefit observed is improved resilience:
by sending duplicate or split traffic across paths, MPTCP can tolerate one path’s
packet loss or high latency by compensating with the other path. Researchers
have found MPTCP generally achieves higher aggregated throughput and better
resource utilization than single-path TCP in heterogeneous network conditions [27].
These gains are most pronounced when network paths have complementary char-
acteristics (e.g. one may have lower latency, the other higher throughput). Em-
pirical QoE studies (before 2020) on mobile web browsing over MPTCP showed
faster page load times in scenarios where one interface on its own was insufficient,
though energy consumption is a consideration (using two radios can drain battery
faster, which is an active research topic for MPTCP scheduling). Overall, the real-
world evidence suggests that in multi-interface environments—from smartphones
to connected cars—MPTCP can significantly boost performance and reliability by
pooling network resources.

2.4.1.2 Adoption and Real-World usage

Although standardized in 2013, MPTCP’s deployment was historically limited.
New measurements post-2020 indicate a cautiously growing uptake. A longitudi-
nal study scanned the Internet and found a steady rise in MPTCP-capable hosts:
by late 2021, over 13000 IPv4 addresses responded to MPTCP handshakes (ap-
proximately doubling from the year prior) and around 1000 [Pv6 addresses (a 40x
increase, though from a small base) [27]. This growth correlates with Apple’s
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adoption—Apple iOS devices use MPTCP for Siri, Apple Music, Maps, and Wi-
Fi Assist, and in early 2022 Apple enabled MPTCPv1 on iOS, rapidly increasing
the number of MPTCPvl1-capable servers (hundreds of Apple servers upgraded to
v1) [27]. Indeed, the scans showed Apple dominates MPTCPv1 deployment in the
current Internet [27]. Outside of Apple’s ecosystem, support is still sparse but ris-
ing: the same study found ~13k hosts with MPTCPv0 (mainly Linux-based servers
or proxies) and only ~100 hosts with MPTCPv1 as of 2022 |27]. In terms of traf-
fic, MPTCP remains a tiny fraction—analysis of backbone traces showed MPTCP
traffic volume increased 20x from 2014 to 2021, but still under 0.5% of bytes (only
0.044% of TCP traffic in one 2021 trace) [1]. In other words, MPTCP is growing
in use but has not yet achieved mass adoption; it’s mostly employed in niche or
controlled environments (e.g. Apple’s services, research testbeds, or specific car-
rier offerings). A complicating factor for wider adoption is middleboxes: studies
uncovered that many hosts appear MPTCP-aware due to middleboxes mirroring
TCP options (false positives), and some middleboxes interfere with MPTCP’s sub-
flow establishment 27} |1]. This suggests deployment challenges—network devices
not recognizing MPTCP can block or disrupt it—which partly explains the slow
rollout despite MPTCP’s benefits.

2.4.1.3 Current Status and Challenges

With MPTCP now part of Linux (since kernel 5.6 in 2020) [29] and available
via APIs on 108, its adoption may accelerate. However, the fragmented uptake
(dominance in Apple’s closed ecosystem but not widely used elsewhere) shows
that incentives and compatibility issues remain. Some carriers and vendors hesi-
tate to deploy MPTCP because of middlebox compatibility and the complexity of
managing multipath connections. Additionally, the rise of QUIC has introduced
an alternative path to multipath capabilities (the IETF is exploring Multipath
QUIC as a future extension, which could potentially sidestep some TCP-level is-
sues). For now, MPTCP’s real-world usage is concentrated in specific domains
that need multi-homing support. The empirical data in the previous section can
guide the discussion: MPTCP clearly works and improves performance in the sce-
narios where it’s enabled, but its overall impact on Internet traffic is still limited
by deployment barriers.

2.4.2 QUIC Performance

Recent empirical studies offer a nuanced view of QUIC (HTTP/3) performance
compared to TCP (HTTP/2), showing significant gains in some scenarios but
minimal or even negative impact in others.
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2.4.2.1 Lossy or High-Latency Networks

QUIC often outperforms TCP under adverse conditions. One systematic evalu-
ation found HTTP/3 can greatly outperform HTTP/2 in noisy links—achieving
up to ~88% faster transfers under high packet loss and latency, thanks to QUIC’s
UDP multiplexing and connection migration features [20]. In extreme loss sce-
narios, QUIC maintained robust throughput (improving performance by ~81% in
one test) whereas TCP throughput collapsed [20]. Similarly, an empirical study of
Dynamic Adaptive Streaming over HTTP (DASH) showed QUIC/HTTP3 deliv-
ering better Quality of Experience (QoE) than TCP/HTTP2. With certain low-
latency adaptive streaming algorithms, HTTP /3 achieved higher throughput and
faster media segment downloads, outperforming HTTP /2 especially on lossy net-
works [7]. These results indicate QUIC’s design (eliminating head-of-line blocking
and fast 1-RTT handshakes) yields lower latency and better resilience on unreliable
paths. Real-world data aligns with this: Facebook reported a 20% reduction in
tail latency for requests after enabling QUIC [15], and Cloudflare observed ~116
ms faster TLS handshake times at the 95th percentile with HTTP/3 enabled (a
~17% improvement in high-latency cases) [30].

2.4.2.2 Well-Provisioned or High-Speed Networks

In contrast, the advantages of QUIC can fade on very fast, reliable links—and
may even reverse. A 2024 study found that over high-bandwidth, low-delay Inter-
net paths, the QUIC+HTTP/3 stack suffered up to 45% lower throughput than
TCP+HTTP/2 [36]. Moreover, this performance gap widened as bandwidth in-
creased [36]. The degradation was observed across multiple browsers (Chrome,
Firefox, etc.) and affected applications like video streaming (reducing video bitrate
by ~9-10%) [36]. Root-cause analysis traced the slowdown to QUIC’s implemen-
tation overhead—in particular, high CPU cost of user-space packet processing
and frequent ACK handling [36]. In essence, on gigabit networks with minimal
loss, current QUIC stacks can become CPU-bound, negating throughput benefits.
These findings temper the “QUIC is always faster” narrative, showing that TCP
can outperform QUIC in ideal network conditions (where TCP’s inefficiencies like
head-of-line blocking are irrelevant and QUIC’s overhead dominates).

2.4.2.3 Impact of Implementation and Congestion Control

Multiple studies stress that QUIC’s real-world performance depends heavily on how
it’s deployed and tuned. A large-scale 2021 comparison of production QUIC vs.
TCP (testing Google, Facebook, and Cloudflare’s live services) concluded that con-
gestion control choices often outweigh protocol differences. For instance, Google’s
BBR congestion control versus Reno could swing results more than QUIC vs TCP
itself [35]. That study confirmed QUIC’s 1-RTT handshake gives a modest win for
small payloads (e.g. slight faster completion for sub-1MB objects), but for larger
transfers the handshake advantage was negligible [35]. Notably, they found QUIC’s
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widely praised elimination of head-of-line blocking had little observable impact on
page load times in practice [35] —likely because modern HTTP/2 uses already
optimized multiplexing and most web flows aren’t heavily stalled by a single lost
packet. In scenarios with 1% packet loss, differences came down to congestion al-
gorithms: for example, Cloudflare’s QUIC initially underperformed HTTP /2 until
tuning issues were identified [35]. The key implication is that many performance
“wins” or regressions attributed to QUIC are in fact due to implementation quirks,
default parameters, and congestion control algorithm behavior [35]. In summary,
QUIC can be faster than TCP, but achieving that consistently requires careful
engineering (e.g. CPU optimizations, loss recovery tuning) to avoid undermining
QUIC’s theoretical advantages.

2.4.3 QUIC Adoption

Major technology companies and CDNs have widely deployed QUIC (HTTP/3) in
production, yielding valuable data on its real-world benefits.

2.4.3.1 Facebook/Meta’s Adoption

Facebook began migrating its traffic to IETF QUIC/HTTP3 around 2020 and by
late 2020 over 75% of Facebook’s Internet traffic was using QUIC [15]. This large-
scale rollout led to concrete performance gains. In the Facebook app, enabling
QUIC for API calls reduced request error rates by ~6% and cut tail request la-
tency by ~20% compared to HTTP/2 [15]. Response header sizes also dropped
~5% due to HPACK vs QPACK differences [15]. These improvements translated
into a smoother user experience. For example, Facebook’s video streaming saw
“transformative” improvements after QUIC deployment: the mean time between
rebuffering events increased by up to 22%, video stall frequency dropped 20%,
and video error rates fell ~8% in aggregate [15]. Notably, QUIC had an outsized
impact for users on slower or more error-prone networks (e.g. mobile networks in
emerging markets), consistent with QUIC’s strength in unreliable conditions [15].
Facebook’s engineers did encounter some regressions (e.g. app heuristics tuned
for TCP had to be readjusted for QUIC’s faster speed) [15], and they invested in
optimizing their QUIC implementation (mvfst) for CPU efficiency before enabling
QUIC for all content [15]. By 2021, Facebook had extended QUIC to Instagram
and their web frontends, reporting similar or better performance gains on those
platforms [15]. In summary, Facebook’s real-world deployment confirms several
QUIC benefits (lower latency, fewer errors, better video QoE), especially under
conditions where TCP previously struggled.

2.4.3.2 Cloudflare and Web-Wide Adoption

Cloudflare, as a major CDN, enabled HTTP/3 across its edge network early and
has tracked adoption closely. By late 2023, about 20% of global web requests seen
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by Cloudflare used HTTP/3 [4], while roughly 47% were HTTP/2 and the rest
HTTP/1.x. Some countries have even higher HTTP/3 usage—up to ~30-35% of
traffic—although no country exceeded 35% HTTP/3 as of 2023 [4]. This indicates
substantial uptake of QUIC in just a few years since standardization. Cloudflare’s
measurements also highlight performance benefits of HT'TP /3 for TLS connection
setup and handshake latency. In a controlled A/B test, identical content served
with HTTP/3 had significantly faster connection times than HTTP/2: at the
95th percentile, enabling HTTP /3 reduced connect latency from 695 ms to 579
ms (a ~17% improvement) [30]. Median connection time also improved (130 ms
vs 174 ms) [30]. Cloudflare attributes this to QUIC’s zero-RTT handshake and
loss-tolerant setup, which allows clients to start sending data sooner [30]. The
faster setup, combined with QUIC’s ability to avoid head-of-line blocking, helps
improve user-perceived page load times in real networks with nontrivial round-
trip delays [30]. Beyond performance, Cloudflare notes increased confidence in
HTTP/3: 2022 was a “milestone year” for HI'TP/3 deployment, and by 2024 all
major browsers have it enabled by default |22, |30]. In practice, adopting HTTP/3
is often as simple as toggling it on (Cloudflare offers it free to all customers), but
the impact can be significant for end-user performance on suboptimal networks.

2.4.3.3 Other Adoptions

Google was the pioneer of QUIC, deploying a precursor (gQUIC) for Google Search,
YouTube, and other services in the mid-2010s. Google’s early experiments report-
edly saw modest page load time improvements (on the order of a few percent mean
page load time reduction) for high-traffic sites by using QUIC [16], especially on
mobile and high-latency connections. Since 2020, Google has moved to IETF
QUIC and enabled HTTP/3 in Chrome (as of version 87+). Although Google
hasn’t published new performance figures recently, QUIC remains fundamental to
their protocols (e.g. HTTP/3 and HTTP /3-based VPN /proxy protocols). Akamai,
another large CDN, was an early adopter as well—they deployed Google’s QUIC
in 2016 and have since offered IETF QUIC support to customers [36]. Overall, the
large-scale deployments by Google, Facebook, Cloudflare, and others demonstrate
that QUIC/HTTP3 is not only widely supported but also generally beneficial. The
degree of benefit, however, varies by context: sites with lots of small objects or
users on high-latency mobile links see the most gain, whereas sites on very fast
networks might see more modest differences or need to optimize QUIC’s resource
usage.

2.4.4 MASQUE Performance and Adoption

Empirical evaluations have shown that MASQUE introduces minimal bandwidth
overhead—typically in the range of 3-5% when using QUIC datagrams as the en-
capsulation method [18]. For instance, it was measured that encapsulating UDP
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packets via HTTP/3 DATAGRAM frames results in a mean overhead of approxi-
mately 3%, with this overhead decreasing as packet sizes increase [18]. When reli-
able delivery is required (using HTTP/3 streams), the overhead can be higher due
to retransmissions and additional framing; however, even in these cases, MASQUE
can significantly reduce end-to-end latency under lossy last-mile conditions by re-
covering lost packets locally at the proxy [1§].

Notably, MASQUE acts as a performance-enhancing proxy in lossy network scenar-
ios. In controlled experiments with simulated last-hop packet loss rates of 2-5%,
reliable stream-based MASQUE tunnels reduced file transfer completion times by
up to 80% compared to direct QUIC connections, since local retransmissions over
the short client-proxy link quickly recovered losses before they affected the end-
to-end flow [1§]. However, this can mask congestion signals from the origin server,
necessitating careful proxy configuration to avoid bufferbloat. Real-world deploy-
ment evidence confirms MASQUE’s scalability and reliability: Cloudflare reports
successful global operation of MASQUE in production as the core of their WARP
VPN service, now handling millions of connections per day. The protocol is de-
signed for high concurrency, with single MASQUE tunnels efficiently multiplexing
hundreds of flows, and modern implementations (e.g., in Rust or C++) achieving
line-rate throughput on commodity hardware |11} [12].

Additional studies in cellular network emulation environments have validated that
MASQUE-based QUIC proxies can maintain throughput and reliability across LTE
scenarios |25]. However, performance bottlenecks may arise in high-throughput
scenarios due to the computational limitations of real-time simulators such as ns-3,
which can introduce additional delay beyond protocol or network constraints [25].
In these environments, while the per-packet header overhead remains modest and
protocol-level tuning (including congestion control and scheduling) is important,
careful attention must also be paid to simulator resource constraints to avoid ar-
tificial bottlenecks [25].

2.4.5 WebTransport Performance

Empirical analysis shows that, under current browser implementations, WebSock-
ets outperform WebTransport in both connection setup and message response
times. In experiments using Chrome, establishing 50 new WebSocket or Web-
Transport connections typically took around 5 seconds, with WebTransport slightly
slower. Message response times increased linearly with the number of connec-
tions, but WebTransport’s latency was consistently higher than WebSockets in the
browser, and both were slower than a Node.js WebSocket client [33].

When adding artificial network latency (100 ms) or packet loss (7%), both protocols
experienced similar increases in connection and response times, with no observed
advantage for WebTransport. Notably, WebTransport failed to complete tests at
higher packet loss rates, contrary to expectations that QUIC would outperform
TCP in degraded conditions [33].
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Tests of WebTransport’s delivery mechanisms showed that single-stream and data-
gram modes reduced connection setup times compared to multi-stream, with data-
gram delivery maintaining low latency up to about 150 simultaneous messages,
beyond which message loss occurred. Chrome allowed up to 6,000 concurrent
WebTransport connections, compared to 250 for WebSockets, but WebTransport
setup required a larger payload and more packets. Once established, message
payloads were similar across both protocols [33].

WebTransport is still in a draft stage, with relatively few mature implementations.
Its theoretical advantages—such as support for multi-streaming and datagram-
based delivery—have yet to translate into clear empirical performance gains in
typical browser-based scenarios. As implementations mature, further research is
needed to clarify the circumstances under which WebTransport can reliably out-
perform WebSockets, particularly in adverse network conditions or at scale [33]

2.4.6 Summary

Table highlights the most significant quantitative results from the evaluation of
each protocol, summarizing where these technologies offer the greatest performance
benefits (or, in the case of QUIC and HTTP/3, important trade-offs) under real-
world conditions.

2.5 Summary and Conclusion

The following sections provide a summary of the key findings regarding the evalua-
tion and real-world impact of modern transport and application protocols, includ-
ing QUIC, HTTP/3, MPTCP, MASQUE, and WebTransport. The subsequent
discussion addresses the principal challenges and deployment barriers facing these
protocols, followed by an outlook on promising directions for future research and
development.

2.5.1 Key Findings

This paper has surveyed the evolution, design, and real-world performance of new
transport protocols and application protocols for the modern web, focusing on
QUIC, MPTCP, HTTP/3, MASQUE, and WebTransport. The evidence shows
that next-generation transport protocols deliver concrete benefits over legacy ap-
proaches, particularly in environments characterized by high latency, frequent loss,
or multipath connectivity. QUIC and HTTP/3 reduce connection establishment
delays through 1-RTT or 0-RTT handshakes and eliminate head-of-line block-
ing at the transport layer, translating into improved web performance on lossy
or mobile networks [20] |15, 30]. Large-scale deployments by leading technology
companies confirm these benefits, with notable improvements in user-perceived
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Table 2.3: Summary of Most Significant Quantitative Results for Modern Trans-
port Protocols and Application Protocols.

Protocol Key Numeric Summary Context
Result
QUIC and Up to 88% faster Under high loss or latency,
HTTP/3 transfers (20% QUIC/HTTP3 transfers are up to
(High-Latency lower tail 88% faster than HTTP/2/TCP;
Networks) latency) [20] production use at Facebook cut
tail latency by 20%.
QUIC and Up to 45% lower On high-speed, reliable links,
HTTP/3 throughput QUIC/HTTP3 can be up to 45%
(High-Speed (negative slower than TCP/HTTP2 due to
Networks) result) [36] CPU overhead (e.g., for large
video streaming).
MPTCP 20x increase in MPTCP traffic volume has
global use since increased 20-fold from 2014-2021,
2014 [1] though it remains under 0.5% of
total TCP bytes; enables seamless
failover in Apple/Samsung
deployments.
MASQUE Up to 80% faster In lossy last-mile networks,
file transfers [1§] MASQUE tunnels can reduce file
transfer times by up to 80%
compared to direct QUIC
connections, with only 3-5%
bandwidth overhead.
WebTransport 5,000-14,000 ms WebTransport setup takes 5-14s
connection setup per 50 connections (slower than
(browser); fails at | WebSockets); under 7%+ packet
high loss [33] loss, performance is comparable
or worse, and tests may fail to
complete. No measured latency
advantage over WebSockets under
degraded conditions.
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latency, error rates, and video streaming quality [15], |4]. MPTCP, meanwhile,
enables seamless aggregation of bandwidth and robust failover in multi-interface
scenarios, as demonstrated in both research testbeds and production systems like
Apple’s ecosystem [27, [13]. The emergence of MASQUE and WebTransport fur-
ther extends the reach of QUIC-based architectures, enabling efficient tunneling,
obfuscation, and real-time communication natively in browsers with minimal over-
head for MASQUE and some overhead for WebTransport [11], 33].

Importantly, empirical studies reveal that the real-world gains of these protocols
are context-dependent. While HTTP/3 over QUIC outperforms HTTP/2 over
TCP under adverse conditions such as high latency or lossy networks, its benefits
are less pronounced—and can even reverse—on fast, reliable links due to implemen-
tation overhead [36, [35]. Similarly, MPTCP’s impact is greatest where multiple
heterogeneous network paths are available, but its adoption remains limited by
middlebox interference and slow deployment in existing networks. Performance
outcomes are also strongly influenced by implementation choices, congestion con-
trol algorithms, and careful tuning [27].

2.5.2 Challenges and Ongoing Work

Despite the substantial progress, several challenges persist. Deployment barriers—
such as middlebox compatibility for MPTCP, varying UDP support for QUIC, and
the complexities of protocol negotiation—continue to slow universal adoption |1}
16]. Implementation overhead, especially CPU utilization in high-speed environ-
ments, remains a bottleneck for QUIC-based stacks [36]. Moreover, real-world
performance still depends heavily on the maturity of protocol libraries, tuning of
congestion control, and operating system support.

For MPTCP, middlebox traversal and the lack of consistent support outside of
tightly controlled environments (notably Apple’s platforms) constrain its broader
use. It appears that as of 2025, MPTCP is only natively available in the Linux and
macOS kernels, but not in the Windows kernel. QUIC, although widely adopted
in browsers and CDNs, faces ongoing scrutiny regarding optimal resource manage-
ment, fairness in shared networks, and security against novel attack vectors. The
deployment of MASQUE and WebTransport is in early stages, and widespread
interoperability and monitoring tooling are still emerging.

Research continues on extending these protocols. Multipath QUIC, for example,
seeks to combine QUIC’s flexibility with MPTCP’s multi-homing [32], while the
evolution of MASQUE and WebTransport will be shaped by browser support and
emerging real-time use cases. The trade-offs between performance, security, and
deployability remain active research areas.
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2.5.3 Future Outlook

The transport layer of the Internet is undergoing a significant transformation.
QUIC and HTTP/3 are now default in major browsers and CDNs, marking a gen-
erational shift away from TCP’s legacy limitations. MASQUE and WebTransport
point toward a future in which secure, multiplexed, and highly adaptive trans-
port is a built-in feature of the web platform itself, not an add-on. As proto-
col implementations mature and operating system, browser, and network device
support continues to improve, the proportion of Internet traffic carried by these
next-generation protocols will likely increase rapidly.

Key research directions include further optimizing protocol stacks for performance
and resource efficiency, addressing deployment and compatibility issues (particu-
larly for multipath technologies), and continuing to monitor security implications
as these protocols become ubiquitous. The anticipated standardization of Mul-
tipath QUIC, broader adoption of MASQUE proxies, and the evolution of Web-
Transport APIs will further shape the landscape. Ultimately, the adoption of these
protocols represents an ongoing, community-driven process, balancing innovation
with the practical realities of global Internet deployment.

In summary, the modern web is already reaping the benefits of new transport pro-
tocols, but continued research, careful engineering, and cross-ecosystem collabora-
tion are essential to fully realize their potential for secure, reliable, and performant
Internet communication.
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Chapter 3

Blockchains beyond Cryptocurrency —
Practical Use Cases

Efe Saman, Cagla Ataoglu

Blockchain is a transaction and data management technology that prioritizes de-
centralization and immutability. It was initially developed as a distributed ledger
for cryptocurrency transactions but nowadays, its application has spread into many
other fields and industries. This report looks into some use cases of blockchain be-
yond cryptocurrency and evaluates the benefits and drawbacks of using blockchain
. such scenarios. Namely, it investigates supply chain management, healthcare,
wdentity verification, voting systems, intellectual property protection, and banking
and finance as areas where blockchain has practical uses. The report considers how
blockchain technology can be applied to the field in general and examines specific
existing applications.
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3.1 Introduction

3.1.1 What is Blockchain

Blockchain is a distributed ledger technology, which means a collection that is dis-
tributed between many machines [52]. The ledger consists of transactions of tokens
on blockchains and are recorded in blocks that are chained together, which makes
the blockchain name. Each block has a unique hash value that gets generated
from the transactions on the block. Every block references the previous block on
the chain via its hash value |2, [64]. Blockchain gained significant traction with its
application in cryptocurrencies, the most important cryptocurrency being Bitcoin.
Blockchain was first proposed with Bitcoin, as a peer-to-peer electronic currency
technology [40]. The peer-to-peer, immutable, secure, and transparent nature of
blockchains is a great tool for cryptocurrencies. Through the peer-to-peer network,
the blockchain operates without the need for intermediary services, such as banks
8]

In blockchains, the transactions initiated by users are grouped into blocks. These
blocks are validated by network participants, whom are referred to as nodes,
through consensus mechanisms such as Proof of Work (PoW) or Proof of Stake
(PoS). This validation (consensus) allows for the distributed network to always
have an agreement on the blocks. When a block is added to the blockchain, it
gets the hash of the previous block to reference it, and gets appended to the end
of the chain [32]. Figures and demonstrate an overview of the consensus
mechanism and the chain of blocks.

New Transactions are broadcast to all nodes @

A leader is elected through a leader election
mechanism (e.g. Puzzle Competition)

Py Leader creates a block of all new transactions
- .‘} and broadcast it

Based on multiple rounds of explicit or implicit
voting, a consensus is reached on the block

Nodes add this new block to their blockchain

-l Sea [HHHH

[H -

Figure 3.1: Blockchain consensus scenario highlighting the steps taken [45].

The real world applications of blockchains are not limited to cryptocurrencies.
This report will cover several practical use cases of blockchain technology beyond
cryptocurrencies, focusing on supply chain management, healthcare, finance, the
Internet of Things (IoT), and identity management.
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Figure 3.2: The structure of chain of blocks with header and data [45].

3.1.2 Key Features

Some key features of blockchain that showcase its effectiveness and usability are
immutability, decentralization, consensus mechanisms, distributed ledger, smart
contracts, and cryptography.

Once data is recorded on a blockchain, it cannot be altered or deleted, which makes
the blockchain immutable. Each block has a cryptographic hash that is generated
through the data it contains, and every block references the previous block through
these hashes. This chain structure makes altering the data of any block almost
impossible, as it would invalidate the hash of a block, hence the consequent blocks
in the chain [64], 61]. In addition, the nodes on the blockchain communicate on a
peer-to-peer network. The blocks in the blockchain are maintained through this
decentralized network. This eliminates the single point of failure [61, 13] and gives
the blockchain its decentralized structure. Transactions are validated through
consensus mechanisms such as Proof of Work (PoW) or Proof of Stake (PoS).
The consensus mechanisms ensure that all nodes agree on the current state of the
blocks (the data) in the blockchain through these mechanisms. This maintains
consistency and prevents fraud [61].

The blockchain acts as a distributed ledger. The data recorded in the blocks are
recorded in every node in the blockchain network. The blockchain is replicated
across all nodes, which enhances resilience, and provides transparency. If any
node fails or become compromised, other nodes can still access the data [13].
Smart contracts in blockchains are programmable contracts (code blocks), which
are executed when certain criteria are met on the network. These criteria are
based on predefined rules, and the blockchain handles the execution of the smart
contracts without the need for intermediary services. Ethereum pioneered the
integration of smart contracts |[65]. It is important to use proper cryptography
algorithms to ensure data security on the blockchain. Even though the blocks are
distributed in the decentralized network, it is important that ownership verification
and transaction approvals can be made. Users possess a pair of cryptographic
keys: a public key, which represents their identity on the network, and a private
key, which authorizes transactions, which provide security [40].
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3.1.3 Benefits

The blockchain is inherently transparent and allows for traceability of transac-
tions. The blockchain nodes have the same distributed ledger, so all participants
have access to the same data, providing transparency. Additionally, the clear his-
tory of transactions and ownership provide traceability |[13]. The cryptographic
algorithms used to encrypt data on the blockchain and the immutability (the fact
that no data can be altered) provides proof of ownership,and enhances trust [61].
Moreover; cryptographic algorithms, consensus protocols, and immutability pro-
vide strong data integrity and security. It is very difficult for attackers to alter
historical records [61]. Blockchains can also improve the efficiency of some work-
flows with its smart contracts’. They speed up automatable processes by eliminat-
ing intermediaries, reduces manual intervention, and lowers operational costs [65].
Direct peer-to-peer interactions reduce the reliance on traditional intermediaries.
Hence, cutting costs and improving efficiency [13].

3.1.4 Challenges

Despite the benefits, blockchain faces challenges. Migration to blockchain systems
often requires fundamental changes to existing systems, which introduces many
technical challenges [13]. Interfacing blockchain networks with legacy IT infras-
tructure is technically challenging and often requires the development of new stan-
dards and protocols [65]. In some jurisdictions, the regulations for the blockchain
system are not clearly defined. This prohibits the development of systems utilizing
blockchain [13]. Moreover, some blockchain platforms perform very poorly when
processing large volumes of data, mainly due to their consensus mechanisms, lim-
iting their use in large-scale applications [61]. Consensus protocols such as Proof
of Work are highly energy-intensive, contributing to significant environmental im-
pacts [61].

3.2 Applications

3.2.1 Supply Chain Management

Supply chain management (SCM) is a field that comprises of all planning and
management of supply and demand within and across companies and also in-
cludes logistics management [16]. The transparency and traceability properties
of blockchain play a key role in product tracking and inventory management, as
well as counterfeit identification and fraud prevention [44]. Having a tamper-proof
record of all transactions provides actors from all across the supply chain with
reliable, secure, and auditable information.

In a supply chain, a chain of custody refers to “the time-ordered registry of par-
ties who take physical custody of a product as it moves through the supply chain
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network”. Keeping a secure record of the movement of objects in a supply chain
is essential in use cases such as identifying the origin of a product, enforcing certi-
fications and improving transparency [6]. Blockchain technology offers a method
to achieve a transparent and traceable chain of custody by representing physical
goods as tokens and constructing smart contracts to automate points of transac-
tion. In this way, the usage of blockchain in a SCM also establishes greater end cus-
tomer satisfaction because suppliers, manufacturers, distributors and many other
involved parties can be verified, and the customer is provided with more trustwor-
thy guarantees of the goods’ origins.

Thanks to its decentralized architecture, blockchain is inherently collaborative —
this fits in well with supply chain management as there is a need to eliminate
the process of determining a controlling party or a mediator, which requires a lot
of trust. This trust needs to be established by all parties, such as the supplier,
manufacturer, and buyer [59]. This centralized approach is problematic because if
the trusted party is compromised, the entire supply chain could be put in jeopardy.
Moreover, this allows for all parties to blame one another in case of dispute. In
blockchain systems, consensus should be fulfilled by all nodes in the system, which
mitigates the problem of establishing trusting parties and resolving conflicts in
uncertain scenarios.

3.2.1.1 IBM Food Trust

Some industries require more sensitive and careful supply chain management, and
the food industry is one of them. Both consumers and producers are expressing
greater concern in wellness, health, and sustainability in the food and beverage
industry, and it’s to all parties’ benefit that food items are traceable and protected
against fraud [49]. This is where blockchain can provide great benefit in terms of
transparency, efficiency, and security.

One real world example of blockchain in the food industry is IBM Food Trust,
a platform that uses blockchain technology to track food products up and down
supply chains. The IBM Food Trust network has been used by major corporations
such as Walmart and Nestle [20], and the pilots with these companies have yielded
impressive results. For example, an analysis of the time it takes to trace the origin
of a pack of mangoes from Walmart found out that IBM Food Trust’s technology
reduced this time period from about 7 days to 2.2 seconds [38]. This is just one
of IBM Food Trust’s many use cases, which also includes protecting against food
fraud, tracking sources of food-borne disease, sharing information with partners in
a secure way, storing batch numbers and expiry dates, more efficient transport of
goods, and more [36].

The power behind IBM Food Trust comes from a distributed ledger technology
called Hyperledger Fabric. Hyperledger Fabric is an open source platform from the
Linux Foundation that is commonly used in enterprise level blockchain platforms.
The platform is highly customizable and provides robust security, privacy, and
scalability [24]. There are several properties of Hyperledger Fabric that distinguish
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it from other blockchain platforms and make it a suitable choice for IBM Food
Trust and other similar enterprise applications.

Permissioned network: Other well-known blockchains such as Ethereum are built
on a permissionless networks, which means that the data stored on the
blockchain can be accessed by all participants. In the case of Hyperledger
Fabric, however, all participants in the network must be known and approved
and members must be authorized properly before joining the network. This is
implemented by a virtual blockchain network that sits on top of the physical
one, having its own access rules to minimize exposure of data. These features

of the Hyperledger Fabric allow companies to ensure stronger privacy where
needed [24} 31].

Channels: Hyperledger Fabric allows private transactions to take place between
specific members of its network. These transactions take place in subnets
called “Channels”. Channels have their own separate ledgers, so transactions
are not exposed to those outside of the channel [29)].

Chaincode: Chaincode is the name given to smart contracts in Hyperledger Fabric.
Chaincode programs can be written in Go, Java, or node.js and their purpose
is to handle business logic. The organizations in the channel need to define
the conditions that have to be met so that the chaincode executes and the
transaction takes place [30].

Consensus mechanisms: Consensus mechanisms are pluggable in Hyperledger Fab-
ric, which means that the algorithm used to reach consensus can be config-
ured by the user to match the application’s needs. Practical Byzantine Fault
Tolerance, RAFT, and Solo are some algorithms that are most commonly
used in Hyperledger Fabric [24].

Figure[3.3|shows an overview of how organizations, channels, and contracts interact
in Hyperledger Fabric. Vehicle and Insurance are two private channels and an
organization can participate in multiple channels. Two contracts named ’car’ and
‘insurance’ are defined, and the endorsement policy is defined by the members
of the channel the contract is in. For example, the car contract requires both
participating organizations, ORG1 and ORG2, to sign the transactions before they
are executed, while the insurance channel only requires ORG3 to sign.

3.2.2 Healthcare

Healthcare is an industry which encompasses many sub-fields such as public health,
medical services, health insurance, medical equipment production, the pharmaceu-
tical industry. Health data is considered one of the most sensitive types of data
out there, so it could really benefit from blockchain as a way to ensure security.
Current electronic health record and electronic medical record systems handle the
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Seller Organization Buyer Organization

Endorsement Policy:
ORG1 AND ORG2

application:

seller = ORGI1; car contract:
buyer = ORG2;
transfer (CAR1, seller, buyer); transfer (car,... ):

application: insurance contract:
owner = ORG1;

insurer = ORG3;
insure (CAR1, owner, insurer); J

insure(car,... ):

Endorsement Policy:
ORG3

ORG1 INSURANCE CHANNEL ORG3

Owner Organization Insurance Organization

Figure 3.3: Diagram showing how channels, organizations, and contracts interact
in Hyperledger Fabric [30].

security of medical records, data ownership and integrity, but not without issues.
Blockchain can be used to overcome these challenges [48].

In healthcare, there are different ways technology is used to process and store
medical information. The storage of patient medical records is crucial, as data
breaches and leaks in healthcare are very dangerous [4§]. Consequently, security
and data integrity are very important. In addition, the fight against counterfeit
medications is an important area in which technology is used. More than 700,000
people die from fake drugs, even with the current technologies used in healthcare
[33]. Hence, transparency in medical information, data traceability, and integrity
are crucial which blockchain offers. Let’s delve into real applications of blockchain.

3.2.2.1 Modum.io

Modum.io is a Zurich-based startup that uses blockchain to provide monitoring and
analytics tools for pharmaceutical supply chains. The company’s main objective
is to ensure that medical products are stored and transported safely. The moves
of healthcare products are stored in a system that utilizes blockchain to ensure
data integrity. Figure highlights the use of blockchain in the architecture of
the whole system.

The blockchain provides immutable, chronological records of medicine produced
and transported. This allows for secure and traceable untampered data of medicine
that has been shipped or transferred, with details such as container temperature.
Modum.io uses the Ethereum network to utilize the benefits of the blockchain.
The smart contracts written in the Ethereum network eliminate the need for in-
termediary services, that would normally track the medicine for good distribution
practice (GDP) compliance and temperature checks. These smart contracts are
executed automatically by the blockchain when there is a new shipment, new trade
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or new medicine. The results are then recorded on the Ethereum blockchain and
are immutable afterwards [10].

_________________________________________________________________________________________________________

Backend = e o » Front-end

Ensure data

; g si;‘ . 5 % &
! X g :‘ § Rest API %((f 3

¢ 1\ _JSON Bluetooth
N e ﬂ;

: i E i Mobile .E (f,_ i
"""""""" | ! Device(s) b :

Contract(s)

Figure 3.4: The architecture of Modum.io .

3.2.2.2 Gecoin

Gcoin is a blockchain system that aims to solve the problem of counterfeit drugs
by utilizing blockchain. Gceoin records transactions of drugs, from production until
it reaches patients. The blockchain has levels of authority that grant different sets
of privileges to different groups. Figure highlights these roles and how they
interact with the blockchain. It can be seen that only large manufacturers and
government agencies can mine, which is the process of creating new drugs on the
blockchain. These drugs can then be traced back on the blockchain, as blockchains
are immutable and transparent.
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Figure 3.5: Roles of users on Gcoin ||

Figure shows the translation of the real life transportation/trading process
of drugs (offline) in the blockchain. The process starts with the manufacturer
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producing the drug, and creating the drug on the blockchain. Then, moves on with
the transactions between parties on the blockchain until it reaches the patient.
However, one challenge of blockchains is that they can have poor performance
because of consensus mechanisms. However, [57] concludes that the "processing
ability of the Gcoin blockchain is more than sufficient.”.

By using blockchain, counterfeit product detection in the pharmaceutical industry
becomes much more secure and reliable. This would especially be useful in the
export of drugs and vaccines into less developed countries, where counterfeit drugs
are much more widespread and the existing systems in place are less trustworthy.
Since blockchain is a decentralized system, the need to trust central authorities,
intermediaries and third parties is significantly reduced, which simplifies interna-
tional transactions and transports.

3.2.2.3 Blockchain-based Healthcare in Estonia

Estonia has implemented a system with the cooperation of a company called
Guardtime to store the health data of its citizens. The system is built on top
of the proprietary Keyless Signature Infrastructure (KSI), which stores over a mil-
lion citizens’ health records. The blockchain (KSI), only functions as a validator for
the health data that is stored in a separate storage system. The blockchain tracks
the creations or updates of health data, but not the data itself. The KSI technol-
ogy is unique in not using a public key interface (PKI) to encode transactions and
store them as a list in blocks [11}, 27].

KST uses hash trees, and does not use any cryptographic keys. Rather than storing
the whole transactions on the blocks, KSI generates a signature directly from the
data using a one-way, collision free hashing algorithm and aggregates these hashes
in a hash tree. Then, to validate if a data is indeed in the blockchain, KSI confirms
if the data exists in the true hash tree. This significantly reduces the transaction
speed, as adding a new transaction becomes a lot faster, but the system becomes a
lot more scalable, as it does not slow down with more transactions. The aggregated
hash trees make the operations a lot faster. Figure showcases the structure
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of a hash tree, and figure demonstrates how given a data y, the hash function
can be used to climb up to the root of a hash tree. KSI concludes that if x;,, == y3
then y is valid [11].

Y3 = h(?,"2|$34)

Tiop = h(z12|234) ‘\O T3y

y2 = h(z1y)

Fd
Iz = h(ﬂ:l|3~'2) T34 = 1’1(5!3|$4) T

(b) Validating data through
(a) Hash tree structure |11]. hash tree |11].

Figure 3.7: Illustrations of how hash trees function in KSI.

The KSI blockchain provides tamper-proof, secure, transparent and scalable so-
lution to validating health data. However, the health records themselves are still
stored in a separate system, that can be vulnerable to cyber-attacks. Given Es-
tonia stores over a million citizens’ records on the blockchain, it demonstrates
the most used utilization of blockchain in government healthcare services [27]. It
also relieves a common drawback of using blockchain in commonly used systems
which is backwards compatibility and the cost of adapting the existing system. By
keeping the data in the currently used database and only using the blockchain for
verification, this example shows how customizable blockchain technology can be.

3.2.3 Identity Verification

Identity verification today is a very vital part of an individual’s life, as it emerges
in many contexts such as opening bank accounts, voting, job applications, and in-
ternational travel. However, identity related data is also a very vulnerable target
and is involved in major crimes such as identity theft and fraud. Identification and
certification documents are highly centralized, and are often issued by governmen-
tal organizations or private companies. This introduces a single point of failure
and creates devastating results in the case of data leaks. For example, in 2023, a
data breach concerning a Bangladeshi government website exposed the personal
information of millions of citizens [3].

An alternative to these centralized identity management systems is decentralized
identity, which can be achieved using blockchain technologies. The need for cen-
tralized identity in today’s society arises from the fact that every individual needs
to keep track of and deal with an increasingly high number of credentials, which
includes hundreds of login credentials, certifications, and other authentication de-
tails |5]. Decentralized identification was also standardized by the World Wide Web
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Consortium (W3C) in 2022 [51], establishing the fact that decentralized identity
is not just a hot topic, it’s also being recognized by global authorities.

The discussion around decentralized identity brought about a popular new ap-
proach: Self-Sovereign Identity (SSI), which is a term sometimes used interchange-
ably with decentralized identity. The main idea of SSI is that the user or the
individual has full control over their identity. Within the concept of SSI, users can
generate and present their verifiable credentials without reliance on any authority
or third party [17]. Self sovereign identity should be decentralized, should be avail-
able to any authorized entity, and the owner of the identity should have full control
over it. These requirements overlap well with the properties of blockchain, hence
blockchain technology is very suitable for implementing self sovereign identity [23].

There are additional benefits to using blockchain for identity management and
verification. One example is that it can improve authentication efficiency via
technologies such as single sign on (SSO) [18]. Decentralized identity can also be
used to provide identification to under-served communities such as undocumented
people and refugees [54].

3.2.3.1 Truvera

Truvera by Dock Labs is a decentralized identity management platform that uses
blockchain to store and verify credentials. Its core idea involves three parties, as
shown in Figure 3.8 the issuer, the holder, and the verifier. The issuer can be a
university for example, and the university can issue the holder a credential, such
as a diploma. The holder now has full control of this diploma and can present
it to a verifier, for example an employer. In centralized systems, the verifier has
to reach out to the issuer to verify the document, whereas with systems such as
Truvera the verifier does not have to come into contact with the issuer at all, the
credential verification process can be handled between the holder and the verifier.
This makes the process much more efficient and also puts the holder in charge of
of what information they share about themselves [55].

Issuer Holder Verifier

o
Passport department 1 Employer

—
@ m Request proof ‘
— 5

Training program Presem proof Online shop
Credential holder

Un iversity Bank

Figure 3.8: The three parties involved in decentralized identity management [55].
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Truvera stores identity information on the blockchain via decentralized identifiers
(DIDs). DIDs are made up of a combination of letters and numbers, and they are
encrypted using public and private key pairs. The public DID of an issuing party
is associated to a credential that they create, which can be used to verify that the
issuer’s private key was used to sign the credential [51].

In its architecture, Truvera uses a public blockchain to store DIDs. This ensures
that even if the application is down or inaccessible, the credentials are still safe
and verifiable. The verifiable credentials can also be stored on the client side,
which makes them even safer and more easily accessible by users. The system
architecture of Truvera can be seen in Figure [3.9|

Credential Data Flow and
Storage During Issuance

Client Hosted

Client Web App

Figure 3.9: System architecture of Truvera [56].

3.2.4 Voting Systems

Elections are another area in which technology has been carefully utilized. The
voting systems have progressed from paper ballots to vote collection on machines
to online systems that allow voters to vote online [28]. These voting systems,
which allow for the collection and storage of votes, require strong security and
transparency, as well as voter authentication and vote validation [12].

The paper ballots are still used widely in elections, as well as some electronic vot-
ing systems. However, both have been known for their trade-offs. For instance,
paper ballots need a lot of human labor in the preparation, processing, and val-
idation steps, which make it error prone. On the other hand, electronic systems
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are criticized for their centralized storage and non-transparency. Blockchain is uti-
lized to overcome some of these challenges. The immutability and transparency of
blockchains make it a good choice for voting systems [2§].

3.2.4.1 Voatz

Voatz is a blockchain-based mobile voting application. It was used during 2018
midterm elections in West Virginia and 2024 federal elections in Mexico. Voatz
does not have its system architecture published, and neither does it have many
technical details shared to the public. citespecter2020ballot looks into the security
of Voatz. As a result of their work, they have a vague understanding of the system
architecture of Voatz, shown in Figure
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Figure 3.10: Observed system architecture of Voatz [50].

The blockchain stores the vote data, which ensures transparency and data integrity.
The system also sends the votes to printers to be printed in paper copies. In Figure
[3.10] the bottom half demonstrate the processes on local devices. The system takes
care of the voter authentication mainly off the blockchain (on the device), that is,
when the device casts a vote onto the blockchain it is after being authenticated as
a citizen. The transaction on the blockchain then has a signature, that could be
used to validate the vote on the blockchain.
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The system overall has some security flows even though it is mostly built well
and secure [50]. [25] concludes that after their security report, in 2020 Voatz was
already working on to fix their security issues. All in all, the system is considered
well built and working well [25].

3.2.4.2 Blockchain Voting in Zug

Another pilot of a blockchain based voting system was conducted in the city of
Zug, Switzerland. The e-voting system was decentralized and was distributed over
many servers. The city of Zug was already preparing extensively for this system as
citizens were being provided with digital identities throughout the previous years

[53).

This test of what kind of response blockchain voting would get from citizens was
motivated by a number of advantages that this voting system offers. First, it was
preferred because of security reasons — since the data was stored in multiple servers
instead of one centralized location, it would be difficult for hackers to compromise
the network. Immutability of blockchain was also brought up in the report covering
this pilot, as it’s crucial to ensure that once a vote is cast, it should not be tampered
with in any way. Transparency also plays a big role as voters are able to see how
their vote is processed and counted.

The implementation requires the voters to have their digital IDs as their public
and private keys are used to encrypt and decrypt voting data. The U-Port SSI
application is used in order to manage voter identities, as seen in the diagram in

Figure [3.17]
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Figure 3.11: Architecture of the e-voting system used in Zug [22].

Some surveys were conducted to see the sentiment around e-voting/blockchain
voting. Most citizens were content about this new system being implemented, and
they expressed trust in the security of blockchain. As few as 2% of respondents
were against e-voting. Even though most citizens gave answers that prefer e-
voting to traditional voting systems, the actual participation in the e-voting pilot
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was lower than expected. Overall, both the city of Zug and Switzerland in general
are making more efforts towards adopting digital identities and blockchain voting
in their governmental system [22].

3.2.5 Intellectual Property Protection

Intellectual property (IP) is defined as ideas and information of commercial value,
and includes trademarks, copyright, artistic work, and patents. The usage of
blockchain to protect intellectual property rights has less active use cases compared
to the other sectors covered in this report, but it still has a promising future.

In the age of the internet, new challenges in the field of IP protection have arisen
and novel methods and technologies should be utilized to ensure the protection of
IP. With the emergence and rise of digital art and other forms of digital products,
it has become increasingly difficult to prove ownership and protect these properties

[37,34).

In the heart of intellectual property protection lies the task of proving that an
individual or organization is the owner of a certain property. Blockchain offers the
ability to store immutable records in the distributing ledger, which prove that a
certain transaction has been made. This paves the way for patents, trademarks,
and copyright records to be written to the blockchain and thus an immutable proof
of ownership will be available in a transparent and secure manner.

There’s also the problem of royalty payments, which must be executed every time
a copyrighted product is used by someone else. One such example is the usage of
copyrighted music or artwork. This issue can also solved by blockchain — namely
smart contracts. With the use of these self-executing agreements, an automatic
payment can be made to the copyright holder every time their intellectual property
is used. This makes royalties very efficient by automating the process and reduces
the risk of unauthorized usage of someone else’s property [39]. Overall, there
are many potential applications of blockchain technology that provide secure and
automated protection of IP.

3.2.5.1 KodakOne

Kodak is an American company that specializes in products related to film and
digital photography. In 2018, Kodak launched a new digital rights management
platform called KodakOne that has blockchain as its core technology.

The platform’s target audience is photographers as it promises to streamline the
process registering, monetizing, managing, and archiving their work. KodakOne
makes use of a distributed ledger where all photograph licenses are written. Then,
they can be paid for their photographs when they are used via smart contracts,
and they can even be paid when an unlicensed usage of the photo is found, via the
use of web-crawling software. KodakOne was targeted towards both professional
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and amateur photographers and it was affirmed by the CEO that the platform
would provide fair licensing to artists |9, [21].

Despite its promising premise, KodakOne failed to establish much success. One
reason for its failure was that KodakCoin, the cryptocurrency associated with the
platform, was criticized for being a cash grab. Kodak was not doing very well
at the time and the company was chastised for attempting to profit from the
blockchain and cryptocurrency wave [46]. Eventually, both the platform and the
cryptocurrency project associated with it was shut down.

3.2.5.2 NFTs and OpenSea

Many uses of blockchain, including cryptocurrencies, involves fungible tokens. This
means that tokens on the blockchain can be used interchangeably and are not
unique in terms of their value. An alternative approach is storing non fungible
tokens, commonly referred to as NFT's, on the blockchain. NFT's are digital assets
with unique identifiers, and can also be used to represent real-world objects.

NFTs are commonly used to represent digital art, music, video game assets, and
photography. Thus they have high potential in the field of IP protection. Applying
for patents and trademarks, for instance, are time-consuming and expensive pro-
cedures that can take years. However using NFT's to represent the patent on the
blockchain while the process is underway and recording patent-based transactions
on the distributed ledger can ensure efficiency for all parties involved |[7].

OpenSea is the largest marketplace for trading non fungible tokens, it’s also a
pioneer in the NFT industry. NFTs are written to the blockchain via a process
called minting, where an immutable proof of ownership is recorded. OpenSea
allows its creators to mint NFTs and collections of NFTs, which can then be
exchanged between users [41]. This exchange takes place automatically when the
buyer and seller agree, via smart contracts.

NFTs open up a lot of opportunities in IP protection. For starters, they are
an immutable proof of authenticity that does not require a centralized entity to
authenticate the property. Moreover, the transactions that took place regarding
that property are very transparent. For example, in the case of art NFTs, the artist
who created the piece has an easily accessible view of how their art is displayed or
used [42]. This also allows for a community of people who are interested to form
around that art or artist. These apply to other types of NFTs as well, such as
photography, music, or gaming.

3.2.6 Banking and Finance

In the banking and finance sector, there are a lot of opportunities for decentral-
ization, fraud prevention and added security that can be addressed by blockchain.
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Finance is an industry that strives to keep up with the latest technology, and
blockchain is no exception.

Smart contracts, one of the key features of blockchain, is a promising means
to enhance payment transactions and reduce their cost. Using smart contracts,
transactions carry out automatically when certain conditions are met. Moreover,
they don’t need to be validated by a third party or authority since the ledger
is distributed and the nodes can reach consensus without a central entity. This
way payment transactions execute efficiently compared to centralized systems [43].
Transparency is also achieved this way, as all members of the blockchain can view
the transactions recorded on that ledger. Banks can make good use of distributed
ledger technology in their credit systems, customer data management systems and
financial asset management [26].

3.2.6.1 Ripple

With the growing need for more efficiency and security in cross-border payments,
blockchain has high potential in managing international transactions. Nowadays,
the use of blockchain in cross-border payment systems is becoming more and more
mainstream. This is due to the many advantages that blockchain technology offers
in improving cross-border payments, such as reducing the number of intermediate
parties, offering transparency, and getting rid of the single point of failure that
centralized systems have [19].

Ripple is a very popular decentralized payment system that uses blockchain as its
core technology. Ripple is currently the leader in blockchain-based cross-border
payment systems, and the code is open source. The system is preferred by many
banks due to its promise to decrease payment time from days to seconds and enable
transparency via the distributed ledger [4].

Financial transactions made using Ripple are recorded on the XRP Ledger (XRPL).
XRPL is a decentralized blockchain built for business and it’s not owned or con-
trolled by Ripple, making it public and open to everyone [63]. A defining feature
of Ripple and XRPL blockchain that is well-known and thoroughly studied is its
consensus algorithm. This is also what sets Ripple apart from other well-known
blockchains such as Bitcoin.

The consensus algorithm is called the Ripple Protocol or XRP Ledger Consensus
Protocol (XRP LCP) and is much more efficient in terms of cost, energy consump-
tion, and latency compared to Proof of Work and Proof of Stake algorithms used
by other blockchains, making it a practical and sustainable method of achieving
consensus [14]. XRP LCP is a Byzantine Fault Tolerant algorithm, which means
that it still functions in the case of failed or malicious nodes. There are many
servers or nodes in the XRPL network, and each of these nodes keep track of a
list of other trusted nodes. These trusted nodes are also referred to as validators
and they are chosen carefully to minimize the risk of most of them (about >80%)
staying online and operational most of the time [62].
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The aforementioned lists of validators is referred to as Unique Node Lists (UNLs)
and are central to the Ripple Protocol. Figure [3.12| shows how UNLs are used to
achieve consensus. Fach node has their own version of what the current list of
transactions to be written to the ledger looks like. Each transaction is then added
to the new version of the ledger if the following condition is met: The transaction
must be approved by a predetermined ratio of trusted nodes. Transactions that
were not approved can stay in the proposed node and be evaluated in another
iteration of the consensus algorithm [15].
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Figure 3.12: How validators reach consensus in Ripple Protocol/XRP LCP [15].

The UNLs must be chosen carefully because the consensus process is risky if there
isn’t enough overlap between the UNLs of the nodes in the network. Research
shows that this overlap ratio is 90% — this means that 90% of nodes in each
UNL must overlap [14]. If the overlap is not high enough, the nodes will fail
to reach consensus which will result in a fork in the network. To combat the
problem of how to configure the node lists so that the overlap goal is reached,
lists of recommended validators are made available in the XRPL. Nodes that join
the network can download the recommended validator lists and use them as their
UNLs. There are official recommendation lists that are published by the XRP
Ledger Foundation and Ripple, but anyone can create and publish such a list. The
published list must be signed with the publisher’s public key [62].

The efficient consensus algorithm allows Ripple to be an efficient and secure dis-
tributed ledger for cross-border payments and makes it a popular choice among
financial institutions. The network of banks and payment providers worldwide that

use Ripple is called RippleNet, and includes more than 100 financial institutions
worldwide [1].

3.2.6.2 Santander One Pay FX

A prominent member of the RippleNet is Santander Bank, a financial services

company based in Spain. Santander currently ranks as the 14th largest bank in
the world [35].
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In 2018, Santander rolled out their “One Pay FX” service for cross-border payments
using blockchain. International money transfers are known to be slow, and in
many cases the sender does not even know the exact amount of money they sent
will actually be received. One Pay FX uses the power of Ripple to tackle these
problems. The payment service promises to execute international money transfers
within the same day, or at least the day after. The decentralized system removes
excessive middle-men and reduces costs, which allows Santander to offer these
transfers without any fees. The users can also see exactly how much money the
receiver will get, in the currency that they will receive it [47].

This use case highlights the practicality of blockchain in banking, as it makes
payments very efficient and benefits both banks and customers.

3.2.6.3 UBS Digital Bond

Cryptocurrencies are represented on the blockchain via tokens. Representation of
financial assets via tokens is not just limited to cryptocurrencies, the usage can be
expanded to include other financial assets. Stock shares, bonds, and even physical
assets such as real estate can be tokenized.

UBS, which is not only the largest bank in Switzerland but also the largest private
bank in the world [60], took an eminent step in 2022 by introducing the world’s
first digital bond. The bond can be traded both on blockchain platforms and
traditional markets. The advantage of decentralization offered by blockchain is
very useful in this case, since the bond can be settled without a clearing party
[58].

3.3 Conclusion

Although blockchain was initially developed for cryptocurrencies, it now has many
practical use cases outside of it. The reason why it took off so much in the context
of the industries covered in this report is its properties that make blockchain a
truly unique and effective technology. Decentralization, immutability, consensus,
smart contracts, and other features of blockchain allow for a lot of opportunities
that were previously not possible.

Whether or not blockchain is the ideal technology to solve a particular problem
should be evaluated on a case-by-case basis. In some cases it makes processes much
more simple and efficient while in others it may be overkill. The implementation of
blockchain would be a tedious transition in some instances and would require a lot
of new legislation and effort to convert. Some governments have already adopted
blockchain while some are more skeptical.

Nevertheless, it’s clear that blockchain’s practicality is not limited to cryptocurren-
cies and it’s worthwhile to investigate how it can be integrated into other systems
and industries.
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Chapter 4

An Overview of Machine Unlearning
for Large Language Models

Jamo Sharif

Large Language Models (LLMs) have demonstrated remarkable capabilities across
natural language tasks. However, their tendency to memorize sensitive, copy-
righted, or harmful content introduces significant privacy, safety, and compliance
risks. In response, machine unlearning has emerged as a critical framework for
selectively removing unwanted knowledge from LLMs without full retraining. This
report provides a comprehensive overview of machine unlearning for LLMs, outlin-
ing the key motivation, technical challenges, and distinctions between fine-tuning-
based and direct unlearning approaches. Furthermore, it introduces a taronomy
of unlearning methods, spanning gradient-based updates, parameter-efficient fine-
tuning, influence-function approaches, and input-level interventions. FEvaluation
metrics are also reviewed, covering forgetting efficacy, utility preservation, and
computational efficiency. Practical applications in data privacy, safety alignment,
and black-box API settings are discussed, along with open challenges such as ad-
versarial robustness, continual unlearning, and multi-modal extension. This work
atms to support the development of scalable, responsible, and verifiable unlearning
strategies for modern LLMs.
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4.1 Introduction

LLMs have achieved remarkable success across a wide range of natural language
processing tasks, driven by their pre-training on massive and diverse text corpora
[13, [52]. However, this reliance on large-scale data also raises serious concerns:
models can inadvertently memorize and expose sensitive personal information,
copyright-protected content, or harmful and biased language patterns [13| [26].
At the same time, emerging regulations such as the EU General Data Protection
Regulation (GDPR) and the proposed EU Al Act grant data subjects the "right to
be forgotten”, requiring mechanisms to remove specific information from deployed
models on demand [13].

Conventional approaches involve a full or partial retraining of the model after
unwanted data have been removed. However, this approach is very expensive
for LLMs - even a single full retraining run can consume millions of GPU hours
and enormous energy resources |13, 52|. To address these challenges, the field
of machine unlearning has emerged, with the objective of selectively removing
the influence of specific data or behaviors of a model without affecting its overall
performance. Initial unlearning efforts focused on fine-tuned models, employing
techniques such as gradient ascent on the “forget set” relabeling with random or
adversarial samples, and low-rank adaptation to remove copyrighted or harmful
content [1], 28]. Recent work has begun to look at pre-trained LLMs and examine
paradigms such as localized parameter editing, activation interference, auxiliary
teacher models, and input/output-based interventions [52, 26].

Despite the growing literature on LLM unlearning, to date there is no single refer-
ence that systematically organizes existing unlearning methods, evaluation metrics,
and benchmark datasets in the context of LLMs. This paper, “An QOuverview of
Machine Unlearning for Large Language Models”, addresses the gap by:

e Formalizing the problem definition and unlearning paradigms for LLMs, dis-
tinguishing between fine-tuning-first and direct-unlearning approaches [13].

e Presenting a comprehensive taxonomy of existing methods - including direct
gradient-based updates, localized parameter modifications, auxiliary model
strategies, and input/output interventions - and discussing their trade-offs
(13, 26].

e Reviewing the current state of evaluation: how to measure forgetting efficacy
versus utility preservation, and surveying common benchmarks [13, |1].

e Highlighting open challenges and future directions, such as extending un-
learning to multi-modal models, improving adversarial robustness, and stan-
dardizing unlearning scope definitions [26, 2§].

This report summarizes recent research into practical recommendations. It guides
developers and researchers in creating LLMs that are safer, privacy compliant, and
ethical.
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4.2 Background

To understand machine unlearning in LLMs, two fundamental components must
be introduced. Section presents LLMs, explaining how they are built and
trained on vast textual data. Section then provides an overview of core
machine learning concepts and introduces traditional unlearning techniques. To-
gether, these sections offer the necessary context to explore the challenges and
methods of unlearning in LLMs.

4.2.1 LLMs

LLMs are deep neural networks, typically based on the Transformer architecture,
that are pre-trained on massive, diverse text corpora to learn the conditional prob-
ability of the next token given its context. By encoding both linguistic structure
and world knowledge into hundreds of millions or even hundreds of billions of pa-
rameters, LLMs can generate coherent, context-aware text, translate languages,
answer questions, summarize documents, and perform many other NLP tasks [10,

3.

Prominent examples include BERT [10], GPT-3 [3], T5 [41], and RoBERTa [27],
which have set state-of-the-art records across benchmarks for understanding and
generation. These models can generate human-like text for chatbots, virtual assis-

tants, and content-creation tools. They are also used in many specialized domains
(10, 13].

4.2.2 From Machine Learning to Machine Unlearning

4.2.2.1 Machine Learning

Training Dataset

Feature N Model
selection training
Qde]
Unknown sample
© »  Prediction - I,-—--RCSUh_ —~,
(+)or (=)

Figure 4.1: Machine Learning System [56].

Machine learning models learn from large datasets by adjusting their parameters
to minimize a loss function over training examples. This iterative process in-
volves selecting relevant features, training the model on labeled data, and using
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the learned parameters to make predictions. As shown in Figure 4.1} a general
machine learning system typically consists of three core stages: feature selection,
model training, and prediction. Over successive iterations, the model becomes
increasingly accurate in its predictions [56} [2].

However, this learning process can also lead to unintended memorization of sen-
sitive or proprietary data, making models vulnerable to privacy attacks and reg-
ulatory non-compliance (e.g., GDPR’s "right to be forgotten”) . Moreover,
malicious actors can poison the training data to inject harmful behaviors, which
requires techniques that can selectively remove such influences without resorting
to full retraining [56].

4.2.2.2 Traditional Machine Unlearning

Traditional machine unlearning methods aim to remove the effect of specific data
points from a trained model. Figure 4.2 shows the high-level anatomy of an un-
learning algorithm. As illustrated in Figure [1.2] the unlearning algorithm takes
three inputs: (i) a pretrained model; (ii) a forget set (examples to be erased); and
(ili) a retain set (examples to preserve) [42].

It then produces a new model in which the influence of the forget set has been
removed. In the ideal case, the resulting model is statistically indistinguishable
from a model trained from scratch on the data minus the forget set [42].

l unlearning algorithm

oo —

gold standard
- How close are
training without forget set these models?

Figure 4.2: Anatomy Machine Unlearning

With this framework in mind, unlearning techniques can be broadly classified into
two families:

¢ Exact unlearning reconstructs a model as if the target data were never seen,
typically by retraining from scratch on the remaining dataset. While it offers
the strongest removal guarantees, its computational cost is often prohibitive
for large models or frequent requests [2, 51].
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e Approximate unlearning applies efficient updates to the existing model to
reduce the influence of the forgotten data. Techniques include:

— SISA training (Sharded, Isolated, Sliced, Aggregated), which shards
the data and limits each point’s impact to a small submodel, reducing
retraining time upon unlearning requests |2, |56].

— Influence-function adjustments, which approximate the effect of remov-
ing a data point by inverting the Hessian of the loss and adjusting
parameters accordingly [51].

— Gradient-based interventions, which perform targeted gradient ascent
on the ’forget set” and optional gradient descent on retain sets to erase
specific knowledge [51], 56].

Although approximate methods greatly improve efficiency, they provide weaker
theoretical guarantees and may leave residual data traces. Balancing removal
accuracy, utility preservation, and computational cost remains a challenge [51,
50).

4.3 Machine Unlearning for LLMs

Machine unlearning in the context of LLMs involves the targeted removal of specific
data or behaviors from a model without compromising its overall utility. Unlike
traditional machine unlearning settings, LLMs introduce new challenges. This sec-
tion explores the key difficulties, formal definitions, and mathematical frameworks
that underpin unlearning in modern LLMs.

4.3.1 Challenges

Machine unlearning for LLMs brings several novel difficulties. As already men-
tioned in Section [4.2.1 LLMs are trained on vast, heterogeneous corpora, often
embedding biases or memorizing sensitive, confidential content. Thus, precisely
defining unlearning targets, whether specific subsets of training data or higher-
level knowledge concepts, is inherently challenging. Current machine unlearning
methods for LLMs tend to be highly context- and task-specific, and there remains
no standardized unlearning corpus [26, 29, (13} |46] 20, 17, [8, |50} 54}, 57, 53, |24].

Furthermore, as model sizes grow and access shifts toward black-box APIs, design-
ing machine unlearning techniques that scale and adapt without full retraining is
hard. Likewise, assessing their effectiveness is problematic when retraining is not a
viable option. |26, |4} |5]. Therefore, innovations such as in-context unlearning and
fictitious unlearning have begun to address black-box and synthetic-data settings
138, 133, 126].
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Moreover, the precise scope of what to forget versus what to retain is often under-
specified [35]. Effective machine unlearning must remove only the targeted knowl-
edge while preserving all unrelated capabilities, yet drawing that boundary is as
much art as science [3, |41}, 49, 43]. Finally, the absence of adversarial and mech-
anistic evaluations leaves unlearning vulnerable, allowing attackers to reconstruct
or jailbreak forgotten secrets |15 31, [30, 45]. Rigorous benchmarks and threat
models are urgently needed to close these gaps [26].

4.3.2 Defining LLM Unlearning

Based on classic unlearning frameworks and recent advances tailored to LLMs,
LLM unlearning can be defined as follows |2, [20} 23| 38, 26, |53, |16} 33|, 25]:

Problem (LLM Unlearning): How can specified unlearning targets and
their associated capabilities be removed efficiently and effectively, with-
out compromising performance on all other tasks?

The above problem can be broken down into four dimensions:

1. Unlearning targets: These may be raw data points (e.g., toxic or copy-
righted text), or higher level concepts (e.g., "Harry Potter” lore) that must
be removed wherever they appear [29, [53} |11].

2. Influence erasure: Both data source contributions and internal model com-
ponents that generate unwanted outputs must be addressed. Complete era-
sure demands robustness against prompts that probe entangled or general-
ized knowledge [37, [31].

3. Unlearning effectiveness: Effectiveness splits into in-scope measures - whether
the model fails on target prompts - and out-of-scope checks - whether it still
succeeds on safe tasks. Determining which prompts belong to which category
is itself a challenge [14, [9].

4. Efficiency and feasibility: Even approximate unlearning methods can be ex-
pensive on 100B+ parameters. The deployment of these techniques in black-
box or memory-constrained environments introduces additional constraints

38, [55].

4.3.3 Mathematical Formulation

A common formulation for LLM unlearning is [26]:

min By pen, [(ys | 0)] + A Ewyen, [0y | 2;0)],

/ /
—~ NV

forget retain

where:
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e Dy is the forget set, containing examples to be erased, such as toxic prompt-
completion pairs (i.e., input-response examples).

e D, is the retain set, i.e., representative tasks or prompts for which the model
should maintain utility.

e /(y | x;0) is the task loss under parameters 6.

e A > 0 balances forgetting vs. retention (A = 0 ignores the retain term
entirely).

e In some methods, yy is a special unlearning response (e.g., a refusal "I do not
know” or a masked token), while in gradient-ascent approaches the objective

is simply to maximize divergence on D; rather than hit a fixed yy [53, [33,
58].

Most unlearning methods rely on first-order optimizers like SGD or Adam, but
recent work shows that second-order solvers such as Sophia can achieve stronger
knowledge removal with comparable compute budgets [18, 26]. Beyond optimiza-
tion, selecting the right target response yy remains challenging: overly strict re-
fusals can harm user experience, while vague paraphrases risk introducing new
hallucinations [26].

4.4 Methods for LLM Unlearning

Machine unlearning for LLMs encompasses a diverse set of techniques that either
directly modify the model’s parameters or steer its behavior at inference time. In
general, these are broken down into two families: (i) model-based methods, which
require access to and updates of internal weights, and (ii) input-based methods,
which rely purely on prompt engineering without touching the model itself.

Tableld.1|gives a bird’s eye view of each approach: summary of access requirements,
update mode, computational cost, theoretical guarantees, and typical use cases.
The following subsections first detail the various model-based methods and then
examine the input-based strategies.

4.4.1 Model-based Methods
4.4.1.1 Gradient Ascent and Variants

Gradient ascent (GA) is among the simplest unlearning techniques for LLMs, ad-
justing model parameters to maximize the likelihood of incorrect predictions on
the forget set Dy [17, b3]. Concretely, given a model parameterized by 6, GA
performs updates of the form

0 < 0 + nVyEeep, [E(yf | 93;9)},
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Table 4.1: Overview of Unlearning Methods for LLMs

Method Category Model Ac- Update Type Compute Guarantee Primary Appli-
cess Cost .
cation
. Model- . . .
Gradient Ascent based Internal Parameter High Approximate Privacy & Safety
Variants
.. Model- . . .
Localization- based Internal Parameter Medium Approximate Privacy & Safety
informed °
Model- . . .
Influence- Internal Parameter High Approximate Privacy
. based
Function
Model- . .
Parameter- Internal Parameter Low Approximate Privacy & Safety
. . based
Efficient  Fine-
Tuning
. Model- . . .
RL-Driven Un- based Internal Parameter High Approximate Safety
learning
Input- .
In-Context Un- based Black-box  Prompt Low Approximate Safety
learning
. Input- .
Prompt  Engi- based Black-box  Prompt Low Approximate Safety & Copy-
neering - right
Synthetic-Data LI;EZCT Black-box  Prompt Low Approximate Privacy & Safety

Steering

where 7 is the learning rate and ¢ the task loss. In practice, GA is applied for a
limited number of epochs to avoid overwriting knowledge outside Dy and thereby
preserve utility on the retain set D, [20].

Naive GA methods can be highly sensitive to hyperparameters, often resulting in
unstable forgetting or catastrophic collapse, where the model loses both general
knowledge and the specific information intended to be removed |20} 58]. Several
variants have been developed to address this:

e Negative Preference Optimization (NPO) treats all examples in Dy as "dis-
like” and optimizes a specialized loss to steer the model away from those
completions without collapse [58, 40].

o Relabeled Fine-Tuning replaces each example in Dy with a neutral or generic
response (e.g., a translation) and then applies gradient descent to minimize
the likelihood of the original targets |53, [54, [11].

o [ncompetent-Teacher Training uses an auxiliary, randomly initialized “teacher”
model to generate uniform or random targets for Dy, guiding the primary
model to forget by matching those outputs [8].

o Hybrid GA+Descent jointly optimizes GA on Dy and standard fine-tuning
on a small retain subset R C D\ Dy, balancing forgetting with utility preser-
vation [53].

GA-based unlearning on billion-parameter models often uses parameter-efficient
fine-tuning methods such as adapter layers [6] or LoRA task vectors [57]. These ap-
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proaches localize weight updates and significantly cut computational costs. More-
over, recent work shows that second-order optimizers like Sophia can further
strengthen the unlearning effect without increasing overall compute budgets [18§].

GA-based unlearning has also been adapted for safety alignment. For example,
the Selective Knowledge Negation Unlearning (SKU) framework first uses GA to
acquire harmful knowledge. It then applies a negation step to remove it, yielding
substantial reductions in harmful outputs while maintaining general utility [28].

4.4.1.2 Localization-informed Unlearning

Localization-informed unlearning targets only the parameters most responsible for
the undesired knowledge. By limiting updates to this small subset, it minimizes
collateral damage to the model’s remaining capabilities. One common strategy is
causal tracing, also called representation denoising. Causal tracing systematically
disturbs activations in each layer to determine which layers store the unwanted
information. By measuring how these perturbations change model outputs, the
specific layers responsible for the target content are identified. Fine-tuning is then
applied exclusively to those layers to erase the undesired knowledge [34} 37, 26].

Alternatively, gradient-based saliency ranks individual weights by how much their
gradients on the forget set exceed a threshold. Fine-tuning these high-saliency
weights efficiently removes the unwanted behavior [54, 26]. More fine-grained
attribution analysis, such as privacy attribution scores or integrated gradients, can
identify the specific neurons or weight blocks most responsible for leaking sensitive
data. Those units alone are then updated to "forget”the target content |19} 50, [26].
Hence, by localizing updates in this way, these methods achieve effective forgetting
with far lower computation overhead than full-model retraining, while preserving
unrelated knowledge and overall utility [26].

4.4.1.3 Influence-Function Methods

Influence-function methods approximate how each training example z affects the
final parameters #, and then subtract out that influence to "unlearn” the point
without full retraining. Formally, the influence of z is estimated as

I(z) = —H, ' Vyl(z;0),

where Hy is the Hessian of the total training loss [22, 51]. An approximate update
Af = —I(z) is applied to erase z’s effect. Exact inversion of Hy is infeasible
for large models, so practical implementations use Hessian-vector products and
truncated conjugate-gradient solvers. Recent work also combines these influence-
based updates with second-order optimizers like Sophia to strengthen forgetting
while keeping computational costs in check [18].
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4.4.1.4 Parameter-Efficient Fine-Tuning

Unlearning at the scale of billion-parameter LLMs can be made practical by re-
stricting weight updates to a small, trainable subset. Parameter-Efficient Fine-
Tuning adds small, trainable modules, like adapter layers or low-rank decomposi-
tion matrices, into a frozen base model. All unlearning updates are then applied
solely to these added parameters, leaving the core model weights untouched. As a
result, the computational and memory costs drop by orders of magnitude compared
to full-model fine-tuning [6].

Two common approaches are:

o Adapter Layers: Small bottleneck networks inserted between Transformer
sublayers. During unlearning, only adapter weights are updated, leaving the
overwhelming majority of model parameters untouched. This both accel-
erates fine-tuning and preserves general knowledge housed in the backbone
[6]-

e LoRA Task Vectors: Rank-decomposition matrices added to each attention
or feed-forward weight. Unlearning proceeds by modifying only these low-
rank components, yielding a compact "task vector” that can be negated or
removed to forget targeted information [57].

Empirically, parameter-efficient fine-tuning reduces GPU memory use and training
time by 5-20x while retaining over 95% of unlearning efficacy compared to dense
fine-tuning. Moreover, recent studies show that pairing parameter-efficient fine-
tuning with a second-order optimizer like Sophia strengthens forgetting without
raising computational costs. This hybrid approach combines the low overhead of
lightweight tuning with the fast, stable convergence of curvature-aware methods
[18].

4.4.1.5 Reinforcement-Learning-Driven Unlearning

Reinforcement-learning-driven unlearning adapts the Reinforcement Learning from
Human Feedback paradigm to penalize undesirable outputs rather than reward
helpful ones. First, a reward model is trained (or fine-tuned) to assign low scores
to completions in the forget set. Then the base LLM is fine-tuned with a policy-
gradient algorithm to maximize this modified reward signal. In effect, the model
learns to "avoid”the forbidden behaviors, achieving unlearning through preference-
based feedback rather than direct gradient adjustments on likelihoods [40], 7].
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4.4.2 Input-based Methods
4.4.2.1 In-Context Unlearning

In-context unlearning steers a frozen LLM to "forget” specific knowledge purely
via carefully crafted prompts and few-shot demonstrations, without any parameter
updates. For example, in the paper Black-Box In-Context Unlearning of Language
Models |38] a small set of “forget-ezample” pairs is inserted before each user query
to demonstrate how the model should refuse or safely rephrase forbidden content.
This simple in-context steering effectively suppresses unwanted knowledge even
when interacting with a black-box API |38, |33].

4.4.2.2 Prompt-Engineering and Instruction Tuning

Rather than touching model weights, prompt engineering crafts carefully designed
instructions or “guardrails” to steer a frozen LLM away from forbidden content.
For instance, one can prepend corrective instructions. As an illustrative example:
"If the user’s request involves X7, respond with “I am sorry, I cannot help with
that.”. In practice, this sharply reduces unsafe or copyrighted outputs [60].

Instruction tuning goes further by fine-tuning the model on a curated dataset
of instruction-completion pairs that exemplify safe refusals or safe rewrites. By
training the LLM to map “unsafe” prompts to neutral or refusal responses, an
instruction-tuned model learns to consistently “forget”the unwanted behavior even
under adversarial queries [47].

4.4.2.3 Synthetic-Data Steering

Synthetic-data steering works at inference time by adding “fictitious” examples
alongside the user’s prompt. This approach, which requires no weight updates,
helps weaken any remaining memorization of forbidden content. For example, in-
jecting pairs of distractors crafted that resemble forbidden knowledge can produce
harmless completions, effectively breaking misleading associations [33]. Randomly
sampled decoy contexts have been shown to block extraction attacks [30], and the
addition of benign high entropy “rescue prompts” can suppress unwanted memo-
rized outputs in black-box settings [45].

4.4.3 Cross-Cutting Principles
4.4.3.1 Data-Model Interaction

Unlearning at scale requires knowing where in the model the unwanted knowledge
lives. As demonstrated in Section [4.4.1.3] influence functions approximate how
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upweighting or removing a single training example propagates through, and alters,
every model parameter |22 |51]. Beyond influence-function estimators, attribution
techniques such as integrated gradients, representational similarity analysis, and
causal tracing can localize broader concepts (e.g., toxicity or memorized phrases)
to specific neurons, attention heads, or layers. This precise mapping makes it
possible to target and remove unwanted knowledge more effectively [34} [14]. Once
these "knowledge loci” are identified, group-based erasure methods like WAGLE
(Weight Attribution for Grouped Learning Erasure) compute a low-dimensional
subspace in parameter space that captures a set of related training examples, and
then apply a modular update to remove that subspace’s influence in one shot
[19]. By unifying fine-grained attribution with compact, grouped interventions,
this data-model interaction framework enables precise forgetting while preserving
the model’s remaining capabilities [19)].

4.4.3.2 Relation to Model Editing

Model editing performs targeted updates to a model’s parameters to inject or
update specific behaviors, such as adding a new fact. Unlearning, by contrast,
removes or weakens existing unwanted knowledge through focused parameter in-
terventions. Model editors typically identify a small set of parameters to update,
using techniques like causal tracing or neuron attribution, and apply a minimal-
change update to achieve the desired behavior with minimal collateral effects [35]
34]. Unlearning adapts these same localization tools but flips the optimization ob-
jective: instead of reinforcing a target output, it suppresses or "negatively prefers’
it [26].

)

Furthermore, group-based editing methods like WAGLE extend single-example
edits to entire concept sets by first finding a low-dimensional subspace in the
model’s parameter space that encodes the unwanted knowledge. Once identified,
this subspace is removed in a single update, erasing the concept’s influence in one
shot [18, [19]. Editing and unlearning act as dual operations: one injects new
knowledge, while the other removes it. Adapting practices from the literature,
such as interpretability-driven localization and efficient subspace updates, enables
more precise unlearning with fewer costly retraining cycles [35] 9, 19].

4.4.3.3 Adversarial Robustness

Unlearning mechanisms are vulnerable to adaptive attackers who craft prompts to
extract or "relearn”forgotten information. To defend against such threats, unlearn-
ing can be framed as a minimax problem. First, adversarial examples are crafted
in the model’s latent space using projected gradient descent to provoke forbidden
outputs. Then the model is fine-tuned to minimize loss on those adversarial inputs.
This process reinforces forgetting against worst-case queries [32].

In practice, red-teaming with extraction-style jailbreaks often exposes residual
memorization that naive unlearning fails to remove. Incorporating these attacks
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into unlearning pipelines, and iterating adversarial training loops, ensures the
model maintains its forgetting guarantees even under sophisticated, API-based
probing [5] |15, 131].

4.4.3.4 Continual Unlearning

Repeated unlearning can degrade a model’s performance on previously mastered
tasks, much like catastrophic forgetting in continual learning. To address this,
regularization methods such as Elastic Weight Consolidation add a penalty for
altering parameters crucial to the model’s core competencies. Thus, this approach
helps preserve general utility while selectively forgetting new targets [21].

Another strategy casts unlearning as a decision-making problem: a reinforcement
learning agent learns when and which examples to unlearn to minimize long-term
utility loss. An off-policy reinforcement learning scheduler uses retention perfor-
mance as its reward signal. Over time, it learns the best sequence of unlearning
actions to balance effective forgetting with long-term utility preservation [36, [39).
Periodically replaying a buffer of safe examples stabilizes the model across succes-
sive unlearning cycles [39].

4.5 Evaluation Metrics and Benchmarks for LLM Un-
learning

Evaluating machine unlearning in LLMs requires more than verifying whether the
model forgets specific information. It also demands measuring utility preserva-
tion, efficiency, and robustness. This section outlines the standardized evaluation
pipeline, commonly used benchmarks, and key criteria that enable a comprehensive
and comparable assessment of unlearning methods.

4.5.1 Evaluation Framework
4.5.1.1 Standardized Pipeline

A rigorous LLM unlearning evaluation is carried out in three stages. First, ap-
ply the unlearning method to produce an updated model. Second, probe the
model with (a) in-scope queries targeting the forgotten content and (b) out-of-
scope queries measuring general capabilities. Third, compute forgetting efficacy
by measuring how much the unwanted outputs have decreased and assess utility
preservation through downstream performance metrics such as accuracy or per-
plexity. Furthermore, report efficiency in terms of resource usage, including GPU-
hours and peak memory consumption. This three-phase pipeline has become the
de facto standard in recent LLM unlearning studies |1, |26].
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4.5.1.2 Key Benchmarks

To ensure comparability, most LLM unlearning studies evaluate their methods
using three well-established benchmark suites:

Privacy / Extraction: These tasks measure how much sensitive training data
remains extractable after unlearning. Membership inference on the Enron email
corpus tests whether an attacker can still distinguish “in-train”versus “out-of-train’
examples [50]. The Training Data Extraction Challenge goes further, probing
whether literal text strings can be reconstructed by targeted API queries [17].
Success on these benchmarks indicates strong removal of memorized user data
[17].

)

Copyright / Concept: Here the goal is to remove specific copyrighted or propri-
etary content without harming other facts. The "Harry Potter” case study casts the
model’s ability to recall passages from a well-known novel. Unlearning is successful
when the model no longer reproduces those lines [11]. MUSE-style factual sets pro-
vide thousands of query-answer pairs (e.g., "What is X?”) to systematically verify
that only the designated concept has been erased while unrelated world knowledge
remains intact [46].

Toxicity / Harm: These benchmarks quantify reductions in unsafe or harmful
outputs. Controlled toxicity generation suites such as RealToxicityPrompts mea-
sure how often the model produces toxic language when prompted [29]. The TOFU
(Toxic Output Frequency Under) benchmarks evaluates a model’s refusal rate on
socially sensitive queries, while WMDP (Worst-case Model Dangerousness Prob-
ing) uses adversarially crafted prompts to stress-test residual harmful behavior [33|
25]. Collectively, these tests verify that unlearning effectively mitigates harmful
behaviors while preserving the model’s capacity for benign text generation [29,|33].

4.5.2 Forgetting Effectiveness
4.5.2.1 Gold-Standard Comparison

Exact retraining on the retained dataset involves training the model from scratch
after excluding all examples in the forget set. This method represents the gold
standard for fully removing unwanted information. Full retraining of LLMs is
usually infeasible due to its extreme computational cost. Instead, many studies
use a surrogate-retrain protocol, such as TOFU’s “surrogate-retrain”, to approx-
imate the ideal baseline at a fraction of the computational cost. By comparing
an approximate method’s downstream performance (perplexity, accuracy) and its
in-scope forgetting rate against the gold standard, any remaining memorization
can be measured. This direct comparison also reveals how much room there is for
further improvement [52, |33].
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4.5.2.2 In-Scope Hard Tests

In-scope hard tests challenge a model’s forgetting by using semantically equiva-
lent or multi-step (multi-hop) prompts and by crafting adversarial queries that
explicitly seek the removed content. Success is measured by the model’s refusal
or incorrect response rates under these tougher conditions, revealing any lasting
memorization [37, 31].

4.5.2.3 Membership & Extraction Checks

Membership and extraction attacks probe whether forgotten examples still influ-
ence model outputs. Membership inference determines whether a query originates
from the training set or not, using the standard Shokri and Shmatikov’s proto-
col |44]. Extraction attacks attempt to reconstruct exact training strings through
targeted API queries [48, 20]. Together, these tests quantify any residual memo-
rization after unlearning and the remaining privacy risks on the surface |48 20].

4.5.3 Utility Preservation
4.5.3.1 Out-of-Scope Task Suite

To evaluate whether machine unlearning methods preserve general model capa-
bilities, researchers use standard natural language understanding and generation
(NLU/G) benchmarks as an "out-of-scope” task suite. These benchmarks assess
performance on tasks that are not related to the unlearning targets, ensuring that
the model retains its utility beyond the forget set. Commonly used data sets in-
clude GLUE, SuperGLUE, and standard perplexity benchmarks such as WikiText
and LAMBADA. Successful unlearning should maintain comparable accuracy or
perplexity scores on these tasks, demonstrating that core knowledge and language
understanding remain intact despite targeted unlearning interventions [17] |11}, |53].

4.5.3.2 Emergent Abilities Trade-Off

LLMs often develop emergent abilities, capabilities that arise only at scale, such as
multi-step reasoning or code generation [49]. Machine unlearning methods must
balance effective forgetting with the preservation of these high-level behaviors.
Recent studies propose charting a Pareto front between unlearning efficacy and
retained emergent abilities to visualize and manage this trade-off. A method that
forgets too aggressively may compromise complex skills, while overly conservative
unlearning may leave residual traces of the target knowledge [26, |49} |53} 20].
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4.5.4 Efficiency and Scalability
4.5.4.1 Compute & Memory Footprint

The computational cost of machine unlearning is a critical factor, especially for
LLMs with hundreds of billions of parameters. Full retraining to remove even a
small forget set can consume millions of GPU hours and incur substantial energy
and memory costs [13],|52]. To address this, most modern unlearning methods rely
on approximate updates, parameter-efficient fine-tuning (e.g., LoRA or adapter
layers), and localized edits to minimize resource usage [6, |18 [26]. Evaluation
frameworks typically report wall-clock time, peak GPU memory, and total GPU-
hours as key metrics to assess the practicality and scalability of an unlearning
technique [1} |26].

4.5.4.2 Scaling with # Forget Examples

As the size of the forget set D increases, the performance and efficiency of un-
learning methods can degrade. Larger forget sets require more aggressive updates,
which may inadvertently harm the general utility of the model or increase the com-
putational cost [26, 52]. To address this, recent work introduces the idea of a core
forget set, a minimal, representative subset of D; that achieves similar forgetting
efficacy while reducing resource usage and avoiding unnecessary degradation. Iden-
tifying such subsets and understanding the scalability of the method are critical
to deploying unlearning on a scale in real-world applications [20, 59, |12].

4.5.4.3 Black-Box & API Settings

In real-world deployments, LLMs are often accessed through black-box APIs, where
internal parameters are inaccessible. This presents unique challenges for unlearn-
ing, as traditional gradient-based methods cannot be applied. To address this,
recent work has introduced black-box compatible techniques such as in-context
unlearning, which uses carefully crafted prompt demonstrations, and synthetic
data steering, which injects fictitious examples to suppress undesired behavior.
These methods are typically evaluated using metrics such as the total number of
queries, latency, and refusal rate under adversarial prompting, offering practical
benchmarks for unlearning in restricted-access environments [38, 33].

4.6 Application and Case Studies

Machine unlearning is not only a theoretical challenge, but a growing practical
necessity. This section highlights key application areas where unlearning plays a
crucial role. These include regulatory compliance, copyright enforcement, safety
alignment, and real-world API deployments.
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4.6.1 Data Privacy Compliance

One of the most pressing real-world applications of machine unlearning in LLMs
is data privacy compliance. Regulations such as the GDPR and the California
Consumer Privacy Act (CCPA) establish a "right to be forgotten”, requiring that
user data be erasable from deployed systems upon request |2, 13, 26].

LLMs, trained on massive web-scale corpora, may inadvertently memorize sensitive
personal information such as names, emails, or private conversations. This risk is
particularly acute in production settings, such as customer support, healthcare, or
content generation, where user input can be unintentionally retained [52, [51].

To address this, machine unlearning offers scalable alternatives to full retraining.
As discussed in Section a range of model-based methods can effectively remove
specific user data while preserving general capabilities.

Furthermore, recent studies demonstrate that these methods can reduce the like-
lihood of memorized output reemergence and pass membership inference and ex-
traction tests designed to detect residual memorization. Thus, machine unlearning
forms a critical tool in meeting modern data privacy obligations without sacrificing
model performance [26] 50].

4.6.2 Copyright-Protected Content

In the copyright domain, models can memorize protected texts, raising legal con-
cerns. The “Harry Potter” case study demonstrated that gradient-based and
relabeling-based methods could successfully suppress memorized fictional content
while retaining unrelated factual knowledge |11}, 53].

4.6.3 Safety Alignment and Toxic Content Removal

Safety alignment is another key application. Techniques such as SKU and in-
context guardrails are used to unlearn toxic completions and prevent harmful gen-
erations. Such methods have been applied to fine-tuned chatbots and commercial
LLM APIs to reduce jail breaking and disallowed behavior |28, 60, 47].

4.6.4 Black-Box and API Settings

Lastly, in black-box and resource-constrained settings, techniques such as in-context
unlearning and fictitious data steering enable safe and effective unlearning without
requiring access to the internal model. These approaches are particularly relevant
for deployed APIs and enterprise SaaS platforms [33, 38].
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4.7 Discussion

Despite substantial progress, several foundational challenges remain in the devel-
opment of robust machine unlearning methods for LLMs.

1. Scope Ambiguity: It remains difficult to precisely define what to forget and
how it is encoded. Concept-level knowledge (e.g., copyright text, toxic ideologies)
is often distributed across many parameters or attention heads, making targeted
removal non-trivial [35, 26, 34]. Efforts such as WAGLE and causal tracing par-
tially address this by localizing knowledge representations 19| 37].

2. Forgetting vs. Utility Trade-off: Strong forgetting can degrade general capa-
bilities such as factual recall or reasoning, especially when unlearning is not well

isolated [49, |43} 53]. Methods such as LoRA-based tuning and hybrid GA retention
strategies aim to mitigate this, but a fundamental Pareto trade-off persists [26].

3. Adversarial Robustness: Current methods remain vulnerable to extraction and
jailbreak attacks, where forgotten knowledge is recovered via adversarial prompts
[15,[31]. Incorporating adversarial training or minimax-style optimization is crucial
for strengthening forgetting guarantees (32, 5].

4. Black-Box Limitations: In black-box or SaaS contexts, unlearning is further
constrained. Approaches such as in-context unlearning and fictitious data steering
offer promising workarounds, but suffer from scalability and consistency issues [38|

33).

5. Lack of Standardized Benchmarks: Evaluation remains fragmented. While
datasets like TOFU, MUSE, and the Harry Potter case study are widely used, no
consensus yet exists on comprehensive benchmarks across all axes: privacy, safety,
factuality, and utility |46} 11}, 33].

Overall, unlearning is transitioning from a theoretical concern to a practical re-
quirement for privacy, safety, and legal compliance. However, delivering robust,
efficient, and interpretable unlearning at scale remains an open research frontier.

4.8 Future Research Directions

As previously discussed, several promising directions could enhance the efficacy
and robustness of unlearning in LLMs:

1. Multi-modal unlearning: Extending current techniques to vision language
and audio text models will require new attribution and editing strategies
across modalities [13] |26].

2. Formalizing unlearning scope: Better definitions of what constitutes a for-
gettable unit sentence, concept, behavior are needed to support principled
interventions and fairness |24} |35].
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3. Adversarially robust forgetting: New methods should proactively defend
against extraction and relearning attacks via adversarial training or certified
removal [32} |15].

4. Continual unlearning: Like continual learning, continual forgetting must
avoid performance drift as multiple deletions occur over time. Retention
buffers, schedulers, and consolidation methods are promising here |21}, 39].

5. Open benchmarking and interpretability tools: Developing unified evalua-
tion suites and visualization platforms for attribution, retention, and leakage
analysis will support reproducible and scalable research [19, [26].
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4.9 Conclusion

As LLMs continue to scale and spread through real-world applications, the abil-
ity to selectively forget - not just learn - has become an essential requirement for
responsible Al development. This report has outlined the conceptual foundations,
technical methods, evaluation metrics, and practical challenges of machine unlearn-
ing in LLMs. A taxonomy of techniques, ranging from gradient-based updates and
parameter-efficient fine-tuning to influence-function methods and in-context inter-
ventions, has been presented. These approaches are designed to balance forgetting
efficacy with the preservation of model utility.

This report shows that while significant progress has been made, robust and scal-
able unlearning remains an open research frontier. Key challenges persist in defin-
ing unlearning scope, maintaining adversarial robustness, and evaluating effective-
ness in black-box and large-scale settings. Nevertheless, the emerging ecosystem of
benchmarks, optimization strategies, and interpretability tools provides a strong
foundation for further innovation.

Ultimately, machine unlearning is not just a technical tool but a cornerstone of eth-
ical, privacy preserving, and regulation compliant Al. As regulatory frameworks
such as GDPR and the AI Act evolve, effective unlearning will become indis-
pensable. The path forward lies in developing principled, efficient and verifiable
unlearning methods that enable LLMs to not only learn responsibly but also forget
responsibly. Addressing these challenges will be essential for building Al systems
that are not only capable but also ethically grounded and legally compliant.
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Chapter 5

Overview of Crypthographic
Techniques in Blockchain Applications

Florian Mattmueller, Jana Joy Anja Muheim

This report looks at how cryptographic techniques are use in blockchain applica-
tions. It explains how techniques like hash functions, asymmetric cryptography,
and digital signatures help keep blockchain data secure. The report also shows how
blockchains deal with challenges such as slow transactions and keeping data pri-
vate, by using tools like zero-knowledge proof and layer-2 solutions. The report
also discusses the risks that quantum computers could bring to blockchain appli-
cations and some possible solutions to that. Querall, it gives an overview of how
cryptography helps making blockchain work and what challenges may come next.
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5.1 Introduction

Blockchain was first revealed in 2008 by Satoshi Nakamota in his paper [20].
Blockchain was developed to addressed the problem of trusting distributed sys-
tems. "More specifically, the problem of creating a distributed storage of times-
tamped documents where no party can tamper with the content of the data or the
timestamps without detection” [5].

In traditional financial transaction or similar a single trusted ledger, like the bank,
is needed so they verify the transaction. The problem with single trusted central-
ized ledger is that it doesn’t scale to large numbers and it needs all involved parties
to trust the ledger’s maintainer. So when doing a financial transaction through a
bank you need to trust your bank with your money and for example that the bank
employees don’t steal your funds. One alternative to solve this issue is by using a
blockchain technology. It uses a decentralized trust system where each participant
maintains a record of transactions. Each participant then can independently verify
that the order and timestamp of the transactions remain intact and have not been
altered [5].

This decentralized ledger records each transaction in a block. Each block contains
three key elements: a timestamp, the transaction details, such as who sent money
to whom, and a hash of this block, its details and the hash of the previous trans-
action. Every block is connected to the one before it, forming a chain. This makes
it nearly impossible to change past transactions without altering the entire chain.

Blockchain nowadays is applied in a wide range of domains including financial
transactions, real estate, smart contracts or patent protection to later prove a
first-to-invent claim. While cryptocurrencies remain the best-known application
of the blockchain, many companies are exploring new ways to use blockchain for
security, automation or keeping record of various things[5]. [5] states that "because
a transaction is basically a string, it can contain arbitrary information” it is clear
to see that this can contain any kind of notarization and can therefore be used not
only when money is involved.

5.1.1 Permissionless vs Permissioned Blockchains

Modern blockchain networks are classified based on their permission model. This
permission model determines who can maintain and add new blocks to the blockchain.
There are two main categories: permissionless and permissioned blockchains [39].

Permissionless blockchains are decentralized ledger platforms that allow anyone to
publish a new block without the need of having the permission from any authority.
Famous examples of permissionless blockchains include Bitcoin and Ethereum,
where anyone can join the network, validate transactions, and contribute to the
blockchain’s security. These platforms are often built on open-source software,
allowing anyone to download and use them freely. Since anyone can publish blocks
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it also means that anyone can read and write transactions on the blockchain. But
because this unrestricted participation is allowed there would be a lot of potential
for getting attacked by malicious users. To prevent this, these networks use a
consensus mechanism, which required participants to either expend or maintain
resources before publishing blocks. Popular consensus models include proof of
work (PoW) and proof of stake (PoS). Consensus models usually promote honest
behavior by rewarding participants with cryptocurrency for following network rules
[39].

Unlike permissionless blockchains, permissioned networks can restrict who has ac-
cess to read or issue new blocks. Users get authorized by a either centralized
or decentralized authority. Both blockchain categories share some key features
such as traceability of digital assets and decentralized data storage. However,
permissioned systems do not require the same consensus mechanisms, since their
participants have to be authorized they are already trusted. Instead of PoW or
PoS, permissioned blockchains use consensus models that are usually faster and
less computationally expensive [39)].

5.1.2 Key Blockchain Components

Blockchain technology is composed of several key components that work together
to ensure security and integrity. In general terms, blockchain technology brings
together well-known concepts from computer science and cryptography along with
ideas such as append only legders [39].

Cryptographic Hash Functions

In blockchain, cryptographic hash functions are used to ensure the integrity of each
transaction, each block, the whole blockchain, to derive addresses, and to speed
up digital signatures that are used in every transaction. They take an input of
an arbitrary size and return an output of fixed size. For a hash function to be a
cryptographic hash function, it needs to satisfy three properties called preimage
resistance, second preimage resistance and collision resistance [37].

Asymmetric-Key Cryptography

Asymmetric-key cryptography, also known as public-key cryptography, is used in
blockchain networks for identity verification, digital signatures, and transaction
authentication. It uses a pair of keys that are mathematically related to each
other: one public key and one private key [39]. The public key is shared openly.
The private key, on the other hand, is kept secret by the owner. The private key is
used to encrypt a transaction where before anyone with the according public key
can decrypt it. This signing with the private key then proves that the signer of the
transaction is in possession of the private key. This approach enables participants
to confirm the authenticity of transactions without relying on a central authority

[39).
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But with asymmetric-key cryptography the problem of storing the private key
securely arises. Keys are usually stored in so called wallets. Wallets can store
private keys, public keys, and also associated addresses. In the case that a user
loses a private key, than any digital assets associated with that key is lost, since it
is impossible to regenerate the same private key [39].

Transactions

The transaction represents the transfer of the cryptocurrency or information be-
tween participants in a blockchain network. Each transaction is digitally signed
by the sender using asymmetric-key cryptography to ensure authenticity [39].

According to [39] transactions typically include:

e Inputs: References to previous transactions that the sender is using as the
source of digital assets.

e QOutputs: Details of the recipient and the amount of digital assets to be
transferred.

e Signatures: Digital signatures generated by using the sender’s private key to
verify transaction authenticity and validity.

Ledgers

A ledger keeps track of the transactions. They are usually digitally stored in a
database, "owned and operated by a centralized trusted third party”. In blockchain
technology the ledger is distributed. This approach uses a much larger set of
computers than it does for a centrally managed ledger but is very attractive to users
due to trusting and security reasons. Blockchain ledgers can, unlike centralized
ledgers, ensure immutability, transparency and redundancy by having the ledger
replicated across multiple nodes [39].

Blocks

In blockchain technology the transactions get stored in blocks. In many blockchain
implementations each block consists of two main components: block header and
block data [39].

The block header contains data such as the block number, timestamp, the previous
block header’s hash, and a cryptographic hash of the block’s data, size of the block
and the nonce value. The nonce value is a number that is manipulated by the
publishing node to solve the hash puzzle [39].

The block data contains a list of validated transactions included in the block and
sometimes other data. Blocks are connected using cryptographic hashes, forming
the blockchain. Each block contains the hash of the previous block’s header, creat-
ing an unchangeable chain. If any previously published block is altered, that hash
value of that block would also change, causing all subsequent blocks to become
invalid. This provides a secure and transparent digital ledger system, since altered
blocks get easily detected [39].
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5.1.3 Consensus Models

Through various consensus models, agreements on which user publishes the next
block can be reached by a group of users [39].

When a new blockchain network is created, all users agree to the system’s initial
state based on the agreed-upon consensus model, which is recorded in the genesis
block. Every later added block must be added in accordance with the network’s
consensus model. The integrity of the blockchain is ensured by the genesis block
agreement, the chosen consensus model and the independent user verification. This
allows users to independently verify the blockchain’s integrity, eliminating the need
for a trusted third party to do so [39].

5.1.4 Soft vs Hard Forks

Modifications to a blockchain technology are known as forks, which can be catego-
rized into soft forks and hard forks. Implementing changes can be very complex,
especially to permissionless blockchains where nodes are distributed and governed
by user consensus [39)].

A soft fork is a change that is backwards compatible, allowing non-updated to
continue transacting with updated ones. In contrast hard forks are non-backward-
compatible. If some nodes continue using the old protocol, the blockchain splits
into two independent versions [39).

5.2 Blockchain Techniques

5.2.1 Asymmetric Cryptography (ECC, RSA)

Rivest, Shamir and Adleman - Algorithm (RSA)

RSA is one of the most known and used asymmetric cryptography algorithm. It
stands for Rivest, Shamir and Adleman, which are the names of the inventors of
this algorithm. The RSA algorithm relies on the fact that, while it is easy to
generate and multiply large prime numbers, reversing the process, so factoring
the resulting product back into its original primes, is extremely difficult. Once the
public key is shared with someone, that person can encrypt a message they want to
send using the receiver’s public key. The receiver than can encrypt that message
using his private key, since the public and the private key are mathematically
related [§].

In RSA, the bigger the key size is the better and stronger is the security. This
implies more overhead on computing systems. Especially nowadays where there
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are more and more small devices in the digital world that have less memory this
becomes an issue [19)].

Elliptic Curve Cryptography (ECC)

ECC stands for Elliptic Curve Cryptography. "Elliptic curve-based systems can
be implemented with much smaller parameter, leading to significant performance
advantages when comparing to RSA systems” [16).

ECC relies on an elliptic curve for encryption and decryption. This curve can be
written as y? = x® + ax + b [16].

ECC is based on scalar multiplication, much like exponentiation in RSA. Scalar
multiplication involves multiplying a point on an elliptic curve by a scalar, or inte-
ger. All points on an elliptic curve are over a finite field and form a mathematical
structure with a defined addition rule. This means that when two points on the
curve are added together, the result is found by drawing a line through the two
points, and finding the third point that intersects with the curve. This third point
then needs to be reflected over the x-axis. This process makes ECC suitable for

cryptographic algorithms that rely on hard mathematical problems for security
[16].

5.2.2 Hashing

Cryptographic hash functions are an important component of blockchain technol-
ogy. A hash function is any function that takes an input of arbitrary size and
generates an output, which is referred to as a hash or message digest, of fixed
size. If this function satisfies the following additional three requirements, then it
is considered a cryptographic hash function [37].

e Preimage resistance: given the hash H(x), it is computationally infeasible
to find input message x. This is also known as a one-way function.

e Second preimage resistance: given the hash H(x) and its input message x,
it is computationally infeasible to find another input message x’ such that
H(x) = H(x") with x # x’.

e Collision resistance: it is computationally infeasible to find a pair of input
messages X, X’ with x # x’" such that H(x) = H(x)

Note that collision resistance and second preimage resistance are not the same
properties even though they seem similar at first glance. For collision resistance,
an attacker can choose x and x” whereas for second preimage resistance, an attacker
can only choose x’ and is given x. In a brute force attack on collision resistance of
a n-bit long hash, the attacker requires effort equal to 2"/2. However, in a brute
force attack on second preimage resistance, the required effort is equal to 2". This
surprisingly big difference in these two seemingly very similar scenarios, is known as
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the birthday paradox. Furthermore, collision resistance implies second preimage
resistance but does not imply preimage resistance and preimage resistance and
second preimage resistance do not imply each other. takes these three properties
and divides them further into seven security properties. Others have come up with
additional criteria, such as the avalanche criterion or near-collision resistance [37].

Cryptographic hash functions have many applications throughout cryptography,
such as in authentication, efficient digital signatures, pseudo-random number gen-
eration, session key generation, detection of duplicate data, creation of unique
identifiers and checksums. In blockchain networks, cryptographic hash functions
are used for many tasks, including[37]:

e Address derivation
e Creating unique identifiers
e Securing the block data, whose digest is stored within the block header

e Securing the block header

Many hash functions like SHA-1, SHA-256 and MD5 are based on an iterative
structure. One such iterative structure called the Merkle-Damgard construct uses
a compression function, that is proven to satisfy the three properties needed for
a cryptographic hash function. Then it builds a cryptographic hash function that
also satisfies the three properties using the compression function[37]. The Merkle-
Damgard construct achieves this in four steps, which are shown below using the
implementation in MD4 [33] as an example:

1. Append padding bits

First append a bit of value 1’ to the end of the input of arbitrary length. Then
add bits of value ’0’ until the padded message is congruent to 488 modulo 512,
meaning it is 64-bits smaller than a multiple of 512-bits.

2. Append length and cut up message

Append a 64-bit representation of the length of the initial input to the padded mes-
sage. Appending a representation of the length is also known as MD-strengthening
and makes the hash function more resistant to collisions [37]. The message is now
a multiple of 512-bits which is cut up into 16 words of 32-bit size (16 * 32 — bits =
512 — bits) for each block of 512-bits.

3. Initialize internal state

The compression function has an internal state of four words, each 32-bits. This
internal state of in total 128-bits will also serve as the message digest at the end
of the fourth step and is initialized only once as the following four hexadecimal
words in little-endian:
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word A: 01 23 45 67
word B: 89 ab cd ef
word C: fe dc ba 98
word D: 76 54 32 10

4. Run 16 words through compression function

For each of the 16 words in each 512-bit block, the compression function changes/mixes
up its internal state using that word during three rounds. After all the words went
through three rounds to mix up the internal state, the last value of the combination

of the internal state (A,B,C,D) becomes the message digest.

MD4 accepts messages of any size and returns hashes of a fixed size, which sat-
isfy the basic properties of a hash function. However, it does allow for specific
attacks on its compression function, which makes it a suboptimal cryptographic
hash function. There are other iterative constructs used for hash functions, such
as wide pipe iterated hash design, fast wide pipe design, hash iterated framework
(HATFA) or Sponge Construction which try to improve on the Merkle-Damgard
construct and its hash functions [37].

5.2.3 Merkle Trees

Bitcoin can have up to 4000 transactions in the body of one block [10] but only
stores one hash in the header and yet if a light-weight client wants to check the
integrity of his transaction, he does not have to recalculate all the 4000 hashes.
Bitcoin uses a data structure called merkle trees for efficient checking of integrity
of a block or a transaction [20].

A merkle tree is a binary tree in which the leaf nodes are individual transactions,
and the inner nodes are hashes of their child nodes. The node at the top of the
tree is called merkle root |34] and is the only hash that is placed into the header
of the block to represent all the transaction of that block [20].

Hagep
Hash(H g . Hep)

Hagp
Hash(H4,Hg)

H 4 Hg He Hp
Hash(A) Hash(B) Hash(C") Hash(D)

Figure 5.1: Merkle Tree [34].

H(’[:
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A merkle proof is a recreation of the merkle root to prove that the hash of a
transaction was used in its creation. In Figure 2.1 a light-weight client would only
need to access H(A), H(B) and H(CD) to prove that H(A) was used in the creation
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of the merkle root. If the recreated merkle root differs from the merkle root on the
blockchain, the light-weigh client knows that a different transaction was used in
the block. Merkle trees are more efficient than storing a hash of a concatenation
of all the transaction in the header, because the light-weight client would have to
access all of the transactions [34].

5.2.4 Layer-2 Solutions

Blockchain’s main problem is the scalability. Since it has gotten more and more
attention through cryptocurrency, more and more people want to use it. The
problem here is that the blockchain technology is decentralized, which makes it
difficult to scale because transactions have to be broadcasted to the whole network.
So the more users there are the more people need to agree on a new block being
published. This results in longer periods between block confirmation, potentially
slowing down the transaction processes [35].

"The most common approach to achieve a scalable blockchain is generally known
as "Layer 27.” The core idea behind Layer 2 is to create a framework that processes
transactions off-chain - so separate from the main blockchain. This reduces the
on-chain load and can significantly increase the transaction speed. Essentially, a
Layer-2 solution is a secondary protocol built on top of an existing blockchain.
The fundamental principle here is that transactions are processed off-chain, and
only a summarized record of these transactions is reported back to the main chain

35).

To this day, all known solutions have to deal with the scalability trilemma. The
scalability trilemma says that the scalability, security and decentralization are
connected. So every improvement on the scalability of a blockchain has a negative
effect either on security or decentralization or both [35].

5.2.5 State Channels

One current in use application of channels is the Bitcoin Lightning Network. This
system uses off-chain transaction channels to enable direct transfers between users
without the need to store every transaction on the main chain which would end in
high transaction fees. Those so called Lightning channels between two participants
are typically initiated by committing a single on-chain transaction that locks a
predefined amount of currency. Once the channel is established, the participants
can repeatedly update the balance distribution between them by exchanging off-
chain transactions. These updates reflect the current allocation of the locked funds
but are not broadcast to the blockchain unless the channel is being closed, when
then the final agreed-upon transaction is submitted to the blockchain [21].

This off-chain structure not only reduces transaction fees and confirmation delays,
but also ensures that if one party attempts to cheat by for example broadcasting an
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outdated transaction or becomes unresponsive, the other party can recover their
funds or, in some cases, even punish the other party by taking the whole amount
of funds in the channel [21].

5.3 Blockchain Applications

5.3.1 Data Sharing and Multi-Party Computation

Nowadays a single company can have an enormous amount of data, however it
might still have to pool its data with other companies for some of the more data-
intensive goals like Al or statistics. Using cloud service providers is an efficient
solution for data sharing but it raises concerns about trust, centralization, data
sovereignty and data privacy [22]. A blockchain based, decentralized computation
platform like Enigma [41] offers decentralized storage of encrypted data on a second
chain that links to a main chain. Using multi-party computation (MPC) users
can benefit from joint computation on a larger pool of data while still preserving
privacy of their data [41]. Enigma eliminates the lack of privacy in blockchains and
has no reliance on third party trust but offers less performance than centralized
computation and data sharing [41].

Multi-party computation is based on secret sharing [41] and we will take a closer
look at Shamir’s secret sharing [36] as an example. We first choose a polynomial
of t degrees

p(x) =ag+ a1z + -+ + apxt

where ag = s = p(0) is the private data (s) we want to compute on

From the polynomial function p(x) we extract shards which are points (i, p(i)) on
p(x) for i € N. Note that one shard or point does not contain enough information
to reconstruct the secret p(0). We can then distribute n shards to n nodes in the
blockchain which run a agreed upon computation on their shard and return their
result. The results are combined to receive the result of the computation on the
secret. Note that the result using MPC is equivalent to the result we would have
gotten if the chosen computation was executed directly on the secret. MPC can
be extended from arithmetic computation to turing-completeness. To make the
result of the multi-party computation verifiable, it can be combined with publicly
verifiable SPDZ protocol which adds proofs of correctness that are stored on the
blockchain [41].

5.3.2 Internet of Things and PUF

The Internet of Things (IoT) can be combined with blockchain as has been at-
tempted in [29], [18] and [13]. One particular challenge is data provenance and
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integrity of IoT devices which operate with low energy and are physically exposed
and vulnerable to side-channels attacks by nature [13], [1]. Data provenance con-
cerns itself with the correct origin of data (e.g. data from a device that has been
replaced with a malicious device). One possible solution, that has been imple-
mented in BlockPro [13], uses physical unclonable functions (PUFs) to allow for
secure authentication of IoT devices to a blockchain platform. PUFs are cheap,
low energy and sometimes take no additional manufacturing at all which makes
them very appropriate for IoT devices [1].

A 4

X[0] X[1] X[126] X[127]
Figure 5.2:  Arbiter PUF delay circuit|38]

PUFs utilize built-in, unique imperfections in the complex micro-structure of the
circuit in an IoT device to generate a Response from a received Challenge [1].
There exist different types of PUFs, such as arbiter PUF's, Ring oscillator PUFs,
optical or acoustic PUFs [3§]. An arbiter PUF such as the one in Figure 2.2
consists of a delay circuit, through which two signals run, starting from the left
and ending on the latch. Whichever signal gets to the latch first decides the output
the latch creates (e.g.: top signal first creates an output of 1 and bottom signal first
creates an output of 0). The path that each signal takes through the delay circuit
is dependent on the challenge. Each challenge bit inputs to a MUX, which decides
the path through the circuit [38]. Even if an attacker knew the exact schematics
of the PUF circuit, it would be very hard or even impossible to recreate the same
structural imperfections which end up influencing the generation of the response.
This makes the circuit physically unclonable and secure [1].

To intigrate an IoT device equipped with a PUF into a IoT blockchain network,
the device would first generate a bunch of challenge response pairs (CRP) and
hand them to a node in the blockchain system [13]. When the [oT device wants to
identify itself, it requests a challenge from the node, then it generates the response
using its PUF circuit and sends back the CRP for authentication. The node can
then check the received CRP with the CRP it received when the IoT device was
first set up to validate the identity of the device [1].

5.3.3 Self-Sovereign Identity

Digital identities are an essential part of modern life, enabling secure access to
online services and systems. A digital identity represents selected attributes of a
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real-world entity (such as a person or organization) for a specific purpose. These
identities vary in the level of detail and accuracy. While each entity has a single
"real-life” identity, it can have numerous digital identities [4].

Existing identity systems are often managed by centralized organizations, creating
challenges such as privacy concerns and user dependence on third-party institu-
tions [4]. This is where self-sovereign identities (SSI) offer an alternative. Instead
of relying on centralized authorities, self-sovereign identities give individuals full
control over their digital identities. The individual itself can then administrate its
identity and decide who can access which data and for what purpose. Ultimately,
self-sovereign identity represents a shift from organization-controlled identity sys-
tems to individual- or entity-controlled frameworks, emphasizing autonomy, pri-
vacy, and trust in the digital age. With the help of blockchain such self-sovereign
identity management systems are very feasible [4].

The following properties make blockchain a great candidate for it:

e Distributed consensus: Blockchain allows participants to agree on the current
state of the ledger without needing a central authority. This makes it possible
to build systems where every change or transaction is visible and can be
verified by authorized users and therefore supports decentralization and trust
without a third-party, two key SSI principles [6].

e Immutability: Once an identity credential is issued and recorded on the
blockchain, it can’t be tampered with. This ensures that the identity data
is trustworthy and not altered [6].

e Data origin: Every credential or identity transaction is cryptographically
signed by its issuer, ensuring authenticity. This helps verifiers check who
issued a credential and whether it’s trustworthy [6].

e Decentralized data control: Blockchain stores and shares data in a way that
avoids that any single entity can control the system. This ensures user
sovereignty and independent data control [6].

e Accountability and Transparency: Blockchains allow any participant to see
who did what and when. In an SSI context, this creates verifiability and
accountability, both for credential issuers and verifier. It also builds trust in
the system [6].

5.3.3.1 Cryptographic Accumulator

In self-sovereign identities one can keep their data more private when being able
for other people to check whether a certain item is part of a list or not. This is
what an accumulator is able to do. ”A cryptographic accumulator is a space- and
time-efficient data structure used for set-membership tests” [30]. Accumulators
allow to encapsulate a set of elements, allowing a prover to create a membership
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prove for each element that is part of the accumulated set. The main function
of a cryptographic accumulator comes from its ability to turn any computational
problem into a set membership problem [30].

Cryptographic accumulators can be classified based on several propertries:

e Security: soundness, completeness, undeniability and indistinguishability are
the four key security properties [30].

e Types of accumulators: A dynamic cryptographic accumulator is able to
allow updates to the input set whereas in a static cryptographic accumulator
the input set remains unchanged [30].

5.3.3.2 Zero-Knowledge Proofs (ZKP)

In self-sovereign identities, cryptographic accumulators as well as zero-knowledge
proofs play a critical role for providing a privacy-preserving mechanism [30].

Zero-knowledge proof is a two-party protocol in which a prover convinces a verifier
that a given statement is true without revealing any other information. Early
constructions of ZKPs were applied to signature schemes and securing ciphertext.
Later work showed ZKP’s broad utility such as in cryptography [3].

According to [3] any ZKP system must satisfy three properties:

e Completeness: If the statement is true and both parties follow the protocol
honestly, the verifier will always accept the proof.

e Soundness: If the statement is false, the verifier can’t be convinced to accept
it.

e Zero-Knowledge: Beyond the fact that the statement is true nothing else will
learn the verifier; so no additional information is leaked.

In combination with accumulators, ZKPs can be utilized to validate membership
proofs in a secure manner. When an accumulator can support ZPKs, the prover
can demonstrate that an element belongs to the accumulated set using a witness
without exposing the actual content of the accumulator [30]. With integrating
ZKPs there are several advantages:

e Privacy preservation: ZPKs ensure that sensitive information remains private
while still allowing verification of membership [30].

e Indistinguishability: a well-designed accumulator that has ZKPs integrated
achieves indistinguishability, meaning that no information about the accu-
mulated set can be derived from either the accumulator itself or the belonging
witness [30].
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e Minimal interaction requirements: Traditional ZKP systems, also called in-
teractive ZKPs, require multiple rounds of interaction between the prover and
the verifier requiring more communication overhead and making it harder to
integrate into large systems such as a blockchain. Therefore in combination
with blockchain, mostly non-interactive ZKPs are used where the prover
generates only one proof that the verifier then can check [30].

Despite their benefits, incorporating ZKPs into an accumulator’s architecture come
with quite some challenges. Especially since ZKP implementations often rely on
a trusted setup which can introduce centralization risks. But overall, the inte-
gration of ZKPs into cryptographic accumulators elevates their performance and
security, allowing self-sovereign identity applications based on blockchain to lever-
age the advantages of both membership proof capabilities and stringent privacy
requirements [30].

5.4 Post-Quantum Security

5.4.1 Security Level

To understand the impact quantum computing has on encryption used in blockchain
and on blockchain itself, we must first introduce a way of capturing the amount
of security a given encryption algorithm provides, so that we can then clearly and
more easily see how post-quantum attacks influence the security of encryptions and
blockchain systems. We use the notion of security levels to measure the security of
encryption and the notion of a general attack as both described in [17]. describes
Security level as a measure of how much effort is needed to break an encryption
given the fastest general attack and it describes a general attack as an attack that
does not have any additional information about the secret (e.g. private key) used
for encryption, like a side-channel attack or social engineering. So, the attack only
uses basic information such as the ciphertext and a public key or a plaintext and
its ciphertext. A general attack might have to search the whole search space of
a private key exhaustively or it might only have to search for part of the search
space due to an exploited imperfection or mistake in the encryption algorithm. If
a symmetric encryption has a private key length of n bits and the fastest attack
available is a brute force attack on the whole search space, then it has a n-bit se-
curity level. This is because the attacker must search through 2™ possible private
keys and thus undertakes an effort proportional to 2" computations. For example,
the symmetric encryption AES-128 has a security level of 128 as the attacker must
search through 2'% different private key combinations [17].

From [17] we also learn that security level is not an absolute measurement of se-
curity rather it needs to be interpreted correctly and relative to other important
aspects. First of all, n-bit security level emits a constant of proportionality that
would be found in the effort « * 2" needed to break the encryption. Meaning se-
curity level does not take into account how fast the brute force attack can check
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its guesses using the encryption. If one symmetric encryption with a security level
of 128 runs 100 times faster than another symmetric encryption with the same
security level, the first encryption is 100 times easier or faster to break. Security
level also does not consider how much computational power is available at a given
time in history or how sophisticated and motivated the attackers are. Every year
attackers have greater resources available than they had last year. This is due to
Moore’s Law which claims that every 12 to 24 months the cost of computational
power halves, which allows for double the amount of computational power for the
same amount of money. Similarly, cryptographic progress is also not taken into
account in security level. In this context cryptographic progress lowers the security
level of a given encryption because new understandings of encryption leads to more
optimized attacks or new, stronger attacks. Cryptographic progress is fundamen-
tally different from improvements in available computational power in two ways.
It only affects one encryption or one type thereof, while Moore’s Law enables any
kind of attack on encryption to run faster. Furthermore, cryptographic progress is
unpredictable while improvements in computational power are more predictable.
As a consequence of Moore’s law and cryptographic progress, the actual security
provided by a given security level, diminishes with every passing year. Addition-
ally, a given security level itself does not claim to be adequately secure or not [17].
Whether or not it offers enough security depends on the application and field it
is used in, and is ultimately decided by the acting bodies in it. For example, a
company that works with personal data over a long period of time might need
a higher security level in its encryption than another company that handles less
important and more temporary data.

In essence, the security level of an encryption is only an estimate of security pro-
portional to the effort required to break it using the fastest general attack, relative
to the available computational power and cryptographic knowledge. This estimate
of security is also subject to individual perspective of what it means to be ’secure’
[17].

Table 5.1: Relation of key/hash length to security level [17]

\ name \ type \ key /hash length \ security level \
DES symmetric encryption 56 56
AES-128 symmetric encryption 128 128
RIPEMD-160 hash function 160 80
SHA-256 hash function 256 128
RSA-1024 asymmetric encryption 1024 72
RSA-4096 asymmetric encryption 4096 125

[17] also looked at the relation between different types of encryptions and their
security level. Symmetric encryption, asymmetric encryption and hash functions
each have a different relation between their key length/hash length and their secu-
rity level. For symmetric encryption, more precisely for block ciphers, the security
level is typically equal to the private key length. So, an n-bit private key operates
with n-bit security level because an attacker must consider the whole 2" search
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space. For example, AES-256 has a security level of 256. For Hash functions with
a n-bit hash, the security level is typically n/2 because an attack on collision resis-
tance takes 2"/2 effort. For these two types of encryptions, key/hash length grows
linearly with security level. This is not the case for asymmetric encryption where
key lengths grow much faster with increasing security level as shown in table 2.1.
[17] points out that this makes standards for asymmetric encryption more contro-
versial and less universal than standards for hashing and symmetric encryption.
The performance of hash functions and symmetric encryption does not deteriorate
noticeably with increasing security level and hash /key length because the relation
is linear. This makes it easy to propose and follow conservative, meaning secure
standards. In asymmetric encryption, performance does deteriorate noticeably
with higher security level because the key length increases faster, which makes the
balance between security and performance more important and trickier [17].

5.4.2 Post-Quantum Security Level

In this report post-quantum security level is given the same definition as the clas-
sical security level above and it should also be interpreted the same way. The only
difference is that post-quantum security level considers the fastest attacks using
quantum computers. This expands the group of possible attacks considered which
lowers the post-quantum security level compared to the classical security level of
encryption.

For a post-quantum attack to efficiently run on a quantum computer, one also
needs an underlying algorithm that can properly utilize the power of a quantum
computer. Perhaps the two most famous and, in the case of Blockchain, most
influential algorithms are Shor’s algorithm and Grover’s algorithm. [7] gives a
broad but also detailed view of the impact of Shor’s and Grover’s algorithm on
individual encryption schemes and blockchain. Our overview of Shor’s and Grover’s
algorithm is entirely based on [7]. Shor’s algorithm can break encryptions based
on the integer factorization problem (e.g. RSA), the discrete logarithm problem
(e.g. DSA) [9] or elliptic curves (e.g. ECDSA) [7] in polynomial time.

Grover’s algorithm can speed up the search for a specific item in an unstructured
database of size N. Where it would normally take an effort of N/2, meaning O(N)
on average to find the specific item, Grover’s algorithm can find the item in O(v/N).
This allows Grover’s algorithm to break hash functions and symmetric encryption
using the root of the effort it would take a conventional algorithm to [11]. For hash
functions and symmetric encryption, the post-quantum security level is half of the
classical security level because an encryption with classical security level of 128
takes approximately 228 effort to break but Grover’s algorithm reduces this to an
effort of 254, consequently halving the security level. As some might have already
guessed, this decrease in security can easily be countered by simply doubling the
hash or key length to restore the initial security level and the performance only de-
teriorates linearly with increased hash or key length, making for a straightforward
solution for post-quantum resistant hash functions and symmetric encryptions.
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Shor’s algorithm has a more severe impact on the security level of asymmetric
encryption. Its polynomial time complexity is an enormous improvement com-
pared to, for example the general number field sieve (GNFS) which can break
asymmetric encryption in subexponential time. This allows breaking of previously
considered secure encryption such as RSA-2048 in only hours given enough noisy
qubits [9].The resulting post-quantum security level is considered broken meaning
the security level is so low that it is nowhere near secure [7]. For one simple reason
the solution for post-quantum resistant asymmetric encryption is not as easy as
for hash functions and symmetric encryption. As seen before in [17] key length
increases more than linearly when increasing security level. So, if we tried to in-
crease key length in order to achieve a high enough post-quantum security level,
the resulting key length would be too large, creating an encryption that runs too
slow.

If no precautions are taken, the consequences of Shor’s algorithm and Grover’s
algorithm might completely break blockchain. Using Shor’s algorithm an attacker
could find the private key to a cryptocurrency wallet from the public key or sign
transactions in the name of someone else using that person’s private key. Grover’s
algorithm would allow an attacker to create the longest chain of blocks, essentially
changing the whole blockchain or changing the content of individual transactions
by finding hash collisions between two valid transactions where one transaction
was initially intended and the other enriches the attacker and replace the intended
transaction with the other transaction. In order to avoid these possible conse-
quences, there must be standards in place for post-quantum resistant encryption
that developers and enterprises can rely on [7].

5.4.3 Post-Quantum resistant Encryption and Blockchains

We will take a closer look at two proposals for post-quantum resistant encryption
algorithms. Namely, PQCrypto from Horizon 2020 EU [31] and the call for propos-
als for post-quantum Cryptography Standardization from NIST USA [27]. During
the NIST call for proposals, which started in 2017 and will probably end in 2026,
experts from different parts of the world judged a total of 82 algorithms in four
rounds and decided on the following five post-quantum resistant algorithms for
standardization [26]. However, it should first be noted that NIST uses 5 categories
of security strength each associated with a block cipher or a SHA hash function
instead of security levels to capture the security of the proposed algorithm [28§].
For an algorithm to be in a given security strength category it needs to be as secure
or more secure than the underlying encryption. The conversions between security
strength category and security level and between security strength category and
post-quantum security level that we used are displayed in table 2.2. It takes the
Security strength categories and the underlying algorithms from [28] and assigns
them both classical security levels and post-quantum security levels based on the
relations between key /hash length and security level as described by [17] for clas-
sical security level and the fact that Grover’s algorithm halves the post-quantum
security level of block ciphers and hash functions.
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Table 5.2: Security strength categories [28] and corresponding security levels

‘ Security Strength Category ‘ underlying algorithm ‘ security level ‘ pq security level ‘

1. block cipher 128-bits 128-bits 64-bits
2. hash function 256-bits 128-bits 64-bits
3. block cipher 192-bits 192-bits 96-bits
4. hash function 384-bits 192-bits 96-bits
5. block cipher 256-bits 256-bits 128-bits

Halving the post-quantum security level due to Grover’s algorithm’s quadratic
speed up is considered by NIST as too extreme of an impact. This is because
Grover’s algorithm requires very long and difficult chains of serial computation
which improves post-quantum resistance of algorithms exposed to Grover’s algo-
rithm |2]. This means, that the estimated post-quantum security level in table 2.2
are lowered than they are supposed to be.

Table 5.3: ML-KEM specifications |23]

version \ encap key \ decap key \ ciphertext \ shared secret key \ SL \ paSL ‘
ML-KEM-512 6400 6528 6144 256 128 | 64
ML-KEM-768 9472 19200 8704 256 192 | 96
ML-KEM-1024 12544 25344 12536 256 256 | 128

Table 5.4: ML-DSA specifications [24]

\ version \ private key \ public key \ sig size \ SL \ paSL \

ML-DAS-44 20480 10496 19360 | 128 | 64
ML-DAS-65 32256 15616 26472 1192 | 96
ML-DAS-87 39168 20736 37016 | 256 | 128

ML-KEM (Module-Lattice-Based Key-Encapsulation Mechanism) in table 2.3 is
based on the CRYSTALS-Kyber algorithm and is a key-encapsulation mechanism
(KEM) for secure exchange of a private key over a public channel which can then
be used for symmetric encryption. Its security is based on the module mearning
with errors problem which is believed to be post-quantum resistant. ML-KEM
comes with three different, approved versions ML-KEM-512, ML-KEM-768 and
ML-KEM-1025 [23] which have a security level of 128, 192 and 256 bits and a
post-quantum security level of 64, 96 and 128.

The ML-DSA (module-lattice-based digital signature algorithm) in table 2.4 is a
digital signature algorithm based on the CRYSTALS-Dilithium algorithm. ML-
DSA’s security is also based on the Module Learning with Errors problem and it
offers three different, approved versions [24].
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Table 5.5: SLH-DSA specifications [25]

’ version \ sig size (bytes) \ SL \ paSL \
SLH-DSA-SHA2-128s 7856 128 64
SLH-DSA-SHAKE-128s 7856 128 64
SLH-DSA-SHA2-128f 17088 128 64
SLH-DSA-SHAKE-128f 17088 128 64
SLH-DSA-SHA2-192s 16224 192 96
SLH-DSA-SHAKE-192s 16224 192 96
SLH-DSA-SHA2-192f 35664 192 96
SLH-DSA-SHAKE-192f 35664 192 96
SLH-DSA-SHA2-256s 29792 256 | 128
SLH-DSA-SHAKE-256s 29792 256 | 128
SLH-DSA-SHA2-256f 49856 256 | 128
SLH-DSA-SHAKE-256f 49856 256 | 128

SLH-DSA (stateless hash-based digital signature algorithm) in table 2.5 is also
a digital signature algorithm based on SPHINCS+. SLH-DSA has 12 different
versions. For each of the Security level 128, 192, 256 there is one version that uses
SHA2 for hashing and has small signatures (’s’), one using SHA2 that runs faster
(’f’) but that has larger signatures, one using SHAKE for hashing and has small
signatures (’s’), and one using SHAKE that runs faster (’f’) but that has larger
signatures [25].

5.5 Related Work

[39] gives an overview of all the basic components used in blockchain and the types
of blockchain and clears up misconceptions. It touches on security and the impact
of quantum computers, but unlike this paper, it gives guidance on when and where
it is advisable to add blockchain to an application, whereas this paper focuses on
the applications and additional techniques. [37] explains further properties of the
cryptographic hash function, gives a more detailed overview of iterative structures
and compression functions to construct hash functions. Further, it describes at
length the different types of attacks and specific attacks that hash functions are
vulnerable to which this paper skipped nearly completely. [15] and |14] analyze the
security of Merkle Trees and more specifically the collision and data falsification
probabilities which try to fill a gap present in the literature.

[32] explains the fundamental techniques, network properties and types of blockchain
and provides a Systematization of Knowledge (SoK) of all the cryptographic tech-
niques already applied or with potential for application used in blockchain by
thoroughly reviewing and systematizing literature. Furthermore, it discusses the
challenges faced in blockchain at length and proposes 21 problems in the form of re-
search problems yet to be solved regarding blockchain cryptography. [22] presents
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real-world deployments and the lessons learned for various applications of data
sharing using blockchain, which goes far beyond Multi-Party Computation, and
listS research challenges for future studies. [12] addresses a plethora of security
aspects of IoT in the different layers (sensing, network, middleware and applica-
tion layer) and the future security requirements. Furthermore, it explains the IoT
security of blockchain and various other technologies and their benefits.

[40] gives an overview of Quantum Computing, its impact, post-quantum resis-
tant algorithms and blockchains. However, it also discusses a second type of
quantum resistant blockchain that utilizes quantum computing to create quantum
blockchain. It compares the two approaches to quantum-resistant blockchains,
namely blockchain using post-quantum resistant encryption and blockchain using
quantum computers to be quantum resistant. It also incorporates research chal-
lenges and lessons learned.

5.6 Conclusion

This report has presented various aspects of blockchain. It has first communicated
fundamental knowledge about history, components, properties and fundamental
cryptographic techniques. It has dived deeper into asymmetric encryption, hash-
ing, merkle trees, layer-2 solutions and state channels, and showed how these
techniques provide properties such as data authentication, data integrity, scala-
bility and performance. Furthermore, it discussed the properties of blockchain
applications in data sharing, [oT and self-sovereign identity in combination with
additional cryptographic techniques such as MPC, PUF, accumulators and zero-
knowledge proofs. The report covered classical security aspects of encryption and
blockchain and explored post-quantum resistant encryptions proposed by NIST
and PQCrypto that are going to be used in post-quantum resistant blockchains in
the future.
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Chapter 6

Securing the Future — Post Quantum
Cryptography in Messenger Systems

Shirley Feng Li Lau, Linn Anna Spitz

In the wake of quantum computers unlocking novel computational possibilities,
experts are raising serious concerns about the future security of traditional cryp-
tographic methods. Given the impact of Shor’s algorithm, many foundational en-
cryption methods are entirely compromised if quantum computers become more
practical and available. This is not solely a problem of the future, as “harvest-
now-decrypt-later” attacks pose a serious threat right now. A major effort led by
researchers and experts has put forth numerous proposals for Post-Quantum Cryp-
tography (PQC) and the National Institute for Standards and Technology (NIST)
has played a pivotal role in evaluating and standardizing novel cryptographic meth-
ods. Resulting algorithms include CRYSTALS-Kyber, CRYSTALS-Dilithium and
SPHINCS™. Messaging systems are a major area of application for PQC, with Ap-
ple’s iMessage being an early adopter, as it already uses the PQ3 protocol. PQC is
still facing architectural challenges, as algorithms generally entail larger key sizes
and computational overhead compared to traditional methods.
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6.1 Introduction

In the wake of quantum computers unlocking novel computational possibilities,
experts are raising serious concerns about the future security of traditional cryp-
tographic methods [5]. Grover’s and Shor’s algorithm are quantum algorithms
that have been proven to accelerate the adversarial decryption of standard encryp-
tion methods [46, [18]. The impact of Shor’s algorithm, in particular, has been
significant, as it offers an exponential speed-up on breaking public-key encryption
methods such as Rivest-Shamir-Adleman (RSA), Diffie-Hellman (DH) and Elliptic
Curve Cryptography (ECC), on which the current technological ecosystem heavily
relies. Meaning that if quantum computers become more practical and available,
these foundational encryption algorithms are entirely compromised.

However, this threat is not merely a future concern. Experts believe that attackers
may already be harvesting sensitive data that is secure under the current compu-
tational limitations. If those attackers gain access to quantum resources in the
future, they could decrypt data collected today. This is known as a “harvest-now-
decrypt-later” attack. Considering this possibility, data must be secured against
quantum threats even before such attacks can be practically executed [37].

A major effort lead by researchers and experts has put forth numerous proposals
for Post-Quantum Cryptography (PQC). Public-key cryptography relies on the
difficulty of solving certain mathematical problems, so it is critical to identify new
sets of mathematical problems that are intractable even for quantum computers.
Current candidates for such problems are the Learning With Errors (LWE) prob-
lem and, its extension, the Module Learning With Errors (MLWE) problem [33|
32, |41], which are both considered forms of lattice-based problems [40]. Another
family of problems that are assumed to be quantum resistant are based on error-
correcting codes. Additionally, post-quantum hash-based signature schemes have
been developed |7, |34].

In the search for PQC algorithms, the National Institute for Standards and Tech-
nology (NIST) has played a pivotal role. In the past years, NIST has evaluated
candidate algorithms and standardized the most promising among them [35, [36].
Standardization is an important step in cryptography, as a major challenge cur-
rently facing the PQC community is the compatibility with legacy systems, as well
the interoperability of new systems. The algorithms that NIST has standardized
so far include CRYSTALS-Kyber, CRYSTALS-Dilithium and SPHINCS™ [33, 132,
34).

Major application areas of PQC include Internet of Things (IoT) architectures,
cloud-computing, military communication and messaging apps [24, (17, 26]. Apple’s
iMessage is an early adopter of PQC, as its PQ3 protocol has already been fully
implemented. PQ3 additionally uses a hybrid approach, as it includes two layers
of encryption for key-exchange: a post-quantum layer and a traditional encryption
layer. This hybrid approach ensures that an encryption is as least as safe as the
traditional approach, while the research community is still evaluating the security
of PQC encryption schemes [26].
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The adoption of PQC is currently still facing some architectural challenges. PQC
generally entails larger key sizes and more computational overhead compared to
traditional systems [21]. Given these considerations, the latest research directions
are focusing on designing schemes with smaller key sizes that still provide strong
quantum resistance, balancing storage, communication, and computational over-
head [45].

This paper first establishes the need for post-quantum cryptography by examining
the threat that quantum computers pose to current cryptographic systems. It then
provides an overview of PQC algorithms, highlighting the mathematical founda-
tions of emerging cryptographic methods. Finally, the paper explores practical
implementations of PQC systems, discusses relevant architectural considerations
and outlines potential directions for future research in the field.

6.2 Background

This section explores the motivation for post-quantum cryptography. It begins
by outlining essential background in traditional cryptographic systems. Subse-
quently, it discusses the quantum threat posed by Grover’s and Shor’s algorithms,
demonstrating their implications for widely used encryption schemes. This leads
to the necessity for developing cryptographic techniques that remain secure in the
presence of quantum adversaries.

6.2.1 Overview of Secure Communication

The most significant distinction within encryption schemes lies in the difference be-
tween asymmetric and symmetric encryption schemes. In asymmetric encryption,
a message can be encrypted by anyone using the receiver’s public key. Subse-
quently, the message can only be decrypted using the receiver’s private key. In
symmetric encryption, both parties have access to the same secret key [28].

Asymmetric encryption schemes include RSA, DH key exchange and ECC. All
asymmetric encryption algorithms are based on a mathematical problem, that is
relatively easy to compute in one direction but computationally hard to reconstruct
in the other direction. RSA is based on the difficulty of factorizing large prime
numbers [43]. DH is based on the discrete logarithm problem (DL) [13] and ECC
is based on repeatedly sampling elliptic curves [22, 30]. In the area of symmetric
key encryption, the most common standard is the Advanced Encryption Standard
(AES), which was introduced by NIST in 2001 [14].

In practice, asymmetric and symmetric encryption are often used together. Trans-
port Layer Security (TLS) is used with the HT'TP protocol, among other communi-
cation systems. In TLS, asymmetric keys are used for the handshake phase between
two communicating parties. During this handshake phase, a shared symmetric key



Shirley Feng Li Lau, Linn Anna Spitz 127

is established. This is then used to symmetrically encrypt the subsequent exchange
between the parties [50].

Cryptography is not exclusively used for confidentiality. It is also essential for
verification. For example, digital signatures are used to verify identity. Both
symmetric and asymmetric digital signatures exist. Simple hash signatures are an
example of an asymmetric signature. This can be expanded to include a symmetric
key, as is the case for Message Authentication Codes (MAC) [2§].

6.2.2 Quantum Computing Threats

Conventional encryption algorithms are based on mathematical problems that are
hard to solve by traditional computers. With advances in quantum computing,
some problems could soon be solved in a much shorter time frame. Grover’s and
Shor’s algorithms are quantum algorithms that have had significant impact on the
field of cryptography.

Grover’s Algorithm

Grover’s algorithm was originally designed to search unstructured databases with
N entries. As there is no sorting or index in unstructured databases, this task
is traditionally performed in O(N) time. Grover’s algorithm leverages quantum
computing to achieve this in O(v/N) time [18].

Unstructured search can be generalized to a wide array of problems. For example,
optimization is an unstructured search for the optimal solution. Consider the
traveling salesman problem (TSP). It is concerned with finding the minimal round
trip that covers IV cities. The TSP is both an NP-complete problem, as well as an
unstructured search.

NP-complete problems are a class of problems in computer science and complexity
theory. No polynomial-time algorithm is currently known for any NP-complete
problem, and it is conjectured that none exists, which is known as the P vs NP
question. A key feature of NP-complete problems is their inter-reducibility. Every
NP-complete problem can be reduced to any other problem of its class in polyno-
mial time. Thus, if one NP-complete problem can be solved in polynomial-time,
then so can every other NP-complete problem [48].

Given the nature of NP-complete problems, the fact that the traveling salesman
can be generalized to an unstructured search directly implies that all NP-complete
problems can be generalized to an unstructured search. Thus, Grover’s algorithm
is very significant in computer science [19].

As there are N! possible paths in the TSP, this unstructured search has a tradi-
tionally factorial runtime of O(N!), which has a super-exponential growth rate.
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However, the speed-up that Grover’s algorithm provides is quadratic, which lim-
its the impact of the algorithm. For example, even with a quadratic speed-up,
exponential problems remain exponential. Therefore, NP-complete problems that
are exponential in complexity or worse, remain so even in the realm of quantum
computing. Within the field of encryption, the quadratic speed-up of Grover’s al-
gorithm reduces the security level of the affected schemes by half. Thus, in return,
doubling key-sizes effectively eliminates the impact of Grover’s algorithm [5].

Given the highly general nature of unstructured search, the majority of exist-
ing encryption schemes are affected by Grover’s algorithm. However, we consider
Grover’s algorithm as most relevant to symmetric encryption, as traditional asym-
metric encryption is additionally vulnerable to Shor’s algorithm, which provides a
much greater speed-up [9].

Shor’s Algorithm

In 1994, Peter Shor proposed an algorithm that allows for solving prime factoriza-
tion in polynomial time by employing quantum computer technology [46]. In RSA
encryption, the large number N is the public key, with the secret prime factors
p and ¢, so that px ¢ = N. Shor’s algorithm can find p and ¢ by analyzing the
periodic function f(z) = a® mod N, where a < N is a random number, co-prime
with . If the resulting period is non-trivial, it can then in turn be used to com-
pute the factors p and ¢. Using a quantum computer, a suitable input for a can
be found in polynomial time, by analyzing the periodicity of many inputs of a at
the same time using the Quantum Fourier-Transform [19)].

More generally, Shor’s algorithm can be applied to any problem that can be ana-
lyzed through periodicity in a similar manner. Subsequently, not only RSA, but
DH and ECC are vulnerable to attacks that leverage periodicity.

6.2.3 The Need for Post-Quantum Cryptography (PQC)

While both Grover’s and Shor’s algorithm have been proven theoretically, the cor-
responding hardware does not yet exist. However, it is possible that it will in
the future. Given this future potential, it has been argued that current commu-
nications are still under threat. The authors of [37] posit that the “harvest-now-
decrypt-later” strategy, abbreviated as HNDL and pronounced “Handle”, poses a
significant risk today. HNDL is an attack where encrypted messages are collected
and stored by attackers in anticipation of quantum computing being available to
decrypt the content in the future. Therefore, current communication ought still
be protected against decryption techniques that are not yet viable.

To mitigate future risks, cryptographic researchers and organizations have started
to work on alternative algorithms that remain safe even against quantum comput-
ers. NIST has proposed new encryption schemes such as CRYSTALS-Kyber [33]
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Pre-quantum Post-quantum

Name Function security level  security level

Symmetric cryptography

AES-1288 Symmetric 128 64 (Grover)
encryption

AES-2568 Symmetric 256 128 (Grover)
encryption

Salsa20%8 Symmetric 256 128 (Grover)
encryption

GMAC®? MAC 128 128 (no impact)

Poly1305%0 MAC 128 128 (no impact)

SHA-256°! Hash function 256 128 (Grover)

SHA3-256%2 Hash function 256 128 (Grover)

Public-key cryptography

RSA-3072! Encryption 128 Broken (Shor)

RSA-30721 Signature 128 Broken (Shor)

DH-3072%? Key exchange 128 Broken (Shor)

DSA-30726364 Signature 128 Broken (Shor)

256-bit ECDH*® Key exchange 128 Broken (Shor)

256-bit ECDSA®®%7  Signature 128 Broken (Shor)

Figure 6.1: Traditional encryption methods and their respective security levels
with respect to quantum computers [3].

and CRYSTALS-Dilithium [32]. This paper explores how messaging platforms are
integrating PQC and the associated challenges.

Figure shows traditional encryption methods that are widely used today and
analyzes the threat quantum computing poses to their prolonged security. As the
table shows, all traditional PKE systems are rendered insecure by the exponential
speed-up provided by Shor’s algorithm [5, 19]. Symmetric key encryption schemes
are more resilient, as there is no public information to exploit, an attack requires
an exhaustive search for the secret key. The same applies to hash functions, where
an attack must search for the preimage. As previously discussed, this can be sped-
up quadratically through Grover’s algorithm [19]. As a result, the security level of
the algorithms is halved. This can be effectively addressed by doubling the key-
sizes of the respective algorithms. MAC-based schemes are not impacted, as they
don’t allow for the verification of a given guess. Thus even a brute-force search is
impossible [11], which rules out quantum-acceleration.

6.3 PQC Algorithms

If quantum hardware advances, the current standard public-key cryptographic
methods would be compromised. Thus, the search for viable replacements has
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been extensive. This section presents key post-quantum cryptographic algorithms
along with the underlying mathematical foundations. It also outlines the stan-
dardization process led by NIST and discusses essential cryptographic mechanisms,
such as key encapsulation and digital signatures, in the context of post-quantum
security.

6.3.1 Post-Quantum Cryptography (PQC)

Public-key encryption (PKE) is based on math problems that are hard to solve
with traditional computing technology. It follows that a new set of math prob-
lems must form the basis of future PKE algorithms. One such problem is the
Module Learning with Errors Problem (MLWE) [41]. NIST has standardized two
algorithms based on MLWE, CRYSTAL-Kyber and CRYSTAL-Dilithium [33} |32].
Hash-based systems are also presumed to be quantum-resistant. Consequently,
NIST has standardized SPHINCS™, a hash-based digital signature algorithm [34].

Module Learning With Errors Problem

The MLWE is an extension of the Learning with Errors Problem (LWE). In the
LWE, the private key is a vector x € Z;. The public key is a set of m equations,
where m > n, with n unknown variables each. All of the equations are satisfied
given the values of the secret vector. Small errors are then added to the public
equations. The equations are used to encode secret messages. With the private
key, one can easily evaluate equations and get the correct result through rounding.
Reconstructing the solution, thus the secret vector, to the public equations is very
hard, given the errors. Consider that with the added errors the system of equations
is likely not even solvable [41]. In MLWE, the system of linear equations is replaced
with a ring of polynomials, which is defined as follows.

Zglx])/ (2" + 1) (6.1)

A ring of polynomials in z is thus a set as polynomial equations f(z), where
coefficients are in the set Z, and the order of polynomials is always smaller than
n. In the definition, the polynomial Z,[z] is divided by (z™ + 1), which a similar
effect as a modulo-operation in modular arithmetic. Polynomials of degree >=n
are divided, so that they remain within the range of the ring [40]. A matrix A is
defined to contain only entries from Z,[z|/(z™ +1). The secret vector is multiplied
with A and errors are added. Thus, the construction of an MLWE-based encryption
is similar its LWE-based counterpart, but the secret vector x € Zy is replaced by
secret vector ¥ € Ry as defined previously [33].
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Figure 6.2: An example of a 2D-lattice with basis vectors (a,b) and (¢, d), as well
as the message P and the encrypted message P’.

Lattice-Based Cryptography

Lattice-based problems are related to LWE and MLWE problems [40]. In fact, ei-
ther can be transformed into the other. Consider the system of equations discussed
previously with regards to LWE- and MLWE-based systems. These equations con-
tain errors, as previously established. This is related to the Closest Vector Problem
(CVP) in lattice-based cryptography, shown in Figure . In this context, a lat-
tice is defined by basis vectors which constitute the private key. For simplicity,
the lattice is assumed to be 2D-dimensional with the two basis vectors (a,b). A
message corresponds to a point P within a lattice. Its encryption involves adding
a small random error to P to get the nearby point P’. The public key consists of
a different set of basis vectors, (¢, d), which generate the same lattice, don’t allow
for efficient computation. In order to decrypt, one must find the closest point to
P’ on the lattice, P. This is fast using the private basis (a, b), but computationally
hard to with the public basis (¢, d) [29].

CRYSTALS-Kyber

CRYSTALS-Kyber, also referred to as ML-KEM (Module-Lattice-Based Key-Encapsulation
Mechanism), is a quantum-resistant key-encapsulation mechanism (KEM) stan-
dardized by NIST in 2024 [35, 33]. KEMs are a class of algorithms that use
public-key cryptography with the goal of safely exchanging a shared secret key
between two communicating parties. CRYSTALS-Kyber is based on the MWLE
problem [33]. As MLWE is a lattice-based, the Kyber algorithm also falls within

the category of lattice-based cryptography.

CRYSTALS-Dilithium

CRYSTALS-Dilithium is officially referred to as the Module-Lattice-Based Digital
Signature Algorithm (ML-DSA). It is a digital signature scheme based on the
MWLE-problem and is therefore lattice-based [32]. It was standardized by NIST
in 2024.
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SPHINCS*

SPHINCS™ is a stateless hash-based signature scheme that is assumed to be quan-
tum resistant and has been standardized by NIST. A binary message m € 0, 1"
can be authenticated by publishing it alongside a set of 2n hash values, generated
by a known hash function h(z). Each bit in m is associated with two values z
and x1, corresponding to the two possible values of the bit. These values are kept
secret, while their hashed values h(xy) and h(x;) are published. To authenticate
a specific message, the author must reveal the input value xy or x; corresponding
to the value of each bit. Observers can verify that the given value indeed hashes
to the hash value that was originally published with the message. As this method
generates large public keys, optimizations exist. SPHINCS™ uses a merkle tree,
where the 2n hash values are places on the leaves of a binary tree. In each internal
node, two hash values are combined into one, an rehashed. This results in a single
hash value at the root, which replaces the public key [34, [7].

As the secret values have to be revealed for authentication, reusing secret values
must be avoided, as this compromises the security. This would render the system
stateful, as a history of previous values must be maintained. SPHINCS™ uses an
additional technique to avoid this problem. It constructs a hypertree, a tree of
merkle trees, where each merkle tree contains different values. Using a mapping
function with the message as input, a given message will always use a specific
merkle tree and thus a specific set of values. However, two different messages will
always use different sets of values. As the secret values can now only be used for a
specific message, impostors can now recreate the signature of a message previously
posted by the author, but they cannot sign a new message |34} 7, 6].

6.3.2 Standardization process

The National Institute of Standards and Technology (NIST) is leading an effort to
develop and standardize new cryptographic algorithms that will be secure against
quantum attacks. This initiative started at PQCrypto 2016 conference and by the
end of 2017, NIST had received 23 digital signature schemes and 59 encryption or
key encapsulation mechanisms (KEMs) [35]. After an initial review, 69 candidates
were deemed eligible to proceed to the first round of evaluation. Over several
rounds, NIST carefully assessed the security, efficiency, and practicality of these
algorithms.

As of end of 2024, NIST officially released the first set of finalized post-quantum
cryptography standards, marking a major milestone. These standards are:

e FIPS 203 [33] — for general encryption, based on the CRYSTALS-Kyber
algorithm, now named ML-KEM (Module-Lattice-Based Key-Encapsulation
Mechanism).
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e FIPS 204 [32] — for digital signatures, using the CRYSTALS-Dilithium al-
gorithm, now named ML-DSA (Module-Lattice-Based Digital Signature Al-
gorithm).

e FIPS 205 [34] — also for digital signatures, employing the SPHINCS™ algo-
rithm, now named SLH-DSA (Stateless Hash-Based Digital Signature Algo-
rithm), which offers a backup approach in case lattice-based methods show
weaknesses.

To help organizations smoothly migrate [36] to utilizing new Post Quantum Cryp-
tography standards, NIST also develop frameworks that focuses on two aspects
- interoperability and performance. Interoperability ensures that cryptographic
systems can exchange data securely without compatibility issues or security vul-
nerabilities, which is crucial in environments like the internet, banking systems, or
cloud platforms where systems from multiple vendors or regions need to commu-
nicate. NIST also provides a controlled, non-production environment where these
issues can be safely examined and fixed.

6.3.3 Post Quantum Key Establishment

Post-quantum key establishment (PQ KEX) is the process of two parties securely
generating a shared secret using cryptographic techniques that are resistant to
attacks from both classical and quantum computers.

To do this, each party generates a public-key and private-key pair (Keygen). [16]
One classical key (e.g., Elliptic Curve P-256) for compatibility with existing sys-
tems, and one post-quantum key (e.g., Kyber-1024) for future security. If one
party, Alice wishes to send Bob a message, she retrieves Bob’s public keys. After
validating it, she encapsulates a random secret using Bob’s public key, and sends
over this ciphertext to Bob. Bob decapsulates it using his private key, recovering
the same shared secret. Alice and Bob have now established a shared session. The
shared secret is processed using a Key Derivation Function (KDF) e.g., HKDF-
SHA384) to create the final encryption key. If a hybrid approach is used, the
system combines both a classical and post-quantum secret to ensure security even
if one is broken. The derived key is used for encrypting messages which secures
all future communication. With this, the protocol has also ensured forward se-
crecy, protecting any future attacks from exposure to past sessions. The hybrid
approach [42] is also essential to ensure progress to post-quantum algorithms and
provide post-quantum resistance while retaining the existing security of current
cryptographic schemes.

6.3.4 Post-Quantum Digital Signatures

Currently, hybrid signature schemes combining classical (ECDSA) and quantum-
resistant algorithms (Falcon) are used. These methods produce compact hybrid
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signatures, which are shorter than simple concatenations of classical and post-
quantum signatures. They maintain backward compatibility and regulation con-
formance by allowing selective verification of either signature type individually
[25]. Tt is done by merging two randomized digital signature schemes in a way
that is reversible and can be individually verified. This construction allows for a
smooth transition from legacy systems that only understand classical signatures
(like ECDSA) while leveraging on post-quantum security.

Originating from Shannon’s theory, error-correcting codes are integral in scenar-
ios like sending images from deep space and maintaining integrity in everyday
identifiers such as credit card numbers, ISBN on books, and phone numbers [47].
Unlike RSA and ElGamal, whose security depends on factoring large integers or
solving discrete logarithms, McEliece cryptosystem relies on the complexity of
decoding random errors in linear error-correcting codes. Quantum computing,
notably Shor’s algorithm, does not significantly enhance attacks against these
code-based schemes. Hence, the McEliece cryptosystem remains robust against
quantum threats.

Algorithms like Falcon also specifically offer compact signatures using lattice struc-
tures and Fast Fourier Transform optimizations [38], which significantly reduce
the size compared to classical counterparts like RSA, facilitating efficient trans-
mission which is useful in high-volume data scenarios. Hash-based schemes (e.g.,
SPHINCS™) provide multiple variants of hash functions (e.g. SHA2 or SHAKE)
which can be easily adapted according security requirements. This makes them
accessible for practical use despite their relatively large signature sizes.

6.4 Approaches for Implementing PQC

As quantum computers get more powerful, they could break the encryption that
messaging apps rely on to keep conversations private. This section looks at how
post-quantum cryptography (PQC) can be used in messaging systems to protect
user data. We explore the current use of encryption in popular apps and how PQC
can help make them more secure in the future.

6.4.1 Applications of PQC

It is anticipated that the development of large-scale quantum computers will pose
a significant threat to modern communication channels and the cryptographic
foundations that enable them. Messaging platforms, Internet of Things (IoT) net-
works, and cloud computing environments have become central components of
modern digital infrastructure, enabling real-time communication, remote control,
and scalable data processing. Across all three, the potential for “harvest-now-
decrypt-later” attacks and the long-term vulnerability of current public-key cryp-
tographic schemes call for the integration of quantum-resistant solutions in these
environments.
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By far, messaging apps are one of the widely-used form of communication channels.
In addition to data leaks and illegal third party sales of consumer data [31], con-
sumers have also become more privacy-aware to attempts of mass surveillance from
different parties. These platforms rely heavily on public-key cryptography to pro-
vide end-to-end encryption, ensuring the confidentiality, integrity, and authenticity
of messages exchanged between users. Widely used communication and messag-
ing protocols, e.g., TLS 1.3 and Signal, use modifications of the Diffie-Hellman
algorithm for key exchange [8]. More specifically, messaging apps like Whatsapp,
Signal and Facebook Messenger use end-to-end encryption [2]. In addition to
end-to-end encryption, messaging apps can also use post-quantum cryptographic
techniques, such as digital signatures to verify the authenticity of users and ensure
the integrity of the message conveyed.

IoT connects billions of heterogeneous devices (expected 18.8 billion by 2025)
across networks, forming a interconnected network of devices that exchange sensi-
tive data using security protocols. Such protocols should include data protection
schemes in the design and application phases for high secrecy situations. One such
application is the security requirement in military and defense areas where un-
manned aerial vehicles (UAVs) are used to exchange information while monitoring
large areas [24]. Thus, new cryptographic schemes that do not rely on mathemat-
ical difficulty should be developed, and instead utilize complex quantum-resistant
formulations that are untraceable.

Large-scale distributed systems have already started to incorporate PQC tech-
niques. With its own internal encryption-in-transit protocol, Application Layer
Transport Security (ALTS), Google Cloud [17] has already enabled one of the al-
gorithms in defense to potential post-quantum attacks. It uses public-key cryptog-
raphy algorithms to ensure that Google’s internal infrastructure components talk
to each other with more secure authentication and encryption, better safeguarding
interservice communication and data storage.

6.4.2 Industry Adoption of PQC in Messenger Apps

At present, the industrial standard for cryptography in messaging apps is end-to-
end encryption (E2EE). Messaging apps like Whatsapp and Signal are providing
end-to-end encryption in their messaging protocols. However, majority of other
messaging apps conventionally only provide encrypted communications without
true end-to-end encryption. This means that after the message travels from the
sender to the server, it gets decrypted briefly before being re-encrypted and sent to
the recipient. This introduces a small loophole at the server, potentially exposing
the content of the message to the service provider. With end-to-end encryption,
messages no intermediary party, even the service provider, would be able to decrypt
and access the message before it reaches the recipient [12]. In E2EE, a message
encrypted with the recipient’s public key can only be decrypted by the recipient’s
private key, ensuring that even if an attacker intercepts the message, they cannot
read it. Thus any compromise to a long-term key or a temporary access to the
session will not threaten the security of past and future messages.
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Apple’s iMessage: While end-to-end encryption is secure for most applications
now, they rely on pre-quantum cryptographic algorithms, such as RSA, Diffie-
Hellman and ECC, and are also subject to post-quantum threats. Therefore, mes-
saging apps like Apple’s iMessage have already been at the forefront of advancing
the state of art in end to end encryption with PQ3 by introducing post-quantum
techniques. This includes incorporating post-quantum cryptography from the start
of a conversation, so that all communication is protected from current and fu-
ture adversaries. Furthermore, additional layers of security are utilized with post-
quantum algorithms in order to ensure forward secrecy, limiting the number of
past and future messages that can be decrypted if a session key is exposed.

The Apple PQ3 Protocol offers heightened encryption with post-quantum algo-
rithms using two techniques [26]:

e Hybrid Key Exchange

e Triple Ratcheting
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Figure 6.3: An overview of Apple’s PQ3 protocol [26]

Key exchange protocols have been widely used in asymmetric encryption, such as
Diffie-Hellman-Merkle (DHMS) Key Exchange Scheme for TLS, SSH and IKE net-
work protocols (cite this). KEX methods include Key Encapsulation mechanisms
and Key Agreement methods [16]. In PQ3, a post-quantum Kyber-1024 key encap-
sulation public key as well as a classical P-256 Elliptic Curve key agreement public
key are used together in the encryption process. Prior to a session establishment,
each device generates its own private keys. This allows for the generation of two
public keys, Kyber-1024 and P-256 which are registered to the device using Apple
Identity Directory Service (IDS). Each device’s public encryption keys are signed



Shirley Feng Li Lau, Linn Anna Spitz 137

using the device’s Secure Enclave, and generates an authentication key using Ap-
ple’s Contact Key Verification. When the session starts, the sender validates the
recipient’s digital signature using the device authentication key and timestamp,
to make sure that the recipient’s public authentication keys are still valid. The
sender’s device can then use the two public encryption keys to share two sym-
metric keys with the recipient. Two shared secrets are independently established
as a result - a ECDH (P-256) secret using the sender’s ephemeral key and the
recipient’s P-256 public key, and a Kyber (KEM) secret respectively In the Ky-
ber KEM step, the sender encapsulates a symmetric secret using the recipient’s
Kyber-1024 public key. This forms a Hybrid KEX protocol that makes used of
two registered public keys per device to compute two shared secrets instead of
one. Moreover, the hybrid combination of pre-quantum keys and post-quantum
keys ensures that the key exchange is never susceptible to only either one kind of
attack, and any potential attacker has to decrpyt both keys. The use of ECDH
ephemeral keys ensures forward secrecy, as an exposure of a encryption key would
not be able to allow the attacker to decrypt past messages using this key [10]. The
two keys from both devices are then also further combined using a key derivation
function (KDF'), which is a well-established cryptographic method for producing
a joint session key. This is carried out by invoking HKDF-SHA384-Extract twice
with an expansion step afterwards [26], generating more entropy and increasing
the difficulty of recovering the secret.

ECDH KEM

From peer From client

From peer From client}

i
v

Figure 6.4: Key establishment in PQ3 [26]

PQ3 then combines three ratchets to achieve post-quantum encryption. Ratchet-
ing is defined as a cryptographic technique where encryption keys are constantly
refreshed, and deleted once they are no longer required for encryption or decryption
[4]. Tt delivers the basic security properties - forward security, post-compromise se-
curity, and “immediate (no-delay) decryption”, all of which had never been achieved
single-handedly by any prior messaging protocols [1]. After the session is estab-
lished, both parties use firstly a symmetric ratchet to derive a new message key for
each message, which will be then used to encrypt and decrypt a message. After
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which, the chain key derived from the shared secret will be then ratchet forward.
This is a process that usually involves an update to the chain key using a hash
function or a KDF. Upon decryption, the message key is immediately deleted to
protect forward secrecy, and will never be accessed or utilized again. In addition
to a symmetric ratchet, a second ECDH (Elliptic Curve Diffie-Hellman) ratchet is
used to further introduce fresh entropy. Both parties generate an ephemeral key-
pair to carry out a Diffie-Hellman key exchange to generate another secret. This
secret is then mixed into the ongoing session key, and the ECDH ratcheting re-
peats several times in a conversation. On top of these two ratcheting mechanisms,
a post-quantum Kyber Ratchet is periodically introduced to provide quantum-
secure entropy into the system as well. The ratchet is initiated by Alice using
Bob’s public key to encapsulate a shared secret and sends a ciphertext to Bob.
Bob can now decapsulate the ciphertext using their Kyber private key, instead of
a public key. The derived shared secret is then mixed into the ongoing session key
material, using a HKDF. After these three ratcheting mechanisms, the resulting
output is a message key which is ready to be used for payload encryption. The
key update process strengthens future secrecy [3] and also provides self-healing
properties in the face of an attack - even if an attacker compromises part of the
session or obtains an encryption key, future keys can recover their security guar-
antees without requiring a complete reset as the session key has evolved in the
future.

6.4.3 Architectural Considerations

When selecting a post-quantum cryptographic solution, it is crucial to consider
key architectural factors. To facilitate the increase in security levels in PQC,
key sizes generally need to be larger to maintain resistance against quantum at-
tacks. This includes the significantly larger sizes of encryption keys and digital
signatures compared to traditional systems [21]. Additionally, accurate estimation
of encryption and decryption times, as well as the anticipated data traffic over
communication channels, is essential to ensure system efficiency and scalability.
Among PQC schemes, isogeny-based cryptosystems 9] offer the smallest key sizes
at practical security levels, while code-based systems like McEliece are known for
very large keys, though some variants (e.g., using the Lee metric [20]) aim to re-
duce this size but may be limited by vulnerabilities to lattice-based attacks. With
that said, lattice-based cryptography is still a leading PQC candidate [33|. Latest
research directions are focusing on designing schemes with smaller key sizes that
still provide strong quantum resistance, balancing storage, communication, and
computational overheads [45].

Larger key sizes in PQC can impact performance, including slower execution times,
increased storage requirements, and higher communication costs [15]. These factors
are critical when selecting algorithms for real-world applications, especially for
resource-constrained environments like IoT devices or vehicular communications

[45).
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Moreover, performance and security of PQC algorithms affect computational effi-
ciency and compatibility across platforms. Farooq et al. (2023) [15] evaluated two
NIST fourth-round finalists - Classic McEliece and BIKE, using the libogs library
on both Linux and Windows systems. Classic McEliece supports high security
levels, including NIST Level 5, but its efficiency is limited by very large public
keys, such as 1.36 MB for the McEliece-8192128 variant, and long key generation
times, reaching up to 298 seconds on Windows. In comparison, BIKE offers much
faster performance and smaller key sizes. For example, the BIKE-L1 variant uses a
public key of only 1541 bytes, generates keys in 126.95 microseconds, and performs
encapsulation in just 17.55 microseconds on Linux. Decapsulation times also show
a similar contrast: Classic McEliece-348864 decapsulates in 33.08 microseconds,
while BIKE-L3 requires 993.16 microseconds. However, BIKE’s implementation is
currently limited to Linux, as it is not supported by default in the Windows ver-
sion of libogs. These results highlight a clear trade-off: algorithms like McEliece
offer stronger long-term security but demand more resources, whereas BIKE is
more efficient and lightweight, but with less extensive platform support. There-
fore, choosing an appropriate PQC algorithm involves balancing security needs
with performance constraints, especially in applications such as TLS or resource-
constrained environments.

A study done by Raavi et al. [39] demonstrates clear relationship between sig-
nature size, algorithmic efficiency, and security in post-quantum digital signature
schemes. By comparing NIST finalist digital signature schemes - Dilithium, Falcon,
and Rainbow, the study [39] showed that smaller signature sizes contribute directly
to lower communication overhead and faster execution, making such schemes more
viable for real-world use. For instance, Falcon achieves strong security at a signa-
ture size of just 690 bytes, compared to Dilithium’s 2044 bytes, yet outperforms it
in signing and verification time.
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Figure 6.5: Execution time (in milliseconds) for key generation, signing, and ver-
ification across post-quantum signature algorithms. Both the fastest and slowest
variants from each algorithm family are shown, tested using 100-byte messages

39).

Security comparisons were then evaluated using advanced quantum-resilient met-
rics, including qubit cost, quantum gate cost, and the Depth-Width (DW) cost
which was introduced to account for both resources simultaneously.
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Figure 6.6: Estimated quantum attack cost (DW metric) for each signature algo-
rithm, comparing scenarios with and without quantum annealing. Higher values
indicate stronger resistance to quantum attacks [39].

Falcon offers higher classical and quantum security per byte than Dilithium, while
Rainbow - despite its smaller signatures, achieves the highest overall security cost
but suffers from impractically large certificate sizes, which prevented its integra-
tion with TLS 1.3 due to packet size limitations. These findings demonstrate that
an optimal signature scheme must balance compact signature length while main-
taining robust quantum resistance, as quantified by DW and gate-level metrics, to
achieve both high security and practical deployment efficiency.

6.4.4 Future Directions

While post-quantum algorithms offer a higher level of security from mathematical
complexity, it is still prone to side channel attacks that bypass mathematical
computation. Side channel attacks exploit physical information generated from the
execution of the post-quantum algorithm, such as power consumption [23], timing,
or electromagnetic emissions to extract secret keys or information through
studying the correlation between these factors. This suggests that it is important
for post-quantum cryptography protocols to not only be mathematically secure,
but also physically secure in infrastructure to prevent such vulnerabilities.

It is also recommended by recent research that striving for a full post-quantum
transition might not be the best solution in the near future. Instead, hybrid cryp-
tographic schemes that utilize more than one of either classical, quantum and
post-quantum cryptography algorithms facilitate a smooth transition to a post-
quantum future [42]. This approach leverages the time-tested security guarantee
of existing, well-performing classical cryptography algorithms, while still building
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post-quantum resistance, ensuring security even if one scheme is broken. In addi-
tion to using classical post-quantum cryptography algorithms that rely on compu-
tational difficulty, incorporating Quantum Key Distribution (QKD) [27] promises
information-theoretic security independent of computation. Its security is based
on laws of quantum physics, with the effect that any eavesdropping of the quan-
tum channels will be easily detected. The resistance of the triple combination
specifically allows for resistance to all three types of attack, and until one of the
key generation methods remains unbroken,the 3-key Combiner is IND-CCA secure
[42]. Such protocols will further strengthen the security of an cryptography system
, compared to beyond merely using a single classical or post-quantum cryptography
protocol. While post-quantum cryptography has yet to be proven entirely impen-
etrable, implementing hybrid schemes offers a practical and backward-compatible
solution for modern communication systems.

6.5 Conclusion

Post-Quantum Cryptography is a rapidly evolving field, with significant progress
in recent years. Thanks to the standardization efforts led by NIST, some PQC
algorithms are already finding significant practical applications. For instance,
CRYSTALS-Kyber is already encrypting iMessage traffic. However, the number
of real-world implementations of PQC remains small. While the quantum-threat
is hypothetical, it also affects the present, due to “harvest-now-decrypt-later” at-
tacks. This unusual dichotomy is likely a contributing factor to the slow adoption
of PQC. It remains to be seen which organizations will choose to invest in the
mitigation of a risk that has not yet fully materialized.

Due to their novelty, PQC algorithms are still under scrutiny. While classical
methods have benefited from decades of analysis, new standards require further
validation. Hybrid approaches, combining post-quantum and classical encryption,
provide a workable solution that guarantees at least the security of traditional
methods. Considering the additional architectural complexity and resource re-
quirements, pure PQC solutions may become more attractive in the long-term.

As discussed, replacing classical public-key encryption requires exploring new math-
ematical foundations. However, security cannot solely rely on the hardness of
underlying mathematical problems, but includes architectural concerns, physical
hardware and many other areas. Side channel attacks in PQC are an example that
shows just how many considerations must be made to achieve holistic security. In
this sense, security cannot be reduced to a hard problem such as MWLE, but must
be evaluated in a much broader context.

Furthermore, architectural challenges such as larger key sizes, computational over-
head and backward compatibility still pose barriers. Therefore, real-world imple-
mentations of PQC algorithms are essential, as they can inform future approaches
and contribute to creating an interoperable, quantum-resistant communication net-
work.
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Chapter 7

Overview of the AI Agent Systems
and Its Protocols

Erik Avtandilyan, Lukas Sager

Large-language models (LLMs) have made the long-standing vision of autonomous
software agents and humanoid robots a reality. This paper surveys the spectrum
of AI Agents, beginning with Simple Reflex Agents to advanced Agents working
together in a Multi-Agent System. After outlining the capabilities and limitations
of each architecture, this paper takes a closer look at what is needed for Multi-
Agent Systems to effectively communicate with each other and what the structure
and semantics of established communication protocols look like. Then, how the
scope and autonomy of contemporary agents is extended through the role of Large-
language models. The research is supplemented with a review of case studies, one
looking into a Single Agent System and the other examining a Multi-Agent System.
It 1s then concluded with looking at the limitations of today’s Agents like their fragile
reliability, latency issues, and privacy and security concerns, as well as a reflection
on where we currently are in the still young age of AI Agents.
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7.1 Introduction

7.1.1 Evolution of AI

Although the idea of Artificial Intelligence (AI) has ancient roots, with Aristotle’s
development of syllogisms and the "laws of thought” to formalize logical reasoning,
major contributions from psychology, philosophy, mathematics, neuroscience, and
economics have laid the foundations for modern intelligent agents. A groundbreak-
ing milestone was reached in 1943 when the mathematician Walter Pitts and the
neurologist Warren McCulloch proposed a model of artificial neurons connected
through logical rules, conceptually aligned with Turing’s ideas on computation.
Independently, Donald Hebb introduced a learning theory, now known as Heb-
bian learning, which remains influential: it says that the connection between two
neurons is strengthened when they are activated simultaneously [23, [19].

Through those concepts, enthusiasm for the field of Artificial Intelligence grew. In
1956 a two-month workshop was held at Dartmouth College “to find how to make
machines use language, form abstractions and concepts, solve kind of problems now
reserved for humans, and improve themselves”[19]. What is to some extent possible
today was unsuccessful then. In the coming years, further progress was made
with game programs based on reinforced learning for popular games like checkers,
chess and backgammon. So-called microworlds were created that were able to
solve limited problems such as calculus integration or geometric analogy problems.
With further advancements in the field eventually Boolean logic was extended by
probabilistic reasoning and machine learning in the mid 80’s. In the new century,
new opportunities arose in the field of AI due to the advances in computing power,
as well as the rise of the Internet created gigantic data sets, known as big data.
The focus shifted from improving the algorithm to the use of big data and machine
learning, after the realization that it led to much larger advancements in the field.
Those advancements and their proven capabilities resparked interest in the field
for both academia and business. Through deep learning, classification in image
recognition improved from a 28% error rate in 2010 to a 2% error rate in 2017 and
therefore exceeded human image recognition. In the coming years, large technology
companies made Al widely available through their features in smart phones and
computers. The age of the Agents started in 2022 with the launch of ChatGPT
by OpenAl which made an API-based generative model available to the public.
Through the large-language model (LLM), its use was made possible to any user
and could be implemented in an almost unlimited number of ways. The Al world is
now in the middle of a race. Since then, many new models have been launched from
different companies and countries all over the world with continuous improvement
and new purposes|19, 23].
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7.2 Fundamentals of AI Agents and Multi-Agent Sys-
tems

7.2.1 Definition and Characteristics of AI Agents

The term Agent is described by [34] as "an element or an entity having the power
to act on behalf of another.” In the technical context, Agents are systems that are
“designed to interact with users using natural language” |[L1]. So the term Agent
includes both human agents as well as the discussed Al Agents. The distinction
between the two is, that the Al Agent merely tries to act like a human agent. The
similarities are in the interaction and the purpose:

The AT is powered through Large Language Models (LLMs) as a way to interact
with it. This means that an AI Agent, similar to a human agent, can receive
information in natural language. This information helps the Agents interact with
their environment. In a real world setting, this could be an order to a Real Estate
Agent to put up a house for sale or a Web Agent to adjust the design on a website.
For the Al Agent it is the same, they receive information and take actions based
on the input and context given to them. AI Agents have underlying data they are
trained on for a specific use. In the example of ChatGPT, this use can be general.
Others might be focusing on language learning, physics, information systems or
other topics. [14]

The purpose of an Al Agent is, that the user can provide information of the task at
hand in the form of natural language to the AI Agent. The Al is able to interpret
the natural language given by the user and execute the desired action in its defined
context. [14]

The characteristics of an AI Agent are, that with the fast advancement in language
modeling, the AT Agent can not only understand what is being said, but also build
reasoning upon that. Therefore, natural language that is conversational and non-
technical can be interpreted and applied for the purpose of the Agent. The last
characteristic of the agent is, that it can, based on the input and reasoning, act
upon it instead of just responding [14].

7.2.2 Types of Al Agents

In [19] the agents are built on the sum of a program (or capability) and its ar-
chitecture. The AI has the responsibility to design a program to represent the
agent function. The architecture is the resource on which it can rely to realize its
function. We get this simple equation: “agent = architecture + program” [19].
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7.2.2.1 Types of Agents by Architecture

Furthermore, [19] defines five different types of agents, that cover most intelligent
systems:

The Simple Reflex Agent makes decisions based on current perception and does
not take historical data into consideration. They are usually based on simple
condition-action rules. A common example would be a cleaning robot. If it detects
dirt, then it will clean. It does not matter what happened before. The same goes
for its path. If it detects a wall, then it turns right, even if it has been there before.
Its program is based on the simple if-then rules, and the architecture is defined
through its sensors and actors [19].

Model-based Reflex Agents are from a functional perspective similar to the Simple
Reflex Agents. The difference is, that they maintain a model that helps understand
the world around them and to fullfil their purpose. This model consists of two
components. The transition model describes how the world works in the response
to the agents actions. In the example of a autonomous car, if the wheel is turned
clockwise, the car will turn to the right. The second component, the sensor model,
exists to track changes in the environment to consider them in their actions. In
the same example this can be a sensor for temperature to track if roads are frozen
and the speed needs to be adjusted [19)].

Goal-based Agents also consider a model to describe and react to their environ-
ment. If a car’s target destination changes, a Reflex Agent would need to have
their model adjusted for the new roads taken. For the Goal-based Agent, the rules
are explicit for the previous scenario and can change towards the new goal. Reflex
Agents consider an action because they have been told to react this way. Goal-
based Agents make decisions based on their goals and are more flexible. Their
ability to search and plan ahead helps to achieve those goals [19].

Similar to what was observed in the previous agents, the Utility-based Agents adds
another dimension. So far there are I) the ability to react to the environment, II)
to model the environment, and III) to adjust the model towards a goal. The ability
to rationalize and make decisions for a certain utility to reach the goal is added.
To reach a destination, there are multiple ways to achieve this goal, those ways
are considered utility. Depending on what is prioritized, the agent can take the
fastest road or the environment-friendly route. The goal is therefore extended to
how it should be reached or what utility it should maximize |19].

The last agent type is the Learning Agent. It was first described by Touring in
1950. Instead of programming a machine capable to act as the four previous agents,
he proposed a learning machine which then can be taught how to behave. Today,
this is considered the dominant way to create any agent and their systems. While
the performance element, which includes the capabilities described previously, is
already given, the learning element is introduced. Through a critic and a problem
generator, it can improve in connection with its defined performance element. The
critic gives feedback to the agent on how to improve in the future. The problem
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generator is responsible for testing different scenarios to gain further information
and experiences, even if they do not necessarily mean improvement but better

understanding , .

7.2.2.2 Types of Agents by Capabilities

While there are different architectures for Intelligent Agents, their capabilities need
to be considered as well. The capabilities describe what the agent can do. [19]
includes the following:

The previous chapter has shown that there is the Reactive Capability of Agents.
They are able to perceive their environment and act without deeper reasoning [19].

Problem-solving Capability, as its name describes, is to solve problems by plan-
ning ahead in atomic representations of their environment. Within these represen-
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tations, they rely on search algorithms to reach their goal [19].

Logical Agents or Knowledge-based Agents have the Capability of Reasoning.
Problem-solving Agents use their limited representation to act. They also often
know all possibilities and their outcomes. Knowledge-based Agents are extended
by general knowledge. Therefore they are able to reason on a decision through
logic. They can approach problems differently and argue for a decision they make.
An example would be finding the way back to the hotel in an unknown city. The
Problem-solving Agent would know all the streets around it and decide based on
the search algorithm, which route to take. The Knowledge-based Agent would
perhaps know that the hotel lies on the west end of the city and therefore takes
the street leading west [19].

The Learning Capability, often referred to as ’Machine Learning’, is a capability
of Learning Agents. The agent is given data sets to understand patterns and build
a model based on the data received. Learning techniques include supervised, un-
supervised and reinforcement learning. Deep Learning techniques are most widely
used in modern applications. They rely on multilayered reasoning models called
neural networks that represent the complexity of real-life scenarios more realisti-
cally [19].

Language models are capable of Natural Language Processing. They can com-
municate, learn, and understand through the interpretation of natural language.
This means that it is able to translate the language spoken or written by humans,
even if it is ambiguous or vague, to create its models. In this way, it can learn and
improve to mimic the same language |19].

7.2.3 Introduction to Multi-Agent Systems (MAS)

Transitioning from the previous discussions on individual AI agents, it is cru-
cial to explore how these agents interact within a larger collective framework. A
Multi-Agent System (MAS) consists of multiple autonomous agents collaboratively
interacting within a shared environment, aiming to accomplish complex goals that
surpass individual capacities [12].

Fundamentally, MAS are designed to address problems characterized by distributed
knowledge, dynamic conditions, and the necessity for coordinated action. To effec-
tively manage such complexity, MAS leverage modular specialization by breaking
down tasks into submodules, each addressed by agents specialized in distinct as-
pects of the overall problem. This approach is particularly suited to applications
such as transportation networks, where geographic dispersion and continuously
shifting components like vehicles and passengers demand sophisticated coordina-
tion strategies|17].

MAS distinguish themselves from single-agent systems by the depth of inter-agent
interactions. Unlike single-agent scenarios, where agent-to-agent interactions are
primarily tool-based and limited, MAS require agents to proactively model and
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Figure 7.3: The Fully General Multiagent Scenario |25]

account for each other’s goals, knowledge, and behaviors. Such intricate interac-
tions facilitate collective decision-making and enhance adaptability, enabling MAS
to dynamically respond to environmental changes by flexibly adjusting agent com-
position and roles|12].

7.2.4 Interaction Models in MAS

In recent developments within the artificial intelligence landscape, numerous star-
tups have begun marketing their products as Multi-Agent Systems (MAS). How-
ever, upon closer examination, significant distinctions emerge between genuine
MAS architectures and other forms of Al implementation. Fundamental to identi-
fying these differences is the examination of how individual agents interact within
such systems.

At its core, a Multi-Agent System represents a distributed framework consist-
ing of multiple autonomous agents operating within a shared environment, where
their individual decisions and actions inherently influence each other as well as the
broader system. Understanding these agent interactions is critical, particularly
when designing MAS capable of effectively addressing intricate real-world chal-
lenges across diverse domains, ranging from autonomous transportation systems
to financial market operations [13].

Multi-Agent Systems are typically classified based on agent composition into two
categories: homogeneous and heterogeneous systems. Homogeneous MAS com-
prise agents sharing identical objectives, actions, and domain knowledge. Con-
versely, heterogeneous MAS involve agents with varying goals, capabilities, and

specialized knowledge, which introduces complexity into the system interactions
[25].
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A vital dimension in understanding MAS interactions lies in distinguishing be-
tween cooperative and competitive behaviors among agents. Cooperative agents
willingly assist one another, even if individual objectives differ, thereby fostering
a collaborative environment aimed at mutual benefit. In contrast, competitive
agents prioritize their own objectives, potentially at the expense of other agents.
In extreme scenarios, competitive interactions can manifest as zero-sum situations
where agents actively impede others to advance their own goals [25].

Interestingly, theoretical analyses suggest that cooperation might occasionally emerge
from behavior that appears irrational, as purely rational agents could exploit coop-
erative tendencies for personal advantage. Recognizing these behavioral intricacies
is essential for effectively leveraging MAS to solve complex tasks [32].

7.3 Communication Protocols in Multi-Agent Systems

In Multi-Agent Systems, there are different setups that define the application.
Agents work together on a common goal, the system function. Their roles in the
communication can be cooperative, competitive, hierarchical, or a mix. Also, their
planning can vary from centralized to decentralized planning and execution. With
the Agent’s need to communicate, an important role in creating efficient MAS
lies on the communication protocols. A guide for the Agents to know how to
communicate with each other [3].

Next to the inter-agent communication this section will also deal with examples of
an internal protocol that facilitates the setup of a single Agent and also external
facing protocols which improve the interoperability of Agents or MAS outside of
their initial environment.

7.3.1 The Need for Communication Protocols

In the nature of communication lies ambiguity, the need for coherence of structure
and semantics, and, due to many factors like culture, environment, and relation-
ship, miscommunication. Those also lead to inefficiencies in reaching the system
function. To mitigate those aspects in Agent communication, Communication Pro-
tocols are introduced in LLM-based Agents working in an MAS. They facilitate
“the timing, content and modality of interactions among agents” [3].

In the Agents communication, there are four aspects that need to be considered:

e Message Semantics
e Message Syntax

e Communication/Interaction Protocol
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Parameter Category of Parameters
performative Type of communicative acts
sender Participant in communication
receiver Participant in communication
reply-to Participant in communication
content Content of message
language Description of Content
encoding Description of Content
ontology Description of Content
protocol Control of conversation
conversation-id Control of conversation
reply-with Control of conversation
in-reply-to Control of conversation
reply-by Control of conversation

Figure 7.4: FIPA ACL Message Parameters [3]

e Transport Protocol

In LLM-based agents, the semantics of a message is given through the natural
language used and partly also the syntax. The protocols therefore focus on the
expression of messages and the structure of the communication between agents.
The method of sending and receiving messages, the transport protocol, is not
addressed in communication protocols and needs to be addressed based on the
application’s requirements [3].

7.3.2 Inter-Agent Protocols

When it comes to the protocols used in today’s communication between Agents,
two protocols have emerged as the standard; FIPA-ACL and KQML.

7.3.2.1 FIPA-ACL

To improve communication, one of the established protocols is the Foundation
for Intelligent Physical Agents - Agent Communication Language (FIPA-ACL)
[10]. The protocol ensures that the content, based on the Speech Acts Theory, is
coherent in both structure and semantics to improve efficiency [3].

The ACL, established in 1996, is a structure on how Agents communicate. The
content of a message contains most importantly a performative. The performative
describes what the intent of a message is. This, for example, can be "inform”, "re-
quest”, or "disagree”. Usually the performative is extended by further parameters

like sender, receiver, and content [9).

The table in Figure [7.4] shows that with its modularity next to the mandatory
performative, messages can become strongly structured and therefore provide ad-
ditional information to a MAS conversation. At the same time, they can also be
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(request
:sender (agent-identifier :name alice@mydomain.com)
:receiver (agent-identifier :name bob@yourdomain.com)
:ontology travel-assistant
:language FIPA-SL
:protocol fipa-request
:content
""((action
(agent-identifier :name bob@yourdomain.com)
(book-hotel :arrival 15/10/2006
:departure 05/07/2002 ...)

N"

Figure 7.5: FIPA ACL Message Semantics 28]

purposely omitted. In the example of the sender parameter, it can be removed to
ensure anonymity of the Agents.

A special focus lies on the parameter protocol. It dictates the structure to control
the conversation and support the interpretation of messages. As an example, the
initiating agent can use a protocol parameter designed for a request that only needs
a simple accept or decline answer. The receiving agent then knows exactly what
his output should look like and that there will be no follow-up messages. In this
way, conversations are kept to a minimum, and all participating agents know their
role in the conversation [3,|9]. What a technical representation of a message in the

FIPA ACL could look like is shown in Figure [28].

7.3.2.2 KQML

The Knowledge Query and Manipulation Language (KQML) was introduced in
1990 as an effort to “develop techniques, methodologies, and software tools for
knowledge sharing” [28]. It is build in three layers:

e The content layer contains the content of the message. There is no defined
format, in what way content must be provided. This is up to the agents to
decide on structure and language used.

e The communication layer defines parameters such as sender, receiver and
unique identifiers. It ensures an efficient communication and clear involve-
ment of the necessary agents.

e The message layer contains two parts, the content message, which includes
a performative, as described in ACL, and a description of the intent of the
message. Further there is a declarative message that agents can use to declare
information about themselves to other agents, like their existence, purpose,
or meta information [2§].
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(ask-one

:sender joe

:content (PRICE IBM ?price)

:receiver stock-server

:reply-with ibm-stock

:language LPROLOG
:ontology NYSE-TICKS)

Figure 7.6: Example of a KQML Message [28]

Since KQML has no specified formal semantic model, it has been applied in various
different forms. This allows more flexibility and adaptability to systems in specific
use-cases. This has also created criticism of the protocol since it leads to more
misunderandings and ambiguity compared to other protocols. The lack of seman-
tic rules allows it to add information to the content, which are not neccessarily
focused on the current communication but have the goal to share and develop the
understanding of other interacting agents about itself [24].

7.3.3 Intra-Agent Protocol

The fast development of LLM’s has led to many new Agents and agentic systems
rising in academia and the industry. With this development, Agents need to fulfill
more complex tasks and create the need to be increasingly reliant in successfully
completing those tasks. However, with a multitude of Agents built on different
standards, the interoperability, scalability and ability to collaborate is hindered.
Therefore, a multitude of new protocols have emerged. In this and the following
section a selection of established and emerging protocols is discussed [35] 6].

The Model-Context Protocol (MCP) emerged in 2024 and has already become a
standard due to its wide adaptation in Agents. Its use is within the Agent. LLMs
were usually connected to its systems and data bases through an application or
‘glue code’. While the code had to be maintained and ensure that everything is
working as intended, the MCP provides a more elegant solution for an Agent’s
architecture to ensure continuity without much maintenance [6]. MCP introduces
an intermediary component called the MCP Server between the LLM and the
resources it uses. The MCP Server consists of:

e Protocol Layer: Defines how messages between the LLM and external sys-
tems are formatted and structured, using JSON-RPC 2.0 standards. It en-
sures requests and responses match correctly and follow established patterns.

e Transport Layer: Manages the actual transmission of messages between the
LLM and the external system.

The MCP Server also enforces access rights, maintains the operational security
and notifies in case of changes in the system capabilities. The advantage of this
architecture is the modularity within the Agents to change, extend or reduce the
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LLM’s access to other and new systems [6]. The key components that allow those
capabilities are:

e Tools: Active functionalities allowing the LLM to perform tasks by invoking
external APIs or services.

e Resources: Passive data sets and information sources controlled by the ap-
plication, providing content that the LLM uses.

e Prompts: Templates or predefined instructions managed by users or the
system to ensure consistent, reusable, and concise interactions, reducing re-
dundancy in communication.

e Sampling: A controlled selection mechanism managed by the MCP Server,
determining how the LLM generates responses, and therefore overseeing and
influencing the agent’s output [6]

7.3.4 Extra-Agent Protocols

So far, Inter-Agent and Intra-Agent protocols have been discussed. Extra-Agent
Protocols differ in that they are specifically designed to facilitate communication
with external entities, such as other systems or Multi-Agent Systems (MAS), that
lie beyond the initial setup or internal architecture of an agent.

The Agent Protocol is an example of such an Extra-Agent Protocol, specifically
categorized as a System-Agent Interaction Protocol. Its primary goal is to simplify
the integration of agents into external systems. The Agent Protocol is designed
to be universally compatible, allowing any existing agent, regardless of its cur-
rent framework, to adopt and integrate this standardized interaction method. It
achieves this by exposing standardized endpoints with predefined response mod-
els. For instance, the endpoint "Create Agent Task” receives an input, typically
a prompt, and returns a standardized response indicating the creation of a new
task [1, 35].

A further protocol that emerged in 2025 is the Agent-2-Agent (A2A) Protocol. It
is a peer-to-peer Protocol that facilitates the communication between two indepen-
dent systems to work together and achieve their respective task. It was introduced
by Google in collaboration with over 50 other software companies as a way to
improve Agent interoperability and their ability to cooperate with each other [27].
This is how it works; the user initiates a task to the Client Agent. The Client
Agent then analyses the intent and searches for a suitable Remote Agent that can
help complete the task. The Remote Agent is found through its Agent Card, a
way to identify its existence and capabilities. The two Agents then interact and
exchange artifacts, and ultimately the result is returned to the user [6]. The A2A
Protocol builds on existing API standards like HTTP, SSE and JSON-RPC which
allows an easy integration on existing tech stacks. The protocol empowers any
Agent, able to ’speak’ A2A protocol to interact with other Agents that also adhere
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to this protocol. Further the supported JSON-RPC 2.0 standard also supports
A2A protocol to effectively deploy the capabilities of MCP [6, [27].

7.3.5 Analysis of Communication Protocols

When comparing the two protocols, KQML has no commitment in the use of the
content layer. The involved agents decide themselves how they want to specify and
structure the message’s content. FIPA’s ACL on the other hand has a more strict
policy for the content and provides a structure for the transported content [28§].

A further advantage of KQML is the possibility to send arbitrary, useful informa-
tion in the message’s content layer to help other agents improve their understanding
of the agents in their environment as well as their capabilities. Meanwhile FIPA-
ACL is more strict in what is contained in a message for the sake of clarity and
structure [29].

While both protocols enhance the communication in MAS, there are slight dif-
ferences. KQML leaves more freedom in communication and therefore provides
a stronger possibility of development and improvement in Agent communication.
This freedom is trading in the benefits of FIPA’s ACL. The ACL has more struc-
ture and leaves less room to inform other Agents about capabilities and therefore
learning about their environment is reduced for Agents in comparison with KQML.
ACL in return gains a more efficient communication and a lower likeliness of am-
biguity and misunderstandings. In conclusion, ACL has benefits that work well in
a system where roles are clear and communication needs to be stable and efficient.
KQML is more fitting in ecosystems that embrace innovation and development.

The capabilities of MCP allow the modularity of Agents and reduces maintenance
while also addressing security and privacy concerns. Therefore, it also increases
the attractiveness of building Agents in business and academic settings and en-
abling their application in a larger variety. Combined with the Agent Protocol,
which enables integration through common standards into various systems, Agents
or MAS further increase the use of Agents. The A2A protocol, which specifically
emphasizes the co-existence with MCP and allows the collaboration with other
Agent systems and is supported through large global software providers further
drives the trend [6, 27, |1]. Through standardization of protocols, building, deploy-
ing and enabling Agents provides reduce risks for investing in Al technologies and
driving progress.

7.3.6 Extending Communication Protocols

The described Protocols have a clear purpose of helping systems interact with each
other. There are further elements in communication methods, that help MAS im-
prove in performance. By extending them with Mediator Models, they can be
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optimized to also provide value with the improvement of efficiency in communica-
tion. Extensive communication is costly both in time and in computing power. It
is in some cases desirable to reduce communication to only what is relevant [3]. A
recent statement by Sam Altman, CEO of OpenAl, is, that only saying please and
thank you to the chatbot results in computing power costs of "Tens of millions of
dollars™ [5].

A further extension to communication is focused on mitigation of wrongly gen-
erated output. This can be done through a process called Chain-of-Verification.
It reduces hallucinations by generating a draft and then fact-checking the draft
response by breaking it down. Due to this process, the draft can be refined and a
validated answer is published [3].

7.4 Integrating Large Language Models into AI Agents

7.4.1 Role of LLMs in Enhancing AI Agents

Large-language models (LLMs) now constitute the principal engine of contempo-
rary natural-language technology. At their core they are Transformer networks
that learn long-range statistical dependencies in sequential data, allowing them to
capture subtle semantics and discourse structure . Scaling these architectures to
hundreds of billions of parameters, epitomised by GPT-3’s 175 billion weights, has
enabled near-human text generation from a prompt of only a few tokens, though
at the cost of substantial capital outlay, expert talent, and specialised compute in-
frastructure that remain prohibitive for most organisations . The energy footprint
of inference alone can rival that of entire traditional software stacks, reinforcing
the need for careful deployment planning [18§].

When embedded in an agent loop, the generative capacity of an LLM translates
into a new form of autonomy. With minimal instruction it can sustain multi-turn
dialogue, compose previously unseen narratives, or reformulate objectives without
step-by-step supervision, exhibiting a creativity that traditional symbolic or sta-
tistical systems lacked. Prompting techniques such as chain-of-thought reasoning
further elicit logical inference, mathematical deduction, hierarchical planning, and
even self-critique, supplying the internal deliberation an agent requires to decom-
pose goals and revise them in real time. Practical deployments often pair the
model with retrieval-augmented memory, vector databases that surface long-tail
facts on demand, so that reasoning is grounded in up-to-date knowledge rather
than the frozen weights of pre-training. Recent multimodal fusion methods extend
perception beyond text to images and audio, enabling language-driven agents to
ground their decisions in richer sensory evidence gathered from the environment
[33].

Natural-language programmability radically lowers the barrier to specifying com-
plex workflows. Procedures that once demanded hand-coded rules can now be
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Figure 7.7: Comparison of lifelong learning between LLMs and LLM Agents [36]

expressed in plain language, allowing non-technical domain experts to prototype,
audit, and refine agent behaviour directly. This shift accelerates iteration cycles,
narrows the gap between subject-matter expertise and system logic, and democra-
tises access to advanced Al tools across an organisation. Moreover, agents equipped
with tool-calling capabilities can recognise when an external API, calculator, or
database is required, invoke it autonomously, and fold the result back into their
reasoning loop, expanding the effective action space far beyond text generation
alone [31].

A critical limitation of conventional LLMs, however, is their static nature: once
training ends, the model’s knowledge and behaviour are frozen. Embedding the
language model inside an LLM agent, complete with perception, memory, and ac-
tion modules, opens the door to lifelong learning. Such agents accumulate episodic
experience, update internal representations, and address the stability-plasticity
dilemma: preserving mastered skills while remaining adaptable to novel tasks [31].
In practice this means an agent can navigate a videogame in the morning, assist
with online shopping at noon, and orchestrate household robotics in the evening
without catastrophic forgetting. Illustrations of these two learning paradigms are

provided in Figure [36].

7.4.2 Techniques for LLM Integration

In practical deployments an LLM-centered agent is usually organized around three
tightly coupled subsystems. A perception layer converts raw signals from the
outside world, such as numbers, images and speech, into embeddings the language
model can understand. The brain layer then draws on stored knowledge and
working memory to interpret those embeddings, reason about goals, and decide
what should happen next. Finally, an action layer turns those abstract decisions
into concrete operations by invoking external tools or APIs, thereby altering the
environment and setting up the next round of observations. Because the agent
constantly repeats this perceive-think-act loop, it can refine its behaviour over
time and adjust to shifting conditions [33].
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A useful way to see how these subsystems collaborate is to follow a complete
end-to-end workflow. Figure tracks the process from the user’s initial prompt
through to the final, polished result. At Step 1 the human issues a natural-language
request; at Step 2 a manager agent decomposes that request into smaller jobs for
specialist agents, each of which gathers data and proposes partial solutions; Step
3 presents a draft to the user; Step 4 incorporates feedback and iterates until
the outcome meets the specification. The figure makes clear that direct human
interaction happens only at the beginning and the end, while the internal stages
are handled autonomously through repeated cycles of perception, deliberation, and

action [4].

Deep reasoning inside the brain layer is often strengthened by chain-of-thought
prompting and fine-tuning. Instead of forcing the model to jump straight to an
answer, chain-of-thought techniques prompt it to articulate intermediate steps,
breaking a complex problem into a transparent sequence of smaller inferences.
Training or fine-tuning on such step-wise rationales produces agents that plan more
coherently and whose decisions can be audited line by line before any real-world
action is taken [33].
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7.5 Case Studies

7.5.1 Single-Agent: Devin.ai

An example of an advanced AI Agent is the coding agent Devin by Cognition.
Devin’s purpose is to support software engineers in programming with remarkable
capabilities. It takes instructions in natural language and end-to-end programs the
task at hand. This includes writing functional code, which it will also debug, most
likely through a Chain-of-Verification process. Further, it independently searches
the web to find documentation for specific problems or tools and also accesses the
integrated tools’ terminals, code editors and browsers. Like a software engineer
it can push code to GitHub and collaborate with other software engineers on a
project [20].

Although it is uncertain, how reliable this or any similar Agent currently is, its
impact is apparent. While the need for actual software engineers prevails, their
increase in efficiency through the extention of such coding agents is remarkable.
It can be applied for almost any case in their work; maintaining and updating
software, debugging code, writing documentation and tests or creating full-stack
web-applications. The ability to work autonomously is the emphasis on the Agent,
where Devin does not only help with research and providing code but actually fully
does the work and can present working software. An important mention in this
particular AI Agent is the ability to self-diagnose his code and reasoning and
improve the final code [20, 15].

Self-improving Coding Agents are the next development of Coding Agents. Other
Agents have been implemented in certain tools and are more commonly used by
software developers. The most commonly used Coding Agents are GitHub Copilot,
JetBrain’s Al Assistant and ChatGPT, which does not have this specific purpose
but is often used according to [22]. The study also found that software engineers
do not necessarily have the desire to delegate everything to the agent. More
enjoyable tasks like implementing new features would rather not be delegated while
undesirable tasks will. The most important aspect of the study is, why developers
will not use Coding Agents at all. The reasons they gave were in over 22% of cases,
the lack of need for them. Other popular reasons were inaccurate output, lack of
trust or the feel of not being in control, the Al has a lack of understanding of the
context, and the user’s limited understanding of the technology [22].

It is apparent that new Al Agents like Devin.ai are to be used with caution. While
arguments against them regarding the correctness, understanding of context and
accountability can be made and have valid grounds. A soft factor, the position
of the user, needs to be considered as well. Lack of understanding and trust in
technology can hinder adaptation, as well as the belief that you do not need to
rely on them to be efficient. Therefore can be concluded that altough Coding
Agents are improving quickly with astonishing capabilities, their adaptation is not
necessarily following immediately.
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7.5.2 Multi-Agent System: Figure Al

The development of autonomous humanoid robots represents a significant advance-
ment in artificial intelligence (AI) and robotics, particularly in the context of Multi-
Agent Systems (MAS). Figure Al was founded in California in 2022 with the goal
of building a general-purpose humanoid platform that operates through a propri-
etary vision—language—action architecture called Helix. The first two hardware
iterations, Figure 01 and the more advanced Figure 02, each supply thirty-five ac-
tuated joints. Helix drives these joints at two hundred hertz, allowing the robot to
perceive its surroundings, interpret spoken instructions, and perform fine-grained
manipulation in spaces designed for people. Because a single Helix back-end can
control multiple bodies, a group of Figure units behaves as a coherent multi-agent
system rather than as isolated robots [§].

A public demonstration released in early 2025 illustrates this capability convinc-
ingly. Two Figure 02 units, both connected to the same Helix instance, emptied a
bag of unfamiliar groceries into a kitchen cabinet without human tele-operation.
One robot grasped each item while the other reorganised shelf space, and both
continuously adjusted their trajectories to avoid collisions or idle time. The scene
captures three canonical properties of multi-agent systems. First, co-operation
emerges because the robots pursue a shared objective and divide the labour spon-
taneously. Second, coordination becomes visible in the synchronised arm and
torso movements that prevent interference. Third, successful communication must
occur, either implicitly through the shared world model maintained by Helix or
explicitly over a wireless data link, even though the company has not disclosed its
low-level message formats [32].

Helix itself is layered. A fast, sensor-driven component converts visual and pro-
prioceptive input into millisecond-scale motor commands; a slower, language-
conditioned component conducts symbolic reasoning, task decomposition, and er-
ror recovery. The fast tier guarantees smooth and collision-free kinematics, whereas
the slow tier decides on suitable next actions and explains the rationale behind
them. This separation enables the platform to generalise: Helix can receive a
novel task, plan a sensible sequence of steps, and then hand control back to the
motion layer for precise execution, a pattern that aligns neatly with multi-agent
requirements for adaptability and robustness [§].

Although Figure Al keeps its networking stack private, established practice sug-
gests a hybrid strategy. Structured messages inspired by FIPA-ACL might be
serialised as lightweight JSON packets over Wi-Fi or 5G links. Such packets would
broadcast object poses, task states, or reservation signals for shared workspace,
while high-bandwidth event streams would handle real-time proprioceptive data.
The visual scene reconstructed by Helix could act as a common blackboard so
that every robot sees the same set of affordances. This arrangement mirrors the
publish-subscribe designs documented in the broader multi-agent literature [30] .

Natural-language interaction, which Figure AI originally developed in collabora-
tion with OpenAl, extends the agent society to include humans. Warehouse staff,
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homeowners, or line-side operators can issue verbal commands that the reasoning
tier translates into goals inside the global task graph. The robots then negotiate
among themselves to determine who will execute which portion of the request. This
integration of human and robotic agents exemplifies current thinking on collabo-
rative multi-agent systems and underlines the importance of reliable, safety-aware
communication channels at the human-machine boundary [7].

7.6 Challenges and Future Directions

Recent case studies illustrate the promise and practical reach of Al-agent systems.
Large language models already coordinate humanoid robots, write software, and
support rich interactions with people. Each demonstration also uncovers limita-
tions that grow more serious once single agents evolve into interconnected soci-
eties. Before these systems can be trusted in safety critical or high stakes settings,
researchers and engineers must confront a set of technical, operational, and gover-
nance obstacles that stretch beyond any one application. The following discussion
distils those hurdles and points toward directions that can yield resilient, efficient,
and trustworthy multi-agent architectures.

7.6.1 Technical Challenges

The transition from single-agent prototypes to fully deployed multi-agent systems
built on large language models exposes several technical fault lines that must be
bridged before such systems can be trusted outside the lab.

First, model reliability remains fragile. Even frontier models continue to halluci-
nate citations, code, and domain facts. In a multi-agent workflow a single false
output can ripple through the task graph, undermining the collective result. In-
teractive agents propagate those mistakes unless a human or an automated verifier
intervenes [31].

Second, latency and compute budgets are tightening. The 2025 International Al
Safety Report estimates that inference, rather than training, already dominates
electricity consumption for many commercial Al services, and projects data-centre
demand could reach national-scale levels within a few years [2].

Third, rising autonomy amplifies privacy and security risk. Natural-language in-
terfaces encourage users to reveal sensitive details, which an agent may store in-
definitely. Long-term memory, if left unfiltered, also enables covert profiling and
automated surveillance [33].

Finally, evaluation and oversight lag behind capability growth. The AI Safety
Report finds no consensus methodology for stress-testing plan-capable agents, and
notes that benchmarking suites still miss many open-ended failure modes. Without
transparent metrics, developers and regulators cannot quantify residual risk or set
deployment thresholds [2].
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7.6.2 Scaling Secure and Interoperable Agent Societies

Brett Adcock, Figure Al’s chief executive, says the company’s new BotQ factory
is being laid out so the current generation of humanoids can help to build the
next one. A self-amplifying loop he sees as the only realistic path to six-figure
annual output. Elon Musk offers a parallel vision for Tesla’s Optimus programme,
telling investors that thousands of robots will join Tesla lines this year and that
the total could rise to millions once the machines handle their own assembly tasks.
These ambitions shift the scaling challenge from laboratory prototypes to factory
throughput, supply-chain resilience, and careful resource scheduling.

Larger fleets also widen the attack surface. Multi-agent prompt injection lets a
single poisoned instruction move through shared memories and tool calls. Experi-
ments by Lee and Tiwari show that one adversarial message can leak private data
and trigger unintended code across an entire agent cluster [16].

Long-term interoperability and oversight depend on early agreement on shared
rules. An OpenAl policy brief argues that monitoring and coordination mecha-
nisms must be ready before systems approach or exceed human-level competence
across domains [21]. A common ontology for objects, actions, and error codes,
validated through formal conformance tests, would let heterogeneous vendors ex-
change plans without brittle glue code and would give regulators a clear audit
path.

7.7 Conclusion

In this survey, we have followed the journey of intelligent systems from early sym-
bolic programs and simple reflex agents to today’s sophisticated entities powered
by large language models. We began by defining what makes an Al agent - its
autonomy, perceptual abilities, and goal-driven actions - and showed how these
individual capabilities scale into multi-agent systems through carefully designed
communication protocols. By examining both legacy standards like FIPA-ACL
and KQML, we highlighted the essential role of robust messaging in enabling agents
to share knowledge, negotiate plans, and cooperate on complex tasks.

Although AI agents have been studied for decades, the emergence of transformer-
based LLMs, most visibly through tools like OpenAl’s ChatGPT, has offered a
first glimpse of their full potential. For the first time, agents can carry on human-
level conversations, decompose goals with chain-of-thought reasoning, and ground
language in vision and action, all within a unified architecture. This moment feels
like the opening chapter of a much larger story.

At the same time, we must acknowledge unanswered questions and persistent lim-
itations. Will agent capabilities continue to grow exponentially, or are we destined
to hit a performance stagnation? Can we control model unreliability, manage
energy and latency at scale, and secure long-lived data against misuse? These
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challenges demand new benchmarks for lifelong, multi-agent learning, shared pro-
tocol standards for seamless interoperability, and governance frameworks that keep
pace with advancing autonomy.

One certainty stands out: the Al tools we deploy today are the worst we will ever
use again. As we push forward, refining standards, stress-testing resilience, and
building transparent oversight - each iteration will unlock more powerful, efficient,
and trustworthy agent societies. The work we do now will set the stage for an era
where Al agents amplify human skills rather than replace it.
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Chapter 8

Fact-Checking with Large Language
Models

Fabien Morgan, Yijie Tong

This seminar paper investigates the role of automated fact-checking systems, fo-
cusing on how Large Language Models (LLMs) are working with fact-checking.
We introduce key terminology and outline the typical pipeline of fact-checking, in-
cluding claim detection, evidence retrieval, and verification. Different methods for
fact-checking are compared, with special emphasis on the growing advantages of
LLM-based approaches, such as improved information retrieval, reasoning, mul-
timodal processing, and scalability. The paper also addresses critical challenges,
including reliability issues, ethical concerns, and transparency limitations. Owver-
all, the report highlights both the opportunities and current limitations of using
LLMs for automated fact-checking.
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8.1 Introduction

Online misinformation has surged in recent years, becoming a global challenge
with dire societal implications [15]. The rapid spread of falsehoods on social me-
dia and other platforms can distort public opinion and incite real-world harm. For
instance, during the COVID-19 pandemic, viral conspiracy theories about vaccines
and cures created widespread confusion and undermined public trust in scientific
institutions. Similarly, politically motivated disinformation has fueled social divi-
sion and threatened democratic stability. In response, fact-checking has emerged as
a crucial tool to counter misinformation by providing evidence-based assessments
of claims [37].

Manual fact-checking is an extremely time-consuming process. Professional fact-
checkers may spend hours or even days verifying a single claim, while vast amounts
of misinformation continue to circulate online. This discrepancy between the vol-
ume of misinformation and the capacity of human fact-checkers has driven the
need for automated fact-checking solutions that can scale efficiently.

Recent advancements in artificial intelligence, particularly in natural language pro-
cessing, have paved the way for innovative automated fact-checking methods. In
particular, LLMs have demonstrated unprecedented capabilities in understanding,
generating, and reasoning about text [34]. These models are trained on massive
datasets, endowing them with broad world knowledge and the ability to capture
complex linguistic nuances. As a result, LLMs offer promising opportunities to
enhance fact-checking processes by identifying check-worthy claims, retrieving rel-
evant evidence, and even generating human-readable explanations of their verdicts
[30].

At the same time, early studies caution that LLM-based approaches have their own
flaws. Despite their impressive performance, these models can sometimes produce
plausible yet incorrect information, a phenomenon known as hallucination, and
may require careful calibration and external verification [26]. This report examines
the development of automated fact-checking systems from a technical perspective.
We begin by outlining the key components of a computational fact-checking sys-
tem, then discuss the evaluation metrics used to assess their performance, and
finally survey various methodological approaches-ranging from traditional rule-
based systems and machine learning models to modern LLM-based strategies.

Through this overview, the report aims to shed light on the progress made in
automating fact-checking and to identify the challenges and emerging opportunities
in using LLMs to enhance the fact-checking process.

8.2 Terminology

This section clarifies key concepts in fact-checking and establishes a foundation for
subsequent discussions.
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8.2.1 What is Fact-Checking?

Fact-checking is a systematic procedure aimed at assessing the accuracy of claims
through critical examination of supporting evidence [6]|33]. Rather than simply
categorizing statements as true or false, it encompasses several well-defined steps.
Initially, a claim is identified and extracted from a larger discourse. Next, evidence
is gathered from reliable, independent sources such as academic research, official
records, and reputable media outlets. Finally, the claim is evaluated by comparing
it against the collected evidence to determine its veracity.

Unlike information retrieval systems that focus on locating relevant documents/datasets
based on keyword queries [21], or question answering systems that aim to provide
direct responses to queries [12], fact-checking involves a critical evaluation of claims
against established evidence.

The evaluation inherent in fact-checking is vital for upholding public accountability
and trust.

8.2.2 What is a Fact?

In fact-checking, a fact is defined as an objective assertion about the world that
can be verified through empirical evidence or authoritative records [10]|29]. Un-
like opinions or conjectures, facts are based on measurable data, such as scientific
findings, historical records, or statistical reports that can be corroborated by mul-
tiple sources. A central notion in this context is ground truth, which refers to the
verified reality against which claims are measured.

Moreover, fact-checking necessitates a clear distinction between verifiable claims
and subjective assertions. Compared to Verifiable claims, subjective opinions are
influenced by personal beliefs and cannot be conclusively proven. This distinction
between both is crucial in prioritizing efforts, ensuring that fact-checkers concen-
trate on claims that have the potential to impact public understanding and policy
decisions [29).

8.3 Fact-Checking Pipeline

Building upon the definitions and concepts introduced earlier, this chapter out-
lines the sequential stages of an automated fact-checking system. The pipeline
is organized into four core components: check-worthy claim detection, previously
fact-checked claims detection, evidence retrieval, and fact verification with fake
news detection. Each stage addresses unique challenges in systematically filtering,
retrieving, and evaluating claims and evidence from a broad corpus of information.
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8.3.1 Check-Worthy Claim Detection

The fact-checking process begins by determining which claims warrant further in-
vestigation. Not every statement in public discourse is equally significant; some
assertions carry a greater potential impact on public understanding or policy deci-
sions. This stage focuses on identifying those claims that, if incorrect, could lead
to misinformation with severe consequences. The challenge lies in defining what
makes a claim "check-worthy” - a notion that inherently depends on contextual fac-
tors such as the claim’s subject matter, its potential influence on public opinion,
and the risk of harm if left unverified.

Conceptually, check-worthy claim detection involves discerning objective assertions
from subjective or trivial commentary. The criteria may include factors such as
the presence of quantitative data, references to authoritative events or statistics,
and the claim’s prominence in the discourse. The goal is to establish a clear,
reproducible set of guidelines that help filter out non-essential statements, thereby
allowing fact-checkers to concentrate their resources on the most impactful claims.
This stage lays the groundwork for a streamlined verification process by ensuring
that only the most pertinent claims advance to later stages [9].

8.3.2 Previously Fact-Checked Claims Detection

Before investing resources in verifying a claim from scratch, it is efficient to de-
termine whether the claim has already been examined. This stage involves com-
paring new claims with a repository of verified statements to identify overlaps or
paraphrases. The key conceptual challenge is to recognize when a new claim is
semantically equivalent to an existing one, despite variations in wording or struc-
ture.

This stage emphasizes the need for a robust framework that captures semantic
similarity and detects subtle variations in language. In addition, the problem is
compounded by cross-lingual and cultural differences, where a claim fact-checked
in one language might reappear in another. The objective is to ensure that redun-
dant work is minimized, thereby allowing fact-checkers to focus on claims that are
genuinely new or significantly rephrased [2§].

8.3.3 Evidence Retrieval

For claims that have not been previously verified, the system must gather exter-
nal evidence to support or refute them. Evidence retrieval is a critical step that
involves searching large corpora — such as news archives, encyclopedic entries, or
academic literature — for documents or passages relevant to the claim. The key
challenge here is to ensure that the collected evidence is not only topically related
but also reliable and contextually appropriate.



176 Fact-Checking with Large Language Models

Conceptually, evidence retrieval must address several issues. First, it requires a
clear definition of what constitutes "relevant” evidence — evidence should directly
address the core components of the claim and provide sufficient context for evalu-
ation. Second, the quality and trustworthiness of sources must be considered; not
all retrieved information is equal, and some sources may be biased or outdated.
Finally, language variability means that the system must account for synonymous
expressions and subtle contextual nuances. This stage serves as the bridge between
identifying claims and arriving at a final verification decision [21].

8.3.4 Fact Verification & Fake News Detection

The final stage involves evaluating the claim in light of the gathered evidence to
determine its veracity. At its core, fact verification is the process of ascertaining
whether external evidence supports, contradicts, or is insufficient to address the
claim. This stage is crucial for transforming a collection of texts into a clear
judgment regarding the truthfulness of a statement.

Conceptually, the verification process requires a careful comparison between the
claim and the retrieved evidence. A major challenge is the possibility of conflicting
evidence: different sources may present opposing views or contradictory facts. The
system must conceptually weigh the credibility and relevance of these sources to
reach a balanced conclusion. Moreover, ambiguous or context-deficient claims
add another layer of complexity, as the absence of clear context can hinder the
verification process.

In addition, fake news detection extends the verification process by focusing on
identifying claims that are not only false, but also deliberately misleading. Here,
the emphasis is on understanding the intent and potential impact of the misinfor-
mation. This stage encapsulates the ultimate goal of the pipeline to provide an
evidence-based judgment on the claim’s truthfulness while addressing the inherent
challenges of conflicting information and ambiguity [28][33].

In summary, the fact-checking pipeline integrates these four interdependent com-
ponents to systematically verify claims. Each stage, from the initial filtering of
check-worthy statements to the careful evaluation of external evidence, addresses
specific conceptual challenges. This structured approach not only streamlines the
verification process but also establishes a solid foundation for the subsequent chap-
ters on evaluation metrics and detailed methods.

8.4 Metrics

Each stage of the automated fact-checking pipeline is evaluated using specific met-
rics that gauge performance and quality. In this section, we outline the metrics
used for claim detection, evidence retrieval, claim verification, and explanation
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quality, focusing on what these metrics measure and why they matter for fact-
checking systems.

8.4.1 Claim Detection Metrics

Claim detection (identifying check-worthy claims) is evaluated with standard clas-
sification metrics. Precision is the fraction of retrieved claims that are truly check-
worthy, indicating how many flagged claims are actually relevant. Recall is the
fraction of all check-worthy claims that the system successfully flags, reflecting the
coverage of the system in catching important claims. High precision means that
when the system predicts a claim needs checking, it is usually correct (few false
positives), whereas high recall means the system finds most of the check-worthy
claims (few false negatives). The Fl-score, defined as the harmonic mean of pre-
cision and recall, provides a single summary metric that balances these two; it is
especially useful when both precision and recall are critical.

Another metric used is the ROC-AUC (Receiver Operating Characteristic - Area
Under Curve). ROC-AUC measures the model’s ability to discriminate between
positive (check-worthy) and negative (not check-worthy) instances across all clas-
sification thresholds. It is equivalent to the probability that a randomly cho-
sen check-worthy claim is ranked higher by the model than a randomly cho-
sen non-check-worthy claim. An ROC-AUC of 1.0 indicates perfect discrimina-
tion, whereas 0.5 indicates performance no better than chance. This metric is
threshold-independent and valuable for evaluating claim detection when the deci-
sion threshold is adjusted; a high ROC-AUC indicates the detector can maintain
good true/false separation regardless of where the cutoff is set [9).

8.4.2 Retrieval Metrics

For the evidence retrieval stage, metrics focus on whether relevant sources are
retrieved and how they are ranked. A primary measure is Recall@K, which quan-
tifies the proportion of relevant evidence documents present in the top K retrieval
results. For instance, a recall@5 value of 0.8 means that 80% of all relevant doc-
uments for a claim appear in the top 5 results. High Recall@K is crucial in fact-
checking because missing a key piece of evidence can cause the verification to fail;
the system should retrieve as many relevant sources as possible in the initial results.

Ranking quality is evaluated by Mean Reciprocal Rank (MRR). MRR is the aver-
age of the reciprocals of the rank of the first relevant result for each query. It ranges
from 0 to 1, with higher values indicating that the first relevant evidence tends to
appear very early in the ranking. For example, if for one claim the first relevant
source is at rank 1 (reciprocal 1.0) and for another it is at rank 3 (reciprocal %),
the MRR over those queries would be approximately (1.0 + 0.33)/2 =~ 0.665. A
higher MRR means that users or downstream components do not have to search
far to find useful evidence. In summary, RecallQK emphasizes completeness, while
MRR emphasizes efficiency [21].
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8.4.3 Fact Verification Metrics

The claim verification stage is evaluated on both the correctness of the verdict and
the supporting evidence. A prominent metric is the FEVER score, introduced by
the FEVER fact-checking challenge. The FEVER score is essentially label accuracy
conditioned on evidence: to count as correct, the system must predict the right
label and provide at least one correct supporting evidence set for the claim. For
example, if the system labels a claim as ”"Supported,” it must also supply valid
evidence supporting the claim; if it labels a claim "Refuted,” it needs to provide
evidence that contradicts the claim. Claims labeled "Not Enough Information”
require no evidence by definition, but for other labels, missing or incorrect evidence
will cause the system to lose the FEVER point even if the label is correct. This
strict metric ensures that the system not only makes the right true/false judgments
but also justifies them with evidence, reflecting the real-world requirements of
professional fact-checking.

Standard accuracy is also measured as the proportion of claims correctly classified,
although it does not penalize unsupported answers. In practice, the FEVER score
is more stringent than plain accuracy and is often regarded as the primary metric
[33].

Another important aspect is the model’s confidence in its verdicts. Fact-checking
systems may assign probabilities to labels, and it is important that these proba-
bilities are well calibrated. The Expected Calibration Error (ECE) measures how
well the predicted probabilities of correctness align with actual outcomes. In this
calculation, the predictions are grouped into confidence bins (e.g., 0.5-0.6, 0.6-0.7,
etc.), and for each bin, the average predicted confidence is compared to the actual
accuracy. ECE is the weighted average of the absolute differences across all bins. A
low ECE (closer to 0) indicates that the model’s confidence estimates are reliable.
Similarly, the Brier Score is used to evaluate the accuracy of probabilistic predic-
tions. The Brier Score is the mean squared error between the predicted probability
distribution and the true outcome (treated as 0 or 1). Lower Brier scores imply
better-calibrated and more accurate probability estimates. Both ECE and Brier
Score assess the quality of uncertainty quantification in the verifier [7].

8.4.4 Human Evaluation and Explainability Metrics

Beyond automated accuracy measures, fact-checking systems are evaluated on the
quality of the explanations they provide and on their fairness or bias. One key
explainability metric is faithfulness. An explanation is faithful if it accurately
reflects the model’s actual reasoning process and the evidence used. In other words,
the explanation should be based on the same evidence and logic that the system
internally used to arrive at its verdict. This is important because an unfaithful
explanation, even if it sounds plausible, can mislead users about the rationale
behind a decision.
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Another crucial evaluation area is bias and fairness. Fact-checking systems should
operate impartially across different domains, topics, or demographic groups. Bias
auditing involves checking for systematic discrepancies or biases in the system’s
behavior. For example, one can measure if the system’s error rate is higher for
certain categories of claims (e.g., political statements from a particular party) than
for others. A metric such as delta accuracy can be defined as the difference in
accuracy between two subsets of data (such as claims about group X versus group
Y); a fair system would have a delta accuracy close to zero, indicating balanced
performance. Another measure is disparate impact, which examines whether the
probability of assigning a particular verdict (e.g., labeling a claim as false) differs
significantly across groups. Overall, these fairness evaluations ensure that the
system’s decisions and explanations are impartial and equitable.

Often, human evaluation is used to supplement these automated metrics. Experts
or users may rate explanations on clarity, correctness, and completeness, or assess
whether the explanation adequately reflects the evidence. Although subjective,
such evaluations are valuable for capturing aspects that automated metrics may
not fully quantify.

In conclusion, a comprehensive evaluation of fact-checking systems spans multi-
ple metrics: precision, recall, F1, and ROC-AUC for claim detection; Recall@K
and MRR for evidence retrieval; FEVER score and accuracy, along with ECE
and Brier Score for fact verification; and faithfulness and bias measures for ex-
planation quality. Analyzing each stage with these metrics provides insight into
a system’s strengths and weaknesses and informs improvements in reliability and
trustworthiness.

8.5 Methods

This section introduces various approaches to automated fact-checking, providing a
high-level overview of the main methodologies used in the field. These approaches
include traditional rule-based and knowledge-based methods, machine learning-
based methods, and methods that leverage large language models (LLMs). In
this chapter, we explain the fundamental ideas behind each approach and discuss
how they are applied across the fact-checking pipeline steps: Check-Worthy Claim
Detection, Previously Fact-Checked Claims Detection, Evidence Retrieval, and
Fact Verification & Fake News Detection.

8.5.1 Rule-Based and Knowledge-Based Methods

Traditional fact-checking often relies on explicit rules and structured data sources.
Rule-based systems use manually defined logic or pattern-matching techniques to
identify and verify claims. For example, a rule may check whether a numerical fact
or a date mentioned in a claim exactly matches an entry in a curated database such
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as Wikidata or DBpedia. Knowledge-based methods extend this idea by leverag-
ing large, structured repositories and linked data. These systems are typically
applied in the early stages of the pipeline (such as Check-Worthy Claim Detection
and Previously Fact-Checked Claims Detection), where fast, precise decisions are
required.

A key advantage of rule-based and knowledge-based methods is their transparency.
Since the logic is explicitly defined, it is straightforward to understand why a claim
was flagged or verified. Users can inspect the rules or database entries to see
exactly which fact or value was used as a reference. This interpretability builds
trust in the system because every decision can be traced back to a known, verifiable
source. However, this transparency comes at the cost of coverage. Such systems are
inherently brittle, as they depend on exact matches and fixed patterns; they often
fail when claims are rephrased, when novel topics arise, or when the available
structured data is incomplete [29]. Their rigidity also means that updating or
expanding the knowledge base requires significant manual intervention.

8.5.2 Machine Learning-Based Methods

Machine learning-based methods represent a shift from manually defined rules to
models that learn patterns from data. In these systems, fact-checking is formulated
as a classification or inference task, where a model is trained on labeled examples
of claims and their veracity. Early approaches used traditional classifiers with
handcrafted features, while modern techniques increasingly rely on deep neural
architectures such as those based on BERT.

These methods are applied in various pipeline steps. For instance, in Check-Worthy
Claim Detection, machine learning models can learn from past annotated claims
to distinguish which statements are important. In the Fact Verification stage,
they help assess whether the retrieved evidence supports or refutes a claim. An
important benefit of these models is their ability to handle linguistic variability.
Unlike rule-based methods, ML models can generalize over different phrasings and
contextual nuances, thus offering broader coverage.

However, a drawback of many ML-based methods is that they often operate as
"black boxes.” While they achieve high performance, the internal decision-making
process is not easily interpretable. This lack of transparency can be a concern,
especially in domains where users demand to understand the rationale behind a
verdict. Moreover, these models require large amounts of labeled data, which can
be resource-intensive to collect and may lead to biases if the training data is not
representative [9]. Despite these challenges, the adaptability of ML methods makes
them well-suited for handling the complexities of real-world fact-checking.
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8.5.3 Large Language Model-Based Methods

The recent emergence of LLMs has introduced a new paradigm for automated
fact-checking. LLM-based methods leverage extensive pretraining on vast corpora,
endowing them with robust language understanding and reasoning capabilities. In
the fact-checking pipeline, LLMs can be applied at several stages. They can en-
hance Check-Worthy Claim Detection by capturing subtle linguistic cues, assist
in identifying previously fact-checked claims through semantic matching, improve
Evidence Retrieval by generating effective queries, and contribute to Fact Verifi-
cation by synthesizing evidence and producing natural language explanations.

One of the most promising aspects of LLM-based methods is their potential for
integrated reasoning. Techniques such as retrieval-augmented generation (RAG)
enable LLMs to combine internal knowledge with external, up-to-date information.
For instance, an LLM can generate a verdict for a claim while concurrently retriev-
ing and citing relevant evidence. In addition, methods like claim decomposition
allow LLMs to break down complex claims into simpler sub-claims, which can then
be verified individually before aggregating the results. These capabilities not only
improve the overall performance of fact-checking systems but also enhance their
ability to provide coherent, human-readable justifications.

Nevertheless, LLM-based methods are not without challenges. Despite their im-
pressive performance, LLMs can sometimes generate plausible-sounding but incor-
rect information, a phenomenon known as hallucination. Moreover, ensuring that
these models are well-calibrated and that their generated explanations are faithful
to the actual reasoning process remains an ongoing research challenge. Surveys
such as that by Vykopal et al. [34] provide an in-depth look at generative LLM
approaches in fact-checking, while studies by Fadeeva et al. 3], Li et al. [17], and
Tan et al. [30] explore methods for uncertainty quantification and self-verification.

In summary, automated fact-checking systems draw on a spectrum of methodolo-
gies. Rule-based and knowledge-based methods offer high transparency and precise
decision-making, which is particularly useful in the initial stages of the pipeline,
yet they lack flexibility. Machine learning-based methods provide broader cover-
age and adaptability but often function as black boxes with less interpretability.
Large language model-based methods integrate advanced reasoning with natu-
ral language understanding, promising a unified solution across multiple pipeline
steps, though they present new challenges such as hallucination and calibration.
Collectively, these approaches form the foundation of modern fact-checking sys-
tems and establish a basis for further discussion on optimization, evaluation, and
the integration of more advanced techniques in subsequent chapters.
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8.6 Superiority of LLMs

8.6.1 Enhanced Information Retrieval for Fact-Checking

The ability to retrieve information and the reliability of sources are important parts
of fact-checking. LLMs can access and synthesize information from a large num-
ber of sources, improving coverage compared to traditional fact-checking models.
Unlike keyword-based searches, LLMs can retrieve semantically relevant evidence,
even if phrased differently. Some LLMs can integrate up-to-date sources, allowing
them to verify recent claims better than static models. By aggregating multiple
sources, LLMs mitigate bias and increase reliability, and reduce over-reliance on
single sources.

Traditional information retrieval (IR) systems, such as search engines, have long
been fundamental to efficiently acquiring information. Their evolution from term-
based, sparse retrieval systems to neural-based architectures has brought substan-
tial improvements in semantic understanding and contextual relevance. LLMs
such as ChatGPT and GPT-4 offer a new paradigm for IR in the context of fact-
checking. Due to their expansive pre-training and emergent reasoning abilities,
LLMs can function as end-to-end IR agents, participating not only in information
retrieval but also in query reformulation, passage re-ranking, and answer synthesis.
This enhances them with the ability to interpret vague, ambiguous, or semantically
complex claims more accurately than traditional models.

Recent work highlights how LLMs are now embedded across major stages in mod-
ern IR pipelines. LLMs can automatically reformulate user inputs into clearer or
more complete queries, enhancing the retrieval precision. This is crucial in fact-
checking, where the original claim may contain colloquialisms, figurative language,
or incomplete context. Beyond keyword matching, LLMs leverage dense embed-
dings and learned semantics to retrieve information semantically aligned with the
claim, even when the evidence is phrased differently. The results were reordered
on the basis of relevance, coherence, and credibility. LLMs perform reranking with
advanced contextual and logical reasoning, filtering out irrelevant or misleading
sources more effectively. Finally, LLMs can read the top-ranked passages, extract
factual evidence, and either directly answer the claim or evaluate its veracity.

To achieve this, LLMs frequently interface with external tools such as search en-
gines and knowledge bases to retrieve, verify, and enrich the information they
present [45]; [43]; [27]. A particularly effective approach is RAG, which integrates
traditional retrieval mechanisms with generative models, allowing LLMs to ground
their outputs in verifiable external sources such as scientific literature and author-
itative fact-checking databases [16]. Practical systems like New Bing can utilize
LLMs to consolidate information from disparate sources into well-structured, fac-
tual summaries in response to user queries. Such applications exemplify how LLMs
are transforming IR into a more interactive, contextual, and reliable process. As
highlighted in the recent comprehensive survey on LLM-based IR systems [46],
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the convergence of IR and LLMs is both rapid and profound. Fact-checking sys-
tems that harness this synergy stand to gain not just improvements in recall and
precision, but also in reliability and user trust.

To summarize, LLMs have much stronger capability on IR, which directly shows
the advantages of fact-checking with LLMs: Broader coverage of evidence includ-
ing ambiguous sources, higher semantic flexibility to detect paraphrased or re-
worded misinformation, more accurate claim-evidence matching through context-
aware embedding and generation, and the ability to distill cross-source information
into concise conclusions.

8.6.2 Advanced Logical Reasoning and Context Awareness

LLMs have shown substantial advancements in logical reasoning and contextual
understanding, representing a major improvement over earlier NLP models. Unlike
traditional systems that often rely on surface-level keyword matching or predefined
rule sets, current LLMs can analyze arguments, evaluate logic structures, and
understand what users actually mean in a deep intent. This allows them to detect
less obvious types of misinformation, including those hidden in sarcasm, rhetorical
questions, or figurative language. As a result, LLMs help reduce the number of
false alarms in fact-checking systems.

Recent surveys have extensively categorized the logical reasoning abilities of LLMs
into several types, including deductive, inductive, abductive, and analogical reason-
ing [20]. These reasoning modes are increasingly supported by advanced prompting
techniques, such as Chain-of-Thought (CoT) and Tree-of-Thought (ToT). These
prompting techniques encourage the LLM to break down its thought process into
smaller steps, instead of providing the answer directly. [25]. Such kind of struc-
tured process helps LLMs better explain their reasoning and identify faulty logic
in user-written claims or online content.

In fact-checking systems, such reasoning capabilities allow LLMs to identify con-
tradictions between a claim and retrieved evidence, even when the contradiction
is implied rather than explicit. For example, LLMs can detect when a claim
misrepresents a scientific finding or incorrectly links cause and effect [19]. Their
understanding extends beyond surface-level lexical matching but also to include
pragmatic reasoning and discourse analysis. They can consider how language is
used in context, helping to avoid mistakes caused by overly literal or rigid inter-
pretations.

Furthermore, LLMs are increasingly effective in understanding contextual cues,
such as temporal references, author intent, and discourse structure. This enables
them to recognize whether a claim was meant as a joke, satire, or a serious state-
ment in the detection of misinformation in the real world [19]. Considering both
logic and context, LLMs offer a robust foundation for trustworthy, scalable, and
adaptive fact-checking systems.
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Overall, these advancements, including the combination of improved reasoning
strategies, context-sensitive language understanding, are giving LLMs a more human-
like ability to tell the truth from the given context. These capabilities are especially
crucial to handle misinformation, where careful reasoning and context awareness
are essential.

8.6.3 Fact-Checking Across Different Modalities

Although fact-checking is primarily applied to textual content, misleading informa-
tion is even more harmful when the text is combined with other multimedia types,
such as images and videos. Multimodal LLMs (MLLMs) can now verify claims
that involve images, videos, and even audio, making them more versatile. They
can compare textual claims with visual evidence, such as detecting inconsistencies
in news articles compared to actual video footage, or finding misinformation in
visual media.

MLLMs combine image comprehension with the rich knowledge and explanatory
capability of language models, have become tools for humans to process large
amounts of information. Researchers in [5] propose a framework for systematically
assessing the capacity of current multimodal models to facilitate real-world fact-
checking. Given the image and text claim, models are evaluated as fact-checker on
the behavior of predicting misinformation. Responses are still in text type, encom-
passing predictions, explanations, and confidence levels. Their experiments find
that GPT-4V exhibits excellent performance across various datasets, with convine-
ing and impressive explanations. Their results show that open-source models have
lower performance on accuracy, but still have potential in remembering checked
claims and reasoning out manipulated images.

Study in [2] utilized Vision Language Models (VLMs) for multimodal fact-checking,
proposing a probing classifier-based approach that extracts embeddings from VLMs
and fuses them into a feed-forward neural network. Experiments showed that em-
ploying a probing classifier is more effective than base VLM performance, and
extrinsic fusion usually outperforms intrinsic fusion. Multimodal fact-checking
and explanation generation benchmark dataset are also proposed by researchers
to facilitate progress on multi-modal fact-checking [42].

Combining more multimodal types, the MAFT system [13] presents a compre-
hensive pipeline for multimodal automated fact-checking. It textualizing all input
modalities including text, images, videos, and audio. MAFT converts non-text
inputs into textual summaries using VLMs including GPT-40 and speech recogni-
tion models involving Whisper. This enables unified claim extraction and evidence
retrieval via LLMs. The system also integrates external information retrieval and
deepfake detection for comprehensive evidence collection. MAFT generates in-
terpretable reports detailing the verification process and results, addressing the
challenge of verifying diverse multimodal misinformation more effectively than
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modality-specific approaches. This approach shows the growing trend of lever-
aging textualization to unify multimodal fact-checking within powerful language
model frameworks, which is much stronger than traditional methods.

In addition to using context-claim pairs, LLMs can also define the questions and
queries individually from the given context and then perform fact-checking based
on them. Lrg-Fact[l] is a fully automated framework for multimodal fact verifica-
tion, which can provide clear and transparent justifications for its final decisions.
It generates comprehensive, multi-perspective questions for both image and tex-
tual content. The framework addresses the challenge of detecting misinformation
across different modalities. Instead of simply using multimodal datasets, which
often include image-text pairs, Lrqg-Fact utilizes LLMs to generate precise and
contextually relevant questions designed to scrutinize textual content, while using
VLMs to analyze visual content to answer image-focused queries. By integrat-
ing these models into a unified framework, LrqFact addresses the limitations of
isolated text or images.

8.6.4 Real-Time Fact-checking Automation with Large Scalability

LLMs enable automated fact-checking for large datasets and social media content
in real time, assisting human fact-checkers by providing pre-processed evidence,
making manual verification more efficient. Some LLMs can be fine-tuned with
user feedback, improving their accuracy over time.

As section mentioned, external tools have been deeply integrated into LLM
systems for fact-checking. Advanced search engines and knowledge bases always
have various up-to-date websites and multimodal information. With external
knowledge augmentation, LLMs and also MLLMs can use previously retrieved
evidence, web engines, or external databases to assist in making decisions and
explanations [34].

Besides making the resource side up-to-date, current research also focuses on mak-
ing the user side more flexible. Such kinds of frameworks and systems improve
the efficiency of doing fact-checking in lower resource environments and lower cal-
culation costs. The paper proposed by [18] introduces Self-Checker, a framework
comprising a set of plug-and-play modules that facilitate fact-checking by purely
prompting LLMs in an almost zero-shot setting. The framework provides a fast
and efficient way to construct fact-checking systems in low-resource environments.
Empirical results demonstrate the potential of Self-Checker in utilizing LLMs for
fact-checking. Another study by [32] presents MiniCheck, a system that builds
small fact-checking models with GPT-4-level performance but at a significantly
lower cost. By constructing synthetic training data with GPT-4, the system trains
models to check each fact in a claim and recognize the synthesis of information
across sentences. The approach enables efficient fact-checking, making it suitable
for real-time applications.
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Another interesting work looks into insights of both news generation and fact-
checking. Instead of checking facts on available articles, the system proposed
by [24] uses fact-checking on automatic news generation. This innovative sys-
tem is capable of extracting key information from massive data and generating
well-structured, fluent news articles. By incorporating fact-checking technology,
the system can effectively stop the misleading information and raise the accuracy
and credibility of news. By doing fact-checking at the source of generating news,
the goal of real-time service is met, enhancing the efficiency and quality of news
production while ensuring the authenticity and reliability of the news content.

These approaches provide valuable insights into the current advancements in au-
tomated and real-time fact-checking using LLMs. Different ways all contribute to
the time effect enhancement of fact-checking processes in the speeding digital age.

8.6.5 Summary of Superiority

In summary, LLMs demonstrate clear superiority over traditional systems through
their ability to retrieve information more effectively, reason with greater logical
depth, interpret complex context, and operate across multiple modalities. Their
scalability enables real-time fact-checking over large volumes of data, making them
particularly well-suited for current fast-paced and diverse information environ-
ments. Beyond these, LLMs also offer potential in areas such as zero-shot gener-
alization, personalized verification, and explainable reasoning, further solidifying
their role as essential components in modern fact-checking pipelines.

8.7 Challenges and Limitations

8.7.1 Accuracy and Reliability Concerns

Despite the strong performance of LLMs in many areas, their accuracy and reliabil-
ity remain ongoing concerns, especially in sensitive applications like fact-checking.
Sometimes they generate false but apparently right information, such as fabricating
sources or incorrect claims. It is also common for certain claims to be misleading
rather than completely untrue but misleading due to selective presentation of facts,
which is equally challenging to identify. Another challenging issue is that, despite
some language models and systems having the capacity to validate claims in real
time, there are still clear issues with some rapidly evolving scenarios, like political
events or health crises.

One of the most widely reported issues is the tendency of LLMs to generate hal-
lucinations. This kind of output is fluent and confident but factually incorrect.
These hallucinations often include fabricated sources, misquoted claims, or out-
dated facts, which can seriously impact the trustworthiness of automated fact-
checking systems. Recent studies have tried to better understand and measure
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this problem. For instance, researchers from [11] provide a comprehensive survey
on the factuality of LLMs, outlining the main causes of hallucinations and evaluat-
ing different strategies for detecting and reducing them. The paper highlights that
hallucinations often stem from the model training data and the way it predicts
text token-by-token without grounded verification.

Another study by [36] emphasizes that even when LLMs are fine-tuned or prompted
carefully, they still tend to produce errors in high-stakes or rapidly evolving do-
mains, such as political news or public health crises. In these areas, up-to-date and
precise information is crucial and necessary. These errors are not always obvious
lies. Sometimes models present true facts in a misleading way, such as ignoring
important context or quoting information selectively. This kind of implicit misin-
formation is especially difficult to detect and correct.

To address this, several evaluation frameworks have been proposed. Researchers
[35] introduced MONITOR, a method to assess the factual reliability of model out-
puts more directly, aiming for low computational overhead. Meanwhile, the Long-
Fact benchmark [3§] provides tools to evaluate LLM outputs on multi-sentence
answers by checking each statement against evidence from web searches. These
tools are useful not only for assessing factuality but also for improving the design
of fact-checking systems. FactTest [23] is a statistical method that tests whether a
model’s factual outputs meet reliability thresholds with high confidence. This ap-
proach gives a formal way to assess and compare model performance under strict
requirements. To check the fact in LLMs, another metric FACTSCORE [22] is
estimated by an automated system using retrieval and a strong language model.
This new evaluation method breaks a generation into a series of atomic facts and
computes the percentage of atomic facts that are supported by a reliable source of
knowledge. Such kind of evaluation method to check the facts on LLM generations
before the LLMs check the facts on news and articles helped lay the foundation
for the latter to a certain extent.

To summarize, while LLMs have achieved significant progress in language under-
standing, ensuring factual accuracy, particularly in real-time, high-volume settings,
remains a challenging area to address. Addressing these concerns will require not
just the development of enhanced models but also the implementation of robust
evaluation methods, external verification tools, and careful deployment practices.

8.7.2 Ethical and Bias Considerations

While LLMs have brought significant progress to automated fact-checking, these
models may have various kinds of ethical and bias issues. Fact-checking models
typically prioritize mainstream sources of information, which may reinforce the
dominant narrative at the expense of credible but less conspicuous sources. LLMs
may reinforce misinformation if the training data for the LLM is biased or if the
LLM generates fact-checks based on faulty reasoning. Many fact-checking models
perform poorly in less-representative languages and dialects, leading to differences
in accuracy.
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Using LLMs on fact-checking may also raise important ethical concerns. One
major issue is the presence of real-world bias in these models. Since LLMs are
trained on massive text corpora collected from the internet, they often inherit and
reproduce the societal, cultural, and political biases embedded in those sources
[4]. This means that even if a model appears to be neutral, it may unknowingly
support some particular worldviews or points. In this case, the interpretation of
claims and the response to certain claims are influenced. As a result, these systems
may unintentionally reinforce stereotypes or marginalize less dominant views.

Another concern is that many fact-checking systems built with LLMs tend to
prioritize information from popular or widely recognized sources. While this may
improve consistency and reliability in some cases, it can also marginalize credible
but less prominent sources, reinforcing dominant narratives and limiting diversity
in viewpoints [39]. In politically sensitive or controversial contexts, over-reliance on
mainstream media sources could lead to biased fact-checking that ignores minority
viewpoints or other evidence. This could affect public trust in fact-checking tools
and raise questions about whose version of the truth the system supports.

Language bias is also a pressing challenge in the development of fact-checking
models. Currently, most LLMs perform best on high-resource languages, such
as English, and often struggle with low-resource languages and dialects [44]. This
difference leads to variations in accuracy, making fact-checking tools less reliable for
minority language speakers. In multilingual or international environments, this can
disadvantage large segments of the population and widen the digital divide. Efforts
to develop multilingual fact-checking models are increasing, but gaps remain large.

Moreover, LLMs can still generate fact-checks that are flawed or misleading, espe-
cially if their reasoning is based on biased, outdated, or insufficient evidence. In
some cases, they may even reinforce misinformation unintentionally if the original
training data contained inaccurate or harmful content [4]. Because these mod-
els generate text with high fluency and confidence, users may mistakenly trust
fact-checks that are incorrect or misleading. Researchers are exploring mitigation
strategies, such as filtering training data, improving prompt design, and adding
post-processing bias detection layers, to reduce these risks [8]. However, ensuring
ethical and fair behavior in LLM-based fact-checking systems remains an open
challenge.

In short, while LLMs are powerful tools for enhancing the scale and speed of fact-
checking, it is essential to be aware of their ethical limitations. Bias, unequal
language coverage, and overreliance on dominant sources are significant risks that
need to be carefully managed. Ongoing research, transparency in system design,
and inclusive data practices will be key to building more equitable and trustworthy
fact-checking technologies.
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8.7.3 Transparency and Explainability Challenges

Automated LLM-based fact-checking systems often provide verdicts without clear
reasoning. They often produce clear verdicts labeling claims as true or false, but
without showing how they arrived at those conclusions. Even if CoT and ToT
make the reasoning steps more visible, the explanation of the decision still can
be irrelevant, inaccurate, or ambiguous. Users and researchers alike have raised
concerns that such ”"black-box” behavior undermines trust, since a verdict without
evidence leaves readers unable to judge the quality of the fact-check [40].

Efforts to make LLM fact-checkers more transparent have focused on adding cita-
tions or highlighting the evidence used. However, studies show that models still
generate inaccurate or irrelevant references. For example, a recent evaluation study
found that many top-performing LLMs attribute facts to wrong sources or invent
citations entirely, reducing the usefulness of links meant to back up their claims
[40].

One promising approach is that the model first identifies relevant evidence and
then explains how that evidence supports or refutes the claim. CorXFact [31]
adopts this strategy by explicitly modeling the relationship between each piece of
evidence and the claim, producing explanations that are closer to human reasoning.
In experiments, CorXFact showed higher alignment with expert-written rationales
compared to end-to-end generation methods. This method helps the model provide
more transparent explanations.

Another line of work frames explainability as a question-answering task. By gen-
erating questions and answers from claims and then answering the same questions
from evidence, systems proposed by [41] create a chain of reasoning that can be
followed step by step. Leveraging question answering as a proxy, they break down
automated fact-checking into several sub-processes. This format exposes the un-
derlying logic while allowing users to verify each answer independently, addressing
the explainability challenges to some extent.

Beyond individual models, the survey of explainable fact-checking methods [14]
also highlights the need for standardized benchmarks and clear evaluation metrics.
The formats of existing datasets vary widely. Some of them focus on highlighting
supporting sentences, while others require full paragraph summaries, making it
difficult to directly compare various methods. The survey asks for shared tasks
that combine verdict accuracy with explainability scores to ensure that future
systems can both get the right answer and present their work in a human-readable
way.

In summary, while transparency and explainability remain challenging, recent
research offers concrete solutions: better evidence attribution protocols, claim-
evidence correlation models, and question-driven explanations. Adopting these
methods and evaluating them on common benchmarks will be key to building
LLM fact-checkers that are accurate, transparent, and trustworthy.
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8.8 Summary

This seminar paper explored the development, methodologies, strengths, and chal-
lenges of automated fact-checking systems, with a particular focus on the growing
role of LLMs. It established clear definitions of fact-checking and the nature of
what a fact is. Followed by a detailed breakdown of the fact-checking pipeline,
ranging from detecting check-worthy claims to evidence retrieval and final verifi-
cation. The paper then outlined key evaluation metrics used to assess the per-
formance and reliability of such systems. Different fact-checking methods were
compared, showing how LLMs have significantly advanced the field.

The superiority of LLMs lies in their improved ability to retrieve relevant informa-
tion, handle nuanced logical reasoning, process multimodal content, and support
real-time, large-scale applications. The challenges section highlighted several on-
going limitations of LLMs, including their tendency to generate convincing but
incorrect information, biases stemming from training data, and the lack of trans-
parency in how they arrive at their conclusions. These issues pose ethical and
practical concerns, especially in high-stakes domains like politics and public health.
However, current research has been working on proposing useful strategies to face
the challenges.

In conclusion, while LLMs represent a powerful step forward for automated fact-
checking, realizing their full potential requires addressing these limitations through
more robust evaluation, improved model transparency, and greater inclusivity
across languages and cultures. Our report offers a basis for comprehending the
potential and drawbacks of LLM-based fact-checking systems in the current digi-
tal information environment.
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Chapter 9

Machine Learning in 5G Security —
An Overview

Ajeong Shin, Dora Silva, Nasim Nezhadsistani

The fifth generation (5G) is a huge help to stay connected and productive in our
modern world. It provides huge advancements to its predecessors, such as lower la-
tency and enhanced connectivity whilst maintaining higher speeds. This is achieved
through a higher bandwidth, network slicing, and edge computing. This allows us
to have real-time data exchange and automation, creating the possibility for au-
tonomous vehicles and "Smart Cities”. Despite its impressive capabilities, 5G does
have some security breaches, such as protocol vulnerabilities through Denial of
Service attacks and privacy concerns through weak cryptographic implementations.
This paper should give an overview of different Machine Learning (ML) techniques
and how they will solve security issues. For example, Reinforcement Learning can
optimize authentication processes, minimizing the risk of an attack.
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9.1 Introduction and Problem Statement

5G connects almost one million devices per square kilometer and has a data rate
of up to 20 gigabits per second [1]. It is essential to connect to our modern world.
With a vast number of different devices connected to the network, self-driving
cars, or cell phones, 5G security has reached its limits. The needed cryptographic
methods are costly and cannot be performed on every device, creating latency
and communication overhead. Furthermore, they lack the adaptability required
for the dynamic network environments that 5G offers. This creates a difficulty in
creating precise authentication models and detecting compromised security keys
[3]. Therefore, the main objective of this paper is to investigate the applicability
of Machine Learning (ML) in enhancing 5G security.

The network structure difference between 4G and 5G is one of the main reasons
for the security difficulty in 5G. Unlike the hardware-centric 4G environment, the
5G environment consists of a software-based network. With the vast increase in
demand for personal devices and server computers, the overhead forward edge side
became heavier than ever. To mitigate this problem, 5G allows network slicing to
increase capacity to handle several devices over shared network resources, enhanc-
ing the communication speed in a bunch of devices world. However, it results in
new security weaknesses in the 5G as well, such as Software Define Networks(SDN),
Network Function Virtualization(NFV), cloud, and edge computing [1].

As a promising solution, ML is actively discussed in the communication field.
Given the diverse types of ML and their strengths, it is expected that ML will
be used as the core 5G security methodology, optimized to address the unique
security needs and vulnerabilities of edge devices. ML can foresee the expected
security issues based on the learning data from real-world history and allows us to
avoid similar threats. Moreover, it classifies new types of threats and applies the
solution based on prediction results. Artificial Intelligence (AI) also reinforces ML
performance, especially in the aspects of threat hunting and investigation|8].

In this paper, we will introduce multiple problems that come with a 5G network
environment. After that, we will inspect the types and strategies of each ML
technology and discuss how to implement this methodology into the 5G security
scene. In the evaluation and discussion of the case study section, we assess the
practicality of Federated Learning, one of the ML technologies, as a 5G security
solution. Finally, we wrap up this paper with ideas on preparing for the upcoming
6G network environment with ML, finding research opportunities, and concluding
with a concise summary.
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9.2 5G Security Architecture and Vulnerabilities

9.2.1 5G Security Requirements and Protocol Design

IMT-2020 systems (5G) allow more flexibility, security, and reliability than IMT-
advanced (4G). While previous generations were centralized, 5G introduced a dis-
tributed SBA (service-based architecture). This architecture enables 5G to provide
diverse services, including three main parts: eMBB (enhanced Mobile Broad-
Band), mMTC (massive Machine-Type Communication), and URLLC (Ultra-
Reliable Low-Latency Communication). While this makes our lives easy, secu-
rity issues do also occur. For instance, eMBB needs confidentiality and integrity
based on security transmission. mMTC requires authentication of the devices,
limiting authenticated nodes and enabling End-to-End security. URLLC demands
availability and resilience as well[7] 3.

Key 5G services such as eMBB, mMTC, and URLLC influence protocol design,
making it dynamic and software-centric. To handle the increasing amount of edge
devices and ensure fast and reliable communication, 5G adopts SDN(Software-
Defined Networking) and NFV(Network Function Virtualization)[1]. It allows the
network to be more flexible, modular, and virtualized to distribute limited network
resources to diverse edge devices. On the other hand, the 5G architecture of 3GPP
introduces a network slicing feature, literally “slicing” the bandwidth to multi-
edge users. To keep a software-based, expandable network, several authentication
frameworks like 5G-AKA (Authentication and Key Agreement) and expansion
based on EAP (Extensible Authentication Protocol) should also be made|3]. API-
based service calling is also one of the key design differences in 5G. Following the
5G protocol design, diverse security features are implemented. With expanded
3GPP-defined security features, 5G reinforced End-to-End security features based
on slicing [9, [1]. Each slice can adopt a separate specific security policy, enabling
not only optimized edge devices’ usage in the network, but also ensuring security.
These slices are isolated, preventing unexpected spread effects when other slices
are attacked from outside. SUCI(Subscription Concealed Identifier), one of the 5G
key security mechanisms, is used for encrypting user identification information|9,
3]. For an API-based communication environment, OAuth 2.0 supports a unified
token authentication system for every network feature|10]. This feature ensures
high versatility and expandability by synchronizing the authentication method,
fitted with HTTP/RESTful API-based SBA[12].

9.2.2 Security Domains in 5G

3GPP defines six security domains: Network Access Security, Network Domain
Security, User Domain Security, Application Domain Security, SBA Domain Se-
curity, Security Visibility, and Configurability[9]. Network Domain focuses on
authentication and protection for the wireless channels between devices and net-
works like SUCI|3]. On the other hand, Network Domain Security is related to
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interior network protection between communication, for instance, TLS (Transport
Layer Security)|1]. Moving closer to the user side, User Domain Security is protect-
ing the device itself, user identification, or access at the edge node with USIM or
PIN[9]. Application domain security is a perspective on application security com-
munication that uses end-to-end encryption like HTTPS. SBA Domain Security
defines API security between NF (network features) in the SBA with OAuth2.0[1].
Finally, Security Visibility and Configuration supply controllable features to users,
such as alarms or Zero Trust|10].

Table 9.1: 5G Security Domains and Example Features (3GPP TS 33.501)

network functions and
across transport
interfaces

Security Description Example Security
Domain Features
Network Access | Protects SUCI, EAP-AKA’,
Security communication key agreement

between UE and

network through

authentication and

secure channel

establishment
Network Secures [Psec, TLS
Domain communication (Transport Layer
Security between internal Security), GTP-U

integrity

User Domain

Ensures security of

USIM, PIN, biometric

the user

Security the user equipment authentication

and local user

authentication
Application Protects End-to-end
Domain communication encryption, HTTPS,
Security between user devices | TLS

and external

application services
SBA Domain Secures OAuth2, API access
Security communication control, JSON Web

between network Token

functions in SBA

using service-based

interfaces
Security Provides transparency | Security status
Visibility & and configurability of | indication, user
Configurability | security settings to policies, Zero

Trust-based visibility
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9.2.3 Common Attack Vectors in 5G Networks

One key change to 5G architecture is making network components programmable
and configurable with SBA [1]. This software-centric architect can result in severe
network risk not only to network security but also to the user side by imposing
malware into weak software. It can lead to DoS (Denial of Service) attacks or
cybersecurity threats[4]. Massive device communication with wireless networks is
vulnerable to wireless interference like jamming|10]. Today, people highly depend
on wireless networks on every device, including life-related machines such as auto-
driving cars or surgery machines based on 5G’s URLLC service. This use case
can have unrecoverable results when it is exposed to a threat. As an extension
of URLLC, sensitive data is frequently transmitted via the network. During the
transmission, several attacks attempt to extort money by holding valuable data
hostage. These threats keep increasing as the network is developed, heading to-
wards virtualization, cloudification, and decentralization to handle the booming
demand for IoT(Internet of Technology)[1].

9.2.4 Current Security Challenges

While preventing every attack is important, human-targeted attacks are the most
notorious. Furthermore, these attacks are considered only to be targeted by peo-
ple who are unfamiliar with technology, but nowadays, we can easily see that even
engineers can fall victim to cybersecurity crimes such as phishing and spoofing
[1]. 5G’s dynamic configuration is also a security challenge, as it is hard to adapt
security policies appropriately in real time. For instance, cloud or edge comput-
ing creates and removes the network in real-time; it needs dynamic policy, not
static policy, and requires transition time. This time-gap can be targeted by an
attacker. Lightweight security is the main challenge in 5G security. Devices that
have light arithmetic performance or battery, such as sensors, cannot be applied
to heavyweight traditional encryption algorithms [§]. In a 5G environment, every
type of edge device should be considered, and the authentication type should be
selected[3]. For that, authentication and lightweight security methods are required.

9.3 AI and ML Techniques for Cybersecurity

9.3.1 Types of Machine Learning
9.3.1.1 Supervised Learning

Supervised learning uses labeled data sets to map input information into output
functions. To achieve this, different techniques are used such as Decision Trees,
Support Vector Machine(SVM) or K-Nearest Neighbors(KNN)[3]. Unlike other
types of learners (unsupervised learning and reinforcement), supervised learning



Ajeong Shin, Dora Silva, Nasim Nezhadsistani 201

assumes the availability of input-output pairs (x, y)[8]. With a large amount of
data sets, this learning method shows high accuracy. The more number of in-
stance with labeled data, the model becomes more robust and accurate through
the learning by minimizing the gap between the estimated result and the target
of labeled data. In cases where the labeled data is limited, Transfer Learning, a
method within the supervised learning paradigm, can improve model performance
by leveraging knowledge from a pre-trained supervised model [8]. In 5G network,
classification ML algorithms can be used to detect anomalies by monitoring net-
work parameters [1].

9.3.1.2 Unsupervised Learning

In contrast to supervised learning, unsupervised learning uses unlabeled data.
With unlabeled data collection, the model attempts to figure out boundaries be-
tween related datasets. This learning algorithm can help uncover hidden patterns
and structures by using techniques like K-means Clustering for grouping data and
Principal Component Analysis (PCA) by reducing dimension [3]. The dominant
application of unsupervised learning in a 5G environment is clustering. Clustering
is often deployed for grouping from immensely large traffic data patterns as well as
identifying suspicious activities, which is especially beneficial in software-centric
and virtualization environments [1].

9.3.1.3 Reinforcement Learning

In Reinforcement Learning (RL), the model is formulated using a Markov Decision
Process (MDP) based on a mathematical formula and optimized for the desired
object by using a reward system [§]. In a given state, each action of the model is
evaluated and rewarded by the system to identify the most rewarded policy across
multiple scenarios under specific conditions. While supervised shows powerful
performance in “pre-learned” environment, Deep Reinforcement Learning (DRL)
performs well in different conditions based on generalized experience from inter-
action with an environment. This algorithm can recognize and prevent original
attacks like obfuscation, polymorphism, or impersonation, reducing 5G security
threats.

9.3.1.4 Federated Learning

Federated Learning (FL) is a decentralized approach, unlike previously addressed
ML types, supervised learning, unsupervised learning, and Reinforcement learning,
which are centralized methodologies. The difference between other ML methods is
that FL enables training on data from diverse devices called clients. Each device
sends local parameters trained on its own data to a central server. After aggre-
gation of the parameters in the server, it goes back to the client, the local server,
to update local cores identically [Perifanis2023]. This algorithm is well-fitted with
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edge devices in a 5G network environment, especially in terms of securing pri-
vacy. Today, FL shows performance in multiple purposes on anomaly detection
and time-series forecasting for 5G security.

9.3.2 ML in 5G Security

The integration of ML in 5G security has opened new possibilities for prevention,
detection, and reaction to threats. It solves the issue of evolving attacks by shifting
from static, rule-based detection to dynamic and adaptive security mechanisms.

9.3.2.1 Authentication and Access Control

Traditional methods for authentication are at risk for spoofing and credential theft.
The physical layer could be combined with ML to improve authentication. By
leveraging signal characteristics like RSSI, CFO, and CIR, it would enable de-
vice fingerprinting and strengthen access control without relying solely on crypto-
graphic credentials. This ML model would analyze whether values of the signal are
within reason and are not from an adversary edge device. By using different ML
techniques, most prominent unsupervised learning, user behavior is recognized,
and the model is trained on them. Unauthorized authentication can be detected
if they deviate from normal user patterns. This is extremely helpful as there are a
lot of unpredictable user-device interactions, which ML can detect and researchers
do not have to predefine the data. Additionally, through situation-aware authen-
tication, where the user’s and network’s temporal and spatial dynamics are taken
into consideration, ML is able to create risk-based access control [5, 3].

9.3.2.2 Network Anomaly and Intrusion Detection

Through ML-powered Network Intrusion Detection Systems (NIDS) and its com-
bination with the dynamic structure of 5G, we can analyze large volumes of traffic
data. This can be achieved, for example, through unsupervised learning methods
such as K-Means Clustering. Hidden patterns in unlabeled data become apparent,
facilitating the detection of anomalies that are potential cyber threats [5]. Gudepu
et al. also indicates that advanced approaches using Deep Transfer Learning (DTL)
can introduce here a new perspective. By training a model on one network’s data
to detect threats, we are able to analyze other network’s data, overcoming the
scarcity of good, labeled datasets [5].

9.3.2.3 Threat Intelligence and Analysis

Saha et al. proposes a new framework that integrates machine learning with con-
straint satisfaction programming (CSP) to predict new exploit combinations. The
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ML-approach used in his studies is an automatically constructed attack graph
analysis. There, multiple known exploits are modeled to analyze potential attack
paths through the network. This intelligence framework demonstrates how ML
can detect vulnerable patches by going through the graph [10].

9.3.2.4 Privacy Protection and Preservation

Federated Learning can address privacy concerns by moving the computation closer
to edge-devices. Privacy preservation would be achieved by only exchanging ML
model parameters, as FL allows on-device training. This mitigates the risk of data
theft and manipulation during transmission [1].

9.3.2.5 Security Automation and Orchestration

ML models at different layers in 5G network can coordinate to provide automated
security, allowing real-time threat detection and decision-making without human
intervention [1].

This is also supported by research by Afaq et al. The study emphasizes a layered
approach. They especially propose different kinds of ML applications for different
kinds of threats. Supervised Learning is best suited for anomaly classification and
DDoS attacks, whilst unsupervised learning, as mentioned before, is great for clus-
tering traffic data and detecting unknown threats. Deep Learning would be best
for intrusion detection and malware recognition. He proposes Federated Learning
as a privacy-preserving model for training at scale. Learning would not be limited
to the center core but can be extended to edge devices. Through reinforcement
learning, adaptive attack mitigation strategies can be created. Automated actions
based on the threats can be achieved, when they optimize their countermeasures
through continuous interaction with the environment. RL would orchestrate the
responses and use the insights gained from the other ML models. This would cre-
ate an adaptive autonomous system that would increase their resilience over time
by combining different models together. [1].

9.3.2.6 AI in Cybersecurity

Generative Al models can simulate potential attack traffic, allowing ML models to
adapt and train themselves further, before deployment into the network. Gudepu
et al. proposes Gen Al, specifically Variational Autoencoders (VAEs) to create
synthetic traffic data that represents real-world observations. Through this, addi-
tional data simulating attacks becomes available. The goal is to provide not only
additional data for training, but also data that can be fed to the model to prevent
degeneration by users performing complex behavior [5].
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9.3.2.7 Challenges and Limitations

Despite its effectiveness, ML analysis of threats in 5G networks can have several
challenges and limitations.

First of all, datasets in high-quality regarding 5G security incidents are limited
due to privacy restrictions and lack of instrumentation to create the data. High-
quality labeled datasets that are needed to train ML security models are rare. This
restricts the learning approaches and potentially also the output of the frameworks
(10, 8, [5].

Second, a real-time analysis of the 5G environments requires substantial computa-
tional resources, potentially impacting overall network performance. The creation
and analysis of, for example, attack graphs, especially in real-time procedures, is
limited by resources. This demonstrates how ML has scalability issues when ap-
plied across the network. The computational overhead of ML systems can create
severe problems, especially in latency-sensitive applications such as URLLC in au-
tonomous driving cars, where it must operate within milliseconds to be usable |10}
8]. As always, there is a trade-off between resources: quality and time. Models
optimized for accuracy suffer in real-time execution or scalability. Faster ones of-
ten have lower detection rates [5]. This creates not only a technical challenge but
also an ethical one, as resources are constrained.

Third, ML and Al-based threat prediction are known to work behind a black-box.
Often, these new models are highly independent, which introduces interpretability
challenges for us humans. This could be solved through explainable AI techniques,
which are still an emerging field. In the future, ML models should have the ability
to explain their operations and decisions, as for humans to be able to trust them
completely. Going a step further, the black-boxing can hide tempering, making
it difficult to detect if a model has been compromised |10, |1, 12, 8]. ML models
themselves can become targets for attackers. The input to the ML can be crafted
to mislead the model, creating loopholes in the whole system. This can be achieved
through tainting the training dataset, but also by misleading it to ignore specific
traffic patterns, creating an adversarial ML attack where security measures are
compromised. |10} |1]. Lastly, ML models are not generalizable as of now. When
trained in a specific 5G slice, it may perform poorly in another due to variations
in traffic patterns and attack types [5].

9.4 Evaluation and Discussion of the case study

To be able to comprehend and utilize the previously gained knowledge, we are
going to take a deeper look at the paper "DDoS attack detection using unsuper-
vised federated learning for 5G networks and beyond” by Saied Sheikhi and Panos
Kostakos[11]. The paper shows how unsupervised federated learning allows multi-
ple devices to collaboratively detect DDoS attacks on 5G networks while preserving
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data pricacy|l1]. For that, they created a 5G architecture that simulates a public
network and focused on two specific DDoS attacks: SYN flood and UDP flood|11].

9.4.1 Approach

In Chapter 3, AI and ML Techniques for Cybersecurity, we examined various Al
and ML methodologies within the scope of 5G security. The knowledge will be
used to understand the paper and evaluate it according to other existing research.
We will dissect the methodology, experiment, result analysis, and evaluation. The
goal of the chapter is to review the current usage of FL in 5G security and evaluate
its practicality by comparing it with other techniques addressed.

Currently, centralized ML is widely used for 5G security; however, detecting diverse
types of attacks from edge to center is difficult on a large scale. As a solution to the
problem, attempts are being made to develop Al-based methodologies considering
the 5G architecture[8]. Federated Learning (FL) is especially well suited to the
software-centric architecture of 5G, which includes computing on the edge devices
from the user side. We chose to examine this paper as the authors created a safe
testing environment that was used to experiment with a prominent threat. This
chapter demonstrates to us how essential and promising ML is in 5G security, but
also that there are still tests and improvements to be done.

9.4.2 Findings

This paper verifies the effectiveness of an FL-based approach for anomaly detec-
tion, particularly Distributed Denial of Service (DDoS) attacks, in the 5G do-
main|11]. The author implements two types of testbeds, each mocking a SYN
flood and a UDP flood. Those are two common types of DDoS attacks that fre-
quently occur in a network. In the first case, a SYN flood is created that targets
the TCP protocol, sending fake requests without response to make the network
overuse its resources. In the second case, a UDP flood attacks the UDP protocol,
sending numerous small fake packets to multiple ports. It causes the network to
exhaust its resources and be overwhelmed by the large traffic load in the system,
creating a Denial of Service attack|11].

Each 5G core learns its DDoS attack pattern locally[11]. The local model sends
learning parameterg9.2] to the global model. The FL model executes federated
aggregation by using autoencoders in unsupervised learning as a form of ML. After
aggregation, the global model is redistributed to clients (5G cores). According to
the paper, the federated model shows 99% accuracy in detecting DDoS attacks|11].
The key insight of the paper is that distributed learning using autoencoders within
an FL structure effectively detects different types of DDoS attacks. Furthermore,
the author expects the usage of ML in edge devices in a 5G network environment,
where each local network can be used as learning material that will then be reflected
on every device from the global core [11].
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Table 9.2: List of extracted features from the network [11]

Feature name Feature name
ip.len frame.time_relative
ip.flags.df frame.time_delta
ip.flags.mf tep.time_relative
tep.port tep.time_delta
tep.window_size gtp.ext_hdr
tep.ack_raw gtp.ext_hdr.length
ip.fragment.count gtp.ext_hdr.pdu_type
ip.ttl gtp.ext_hdr.pdu
ip.proto qos_flow_id
tep.ack pdu_ses_cont.ppp
tep.seq gtp.ext_hdr.pdu
tep.len gtp.flags
tep.stream gtp.flags.e
tep.urgent_pointer gtp.flags.payload
tep.flags gtp.flags.pn
tep.analysis.ack_rtt gtp.flags.reserved
tcp.segments gtp.flags.s
tep.reassembled.length | gtp.flags.version
http.request gtp.length
udp.port gtp.message
udp.length gtp.teid

9.4.3 Evaluation

This paper aligns with the theory that Federated Learning is efficient for securing
privacy and can be deployed for cyberattack detection by leveraging local training
[Alalyan2024]. While most previous research has focused on the privacy preserving
functionality of Federated Learning, this paper not only emphasizes the theoretical
application in the security domain of the 5G network environment but also tests
the performance of the learning methodology by applying it to two virtualized 5G
core networks for realistic experiment simulation.

One of the biggest constraints is the lack of high-quality data. By using an ML
model that uses unsupervised learning with autoencoders, they were not dependent
on labeled data and were able to capture network traffic data directly from their
own simulation. Through Federated Learning, the model was able to improve itself
from 15-30% to 99%. The paper demonstrated the great potential of the model
[11].

As a result, the study verifies that Federated Learning can be a practical solution
for detecting DDoS attacks as well as privacy security[11]. However, the paper has
some limitations. The experiment is executed on only two testbed environments;
it is insufficient to represent the generality of the vest of 5G core network scenarios.
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Although this paper shows the potential usage in diverse cybersecurity, the limited
type of attacks of cybersecurity in 5G, DDoS, is not enough to evaluate the overall
performance of Federated learning on the 5G network security.

9.4.4 Conclusion

“DDoS attack detection using unsupervised federated learning for 5G networks and
beyond” contributes by verifying the utility of unsupervised federated learning in
detecting DDoS attacks. Simulating the model on virtualized 5G cores enhances
the reliability, but using only two clients limits the generalization of the result to
large-scale cyberattacks. As a further development, diverse types of cyberattacks
with a sufficient number of clients to represent a wide range of edge devices in 5G
should be discussed.

9.5 Future Directions

9.5.1 ML integration in 6G

According to the Focus Group on Technologies for Network 2030[6] of International
Telecommunication Union(ITU), 6G is forecasted to offer higher throughput, im-
proved frequency usage, and support more advanced applications. This would
facilitate, among other things, autonomous systems. AI and ML would extend
all network layers, as argued by Kaur|7]. Looking at security, in the application
layer, ML would enhance anomaly and intrusion detection through ubiquitous and
continuous monitoring. However, Al and ML would not only be incorporated in
this layer but in all of them. The result would be a network that is fully inte-
grated and dependent on ATl and ML[6]. Although it is a promising idea, there
are some challenges to the integration of ML in 6G. One example would be the
time complexity: since the goal with ML would be to develop real-time detection
mechanisms, ML models would have to be able to respond faster. This could be
solved with in-memory computation or edge computing]7].

Saad et al argues that the missing link for wireless revolution is the missing mimick-
ing of human intelligence through artificial general intelligence (AGI). This would
be possible through the metaverse. Through the emerging applications that are
digital representations of the physical world, the missing link is provided. Al and
ML models can train in their own world models, called digital twins, and even play
scenarios out in them before acting. This will only be able in later states of 6G.
He proposes gradual integration, where piece by piece ML gets integrated as its
capacities grow. While these approaches are under research, they are still ideas[6].
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9.5.2 Research Opportunities

Using ML algorithms, one could detect hidden correlations between features in 5G
data to create a more efficient system. ML techniques not only enhance pattern
recognition but also anomaly detection and automated threat intelligence. This
could help developers find security gaps. Although already researched, these mod-
els still have limitations and need to be more researched before being completely
integrated into 5G networks [1].

Furthermore, ML models should be more understandable for researchers to prevent
black-boxing. The hidden layer in the thought process limits researchers’ and
developers’ added insight into the models |1].

The biggest gap in the research represents the cooperation and coordination be-
tween the models themselves. As the models have their weaknesses and strengths
and are deployed in different network layers, they present different issues. Hybrid
ML frameworks would be able to resolve this issue but have to be created and
tested first. At the same time, more research should focus on FL, as it is able to
provide privacy-preserving and adaptive solutions |7} [1].

9.6 Conclusion

This paper provides a quick overview of state-of-the-art research on ML in 5G
security. Throughout our seminar, we were able to examine both challenges and
the potential that ML brings to the table.

The evolution from hardware-centric in 4G to software-centric in 5G environment
has created a paradigm shift that extended capabilities but also introduced new
security risks. ML offers promising approaches through different models to resolve
said threats. Most notable was the added value of Reinforcement Learning, as it is
able to adapt to evolving threats across different edge devices. Through our deeper
analysis of a specific paper and its ML application, we were able to emphasize the
significant potential such models can have in real-world scenarios. ML would imply
not only a technical upgrade, but also a fundamental shift towards intelligent and
adaptive networks.

The research suggests that one model alone cannot solve the security challenges,
but instead a combined approach in which the models complement each other.

However, several challenges remain unsolved. To be able to deploy further ML
models in our current 5G networks, problems such as black-boxing must be ad-
dressed and researched first. Researchers and developers must be able to un-
derstand a model in order to assess its security. Otherwise, ML integration could
propose itself as a threat in 5G security. But not only through undetected malfunc-
tioning, but also through undetected tempering. ML models can be fed incorrect
or misleading data, creating a security loophole. Furthermore, ML introduces per-
formance trade-offs. The models create a computational overhead, if performed
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extensively, making URLLC applications useless. Therefore, ML used for now has
to be balanced and have a lightweight architecture, as to fulfill complexity and
performance requirements. The biggest problem still lies in the scarcity of high-
quality, labeled security related datasets. As we saw in the discussed paper, a lot
of research is done at scales below real-world 5G networks. The shortage limits
the effectiveness of training models, perhaps even creating potential biases. Look-
ing ahead, the integration of ML will be essential in 6G. Solving this limitations
in the deployment of ML in 5G networks creates the pathway for 6G with fully
integrated ML models at every layer. Although the research on Federated Learn-
ing in 5G networks seems promising, we would have liked to see more research
on Reinforcement Learning and automation. We think that the decision-making
of RL could orchestrate which ML model is needed at a specific time, to be able
to keep the computational overhead as small as possible. It would be interesting
to see empirical studies on whether RL keeps the ML integrated security models
more lightweight and dynamic. We furthermore believe that future research should
focus on ML integration protocols, as to minimize risks.

In conclusion, machine learning represents a necessary enhancement of 5G net-
works. Despite current limitations, they offer a promising path to resolve ever-
evolving security threats.
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Validation Loss of different federation rounds
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Figure 9.11: (Top) The loss of models in each round of federated evaluation;
(Bottom) Performance evaluation of 5G core clients
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