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Abstract—Cyberattacks are the cause of several damages on governments and companies in the last years. Such damage includes not only leaks of sensitive information, but also economic loss due to downtime of services. The security market size worth billions of dollars, which represents investments to acquire protection services and training response teams to operate such services, determines a considerable part of the investment in technologies around the world. Although a vast number of protection services are available, it is neither trivial for network operators nor end-users to choose one of them in order to prevent or mitigate an imminent attack. As the next-generation cybersecurity solutions are on the horizon, systems that simplify their adoption are still required in support of security management tasks. Thus, this paper introduces MENTOR, a support tool for cybersecurity, focusing on the recommendation of protection services. MENTOR is able to (a) to deal with different demands from the user and (b) to recommend the adequate protection service in order to provide a proper level of cybersecurity in different scenarios. Four similarity measurements are implemented in order to prove the feasibility of the MENTOR’s engine. An evaluation determines the performance and accuracy of each measurement used during the recommendation process.
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I. INTRODUCTION

Cyberattacks determine a rising threat for governments, companies, and end-users. Beyond compromising the security and privacy of individuals, malicious attackers can negatively impact the economy of businesses supported by digital systems. Distributed Denial-of-Service (DDoS) attacks remain one of the most dangerous threats to service providers around the world. DDoS attacks are responsible for most occurrences impacting [4] service downtime and performance degradation. The growing number of unsecured Internet-of-Things (IoT) devices, for example, ease the spreading of botnets being able to launch massive attacks on service providers [11]. Although enormous DDoS attacks are the major cause of concern, cyberattacks at the application layer are evolving (e.g., code injections and social engineering) and are equally dangerous to the targeted system [2]. As a response, efforts increased to develop the next-generation cybersecurity solutions (e.g., based on artificial intelligence [25] and blockchain technology [19]).

Currently, companies invest in protection services (e.g., firewalls and anti-malware tools) and response teams to ensure availability and protect critical services and infrastructure. The cybersecurity market is worth billions of dollars [17] and investments are steadily rising. Thus, there are financial incentives for Protection Service Providers (PSP) to enter the market by offering protection services while end-users can reduce protection costs (e.g., related to the deployment, configuration, and operation of services) by leveraging a competitive market for cybersecurity to meet their specific demands. These protections may include the acquisition of physical appliances, software licenses, virtual network functions, and cloud-based protection. Thus, although traditional models will still meet specific demands, a notable amount of next-generation protection services – as an instance of cybersecurity management – can adapt to flexible business models and provide a different level of protection on-demand.

Thus, there are a number of on-demand protection services and marketplaces available, which are not only offering protection services, but also offer alternatives regarding the deployment and management aspects of such services [6] [9]. However, it is not a trivial task for end-users to select one of them. Decision-making is even more critical when infrastructure is under attack and the decision to mitigate the attack should be provided on the basis of information about the infrastructure, such as its economic aspects, demands, and the characteristics of the attack. In this scenario, it is essential to observe not only how often attacks surpass the on-site infrastructure capacity, but also which off-site services can provide the necessary protection, considering their different service flavors, such as the amount of traffic supported, the capacity to address particularities of a determined attack, and price conditions. In this sense, recommender systems [23] provide a valuable security management tool to support decision during the detection and mitigation process.

Therefore, MENTOR, a protection service recommender system, is proposed as a support tool for cybersecurity management, being able to recommend services for the prevention and mitigation of cyberattacks. This work investigates similarity measure techniques to correlate information, such as budget constraints and the type of service required, from customers with different services available. Based on this, MENTOR is able to indicate an adequate service to protect infrastructures according to different demands, such as region, deployment time, and price conditions. Such services are based on state-of-the-art technologies, providing features to deliver, according to previous configurations, different levels of performance, security, and availability. In addition, an evaluation and discussion determine the performance and accuracy of each similarity measure technique implemented within MENTOR.

The remainder of this paper is organized as follows. Section II reviews the background and related work. Section III introduces MENTOR and provides details of the recommendation process. Section IV provides an evaluation regarding the effectiveness of the algorithms used in the recommendation process. Finally, Section V concludes the paper and recommends future work.
II. BACKGROUND AND RELATED WORK

Recommender systems can be described as filters and techniques that provide suggestions to the user according to their needs [23]. Different approaches can be used to enhance the recommendation process, such as collaborative filtering using feedbacks from active users and content-based filtering based on a comparison between products and end-users’ profile data. Such systems and approaches have been actively investigated by academia and industry for various purposes (e.g., advertisement, entertainment, and shopping). [5] provides an overview of recommender systems and describes the advantages and limitations of different recommendation methods. Also, [3] survey on the current landscape of recommender systems and the techniques being used, thus highlighting the main challenges and opportunities for future directions.

Although recommender systems have been applied to different areas, such as advertising in vehicular networks [15] and location-based services recommendation [24], few works are investigating issues related to computer networks, such as cybersecurity issues and network economic perspectives. In the cloud computing area, [1] introduced the CSSR tool, which is a cloud service security recommender that identifies risks from different cloud computing models from the stakeholder’s perspective. CSRR provides a comprehensive basis from which alternative security solutions are identified, based on specific stakeholder’s needs. [18] provides a recommender system to predict cyberattacks by identifying attack paths and demonstrates how a recommendation method can be used to classify future cyber attacks. [14] introduced an interactive user interface for security analysts that recommends what data to protect, visualizes simulated protection impact, and helps build protection plans. However, these solutions do not directly address the recommendation of protection services.

In the context of mobile computing, [21] proposed Droid-Net, a recommendation tool for permission control on Android devices. This tool provides a high confidence permission control recommendation based on feedback from end-users, who were using the same mobile applications. [28] proposed an approach for recommending apps by striking a balance between their popularities and the end-users’ security concerns, thus, building a hash tree to efficiently recommended apps. Moreover, studies are focusing on privacy issues related to recommender systems in Internet-of-Things (IoT) scenarios [26] and on similarity measures to quantify proximity between the rank vectors in order to improve the accuracy of Wi-Fi indoor positioning [16].

However, it is important to note none of those solutions mentioned above directly tackle the recommendation of protection services (e.g., cloud-based services [27] or Network Functions Virtualization (NFV) solutions [9]) to mitigate and protect against cyber attacks. Therefore, although past work investigated recommendation tools for the prediction of cyberattacks [10], there is a lack of solutions that establish an efficient path between victims and PSPs to deliver optimal solutions dealing with the rising number of cyberattacks efficiently. Thus, recommender systems, in such a context, can highly useful to reduce infrastructure damage, while reducing both Capital Expenditure (CAPEX) and Operational Expenditure (OPEX).

A. Protection Services

The market of protections services has grown together with the investments in cybersecurity. Nowadays, several PSPs are offering protections for different kind of attacks (e.g., data leaks, DDoS and malwares) and demands. For example, [7] provides a repository that lists PSPs offering many protection services to address different cybersecurity threats, such as advanced threat protection, anti-virus, secure communications, and anti-phishing. The number of protections available is large and is growing in parallel with the investments in cybersecurity. Only on such a repository, one can obtain information and contract more than 80 protection services against DDoS attacks. Table I lists some of the DDoS attacks protection services available and its characteristics.

<table>
<thead>
<tr>
<th>TABLE I: Example of DDoS Protection Service Providers [8]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provider</td>
</tr>
<tr>
<td>Cloudflare</td>
</tr>
<tr>
<td>Imperva</td>
</tr>
<tr>
<td>Versign</td>
</tr>
<tr>
<td>Arbor Networks</td>
</tr>
<tr>
<td>Level 3 Communications</td>
</tr>
<tr>
<td>Corero</td>
</tr>
<tr>
<td>Flowmon</td>
</tr>
<tr>
<td>Akamai</td>
</tr>
<tr>
<td>FENDE</td>
</tr>
<tr>
<td>SHIELD</td>
</tr>
</tbody>
</table>

Besides the technical characteristics of the protection, different business models can be used as accounting and billing. Many PSPs are adopting the scheme of pay-as-you-go, which is preferred by customers with very specific demands, such as when an attack surpasses the infrastructure and a reaction is required fastly. In another direction, for continuous protection, there are business models based on a fixed price for the setup of the protection services and a fixed amount per month being paid to have the service running correctly. Others hybrid models are also available where customers can contract customized the service being contracted as well as the technical assistance.

Also, different technologies can be used to deliver the protection service for the customers. One can have protection virtualized running directly on Cloud or as a Virtual Network Function (VNF) configured locally. Physical appliances and proprietary software’s can also be acquired to be deployed directly on-site. The pros and cons of the different ways and technologies for deployment and cybersecurity management have been discussed exhaustively by academia and industry, which are, for example, taking into account: i) costs reduction for the deployment (both CAPEX and OPEX) and management of the services being contracted, ii) performance and availability concerning different scenarios (e.g., capacity to support high-demands and resilience), and iii) simplicity and speed to acquire/configure services according to the customers demands. As this discussion are still open, researches that
address the technical aspects regarding the enabler technology and its market are required in order to contribute to the development and broad adoption of the next-generation cybersecurity solutions.

III. MENTOR Solution

The MENTOR system assists network operators during the decision process on measures to protect critical infrastructure, thus performing an important security management task. For this, the recommender engine indicates protection services available from different PSPs to prevent and mitigate threats. MENTOR considers different properties from available protection services, the customer profile, and characteristics of the cyber attack to establish a fair recommender system, where one or more services from different PSPs (e.g., both small companies and global players) can be proposed to neutralize a threat efficiently, while minimizing cost and reducing damage.

The process overview of MENTOR is depicted in Figure 1. One customer can describe his/her requirements (e.g., budget, threat, and type of protection service) that can be used by the system to filter the content of available services from different PSPs in order to determine which one is most suitable to support all requirements and demands described. Different similarity algorithms are applied by the recommendation engine to determine the most appropriate service for the customer.

![Fig. 1: Recommendation process overview](image)

Figure 2 overviews the architecture of MENTOR. The recommendation flow is described as follows. First, in step 1, the Service Requestor receives information related to the infrastructure under attack and characteristics of the attack (e.g., logs from monitors). Such information is transformed into an appropriate data structure and delivered to the Extractor, which initializes the recommendation process. Next, in the Extraction and Classification phases (steps 2 and 3), the information is analyzed and correlated with the type of attack in order to identify those requirements, which fend off the attack. In turn, a list of potential protection services is generated (step 4) and forwarded (step 5) to the recommendation engine. Finally, in step 6, the recommendation engine uses the customer profile input to define, which service from the list, is the optimal recommendation. Details about components that execute such actions in each step of the system are as follows.

In the first step, the Service Requestor receives data from monitors, stores relevant data in a database for future analysis, and, when a threat or imminent attack is identified, the component sends the significant information and meta-data to the Extractor component to start the recommendation process. Next, the Extractor, which is the first step of the recommendation process, is in charge of extracting relevant insights (e.g., attackers, attack characteristics, and infrastructure impacts) from the data monitored. After the extraction, the information is forwarded to the data categorized into different kind of attacks.

During the next phase, the Classifier is responsible for classifying the extracted data according to the previously reported and identified attacks (e.g., DDoS variations). To achieve this classification, techniques to identify attacks patterns and also a database providing attacks fingerprints [22] are applied. After the classification, the Service Aggregator communicates with different PSPs to obtain a list of available services available and relevant properties of each service (e.g., price, type of service, and coverage area). Next, the database containing the services catalog is populated to supply customers. The list of PSPs can be modified according to customer preferences. Then, the Retriever is in charge of querying the Service Aggregator, who can fully or partially address the demands of the end-user. Such services selected and returned can yield different solutions targeting the same problem, but can vary in terms of performance, price, and the technology being used.

The final step of the recommendation process is composed by the Recommendation Engine, which supports different algorithms to select the optimal service, based on the list provided by the Retriever. Besides the input provided by the Retriever, a set of details is described by the customer to map the end-user profile and requirements. Therefore, to support such a decision, different aspects have to be considered, such as budget constraints, service coverage, and the capacity to address the particularities of an attack.

A. Recommendation Engine

The input data for the recommendation engine depicts a list of available protection services from PSPs. This list contains general information about the service (e.g., price and type of service) as well as technical details regarding threats and attacks supported by each service. The data returned by each PSP should optimally be provided through an interface (e.g., RESTful API) to communicate with MENTOR’s Service Aggregator in order to be incorporated into the recommendation process. Thus, providing such an interface is in the interest of every PSP.

Table II presents those parameters that define the requirements of the end-user running the recommender system. These parameters are to be defined inside a profile and requirements descriptor (e.g., a JSON file), containing useful information used during the filtering and recommendation steps conducted by the Retriever and the Recommendation Engine. One end-user, for instance, can use such descriptor to configure the recommender system to temporarily contract a reactive virtual protection service being remotely hosted in South America, with a deployment time of just a few seconds. The amount available to spend on such service will be defined as 500 US$. Also, if available, information about an imminent attack or threats possible to be exploited can be described. Thus, based on this information, protection services that do not support
all requirements will not be considered as a viable option. As the recommender system is able to adapt to different input scenarios, the descriptor can also be extended to support new parameters and relevant information provided by the protection services available, such as attack’s behaviors or vulnerable applications.

**TABLE II: Customer profile and requirements**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Service</td>
<td>Describes if there is a demand to protect the network from further threats (i.e., proactive) or react in order to mitigate imminent attacks (i.e., reactive)</td>
<td>reactive or proactive</td>
</tr>
<tr>
<td>Type of Attack</td>
<td>Provides details of the attack which a protection is being required</td>
<td>e.g., SYN Flood or a specific malware</td>
</tr>
<tr>
<td>Region</td>
<td>Defines specific geolocalization that one protection service should be deployed or able to act</td>
<td>continent, country, city, or any</td>
</tr>
<tr>
<td>Deployment Time</td>
<td>Describes the maximum time between the service being contracted until it be able to protect the customer</td>
<td>seconds, minutes, hours, days, or any</td>
</tr>
<tr>
<td>Leasing Period</td>
<td>Defines the period for which the customer want to contract a protection service</td>
<td>minutes, hours, days, weeks, months, or any</td>
</tr>
<tr>
<td>Budget</td>
<td>The amount (e.g., in Euro or USD) available to spend with protection</td>
<td>any</td>
</tr>
</tbody>
</table>

In order to evaluate the feasibility of the recommendation process, the **MENTOR** was assessed using four widely used similarity measures: (i) Euclidean distance, (ii) Manhattan distance, (iii) Cosine similarity, and (iv) Pearson correlation. These measures were selected because of their potential to quantify the similarity of two objects [23]. Thus, end-users demand can be compared with protections available in order to decide which fits better for each specific case. **MENTOR** was designed to be generic and extensible to support further algorithms to recommend protection services. In this regard, service requirements from customers and offered protection services are mapped as vectors in space as depicted in Figure 3, i.e., their set of attributes as well as magnitudes represent a direction in space, allowing a geometric evaluation of similarity.

Equation 1 presents the Euclidean distance. The Euclidean distance is calculated by taking the square root of the sum of the squared pair-wise distances of every dimension. In terms of the recommendation process, a vector containing the parameters defined by the end-user (cf. Table II) are described as a vector \(x_i\) and each service available is transformed to a vector \(y_i\) in the same way. Then, the sum of differences of all individual squared pair-wise distances is square rooted. Thus, the Euclidean distance determines, if a service is adequate for the request: i.e., the optimal recommendation is the service with the lowest possible Euclidean distance.

\[
euclidean(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]  

In a similar approach, the Manhattan distance, introduced in Equation 2, calculates the distance (\(\beta\)) between two vectors by considering the difference of the absolute values of each vector. The vector \(x\) represents the protection service and \(y\) the end-user profile. The best service is the one with the shortest diagonal path between the two vectors. Similar to the Euclidean distance, the protection service with the lowest possible value is optimal.
Equation 3 shows the Cosine similarity calculation, which finds the normalized dot product of two attributes \( x \) and \( y \).

\[
\cos(x, y) = \frac{\sum_{i=1}^{n} x_i \cdot y_i}{\sqrt{\sum_{i=1}^{n} x_i^2} \cdot \sqrt{\sum_{i=1}^{n} y_i^2}} \tag{3}
\]

The fourth measure under investigation is the Pearson correlation (cf. Equation 4). The Pearson correlation determines linear relationships between two normalized distributed variables. This correlation provides a value ranging from -1 to 1, representing the correlation between two vectors. Thus, the lower the value, the worse is a protection service \( x \) recommended for a demand \( y \).

\[
\text{pearson}(x, y) = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2(y_i - \bar{y})^2}} \tag{4}
\]

The recommendation process works as depicted in Algorithm 1. Initial preparation steps involve (a) receiving/preparing input data and (b) filtering unrelated services. The input (a) requires receiving protection services from the Service Aggregator, which for the purpose of evaluation were created randomly. Next, the customer profile is determined (i.e., received from the front-end or established as the basis of comparison those services offered for protection. Before calculating similarities, unrelated services are discarded in the filtering process. This involves eliminating services, whose binary properties do not match the ones required by the customer, e.g., type of service (reactive or proactive) or service region (Europe).

Step 1 involves the indexing of (a) service parameters required by the customer and (b) each service in order to build an integer array representing the service. These steps are necessary to map services and enable the application of similarity measures geometrically. Similarly, Step 2 is applied to each service to index its properties. Steps 3 and 4 involve the actual recommendation of services and storing of the rating. In Step 3, the customer profile is mapped as a vector \( Y \) and each protection service as a vector \( X \), which are provided as input to similarity algorithms. In Step 4, ratings are stored as a similarity dictionary with the service ID as a key, especially to enable the export or plot similarity data later.

**B. Prototype and Implementation**

A prototype of MENTOR was implemented in order to evaluate the feasibility of such a solution practically. The web-based user interface was developed using ReactJS 16.8. The Recommendation Engine was implemented using Python 3.7.3. Flask 1.0.2 was used to implement REST APIs allowing the communication between components. The recommendation engine’s code is available online [20].

End-users can access a dashboard provided to configure their requirements (i.e., customer profile) and prioritizing each demand from High to Low. Defining priorities during the recommendation process, such as High priority for price, will impact the recommendation and, thus, returns the protection service with a lower price, while neglecting others, less prioritized criteria. After that, a list of the most recommended protection services available is returned. Even though a dashboard was implemented, the recommendation engine is loosely coupled to the dashboard and can be executed autonomously, without any interaction, only providing the adequate inputs (e.g., attack’s characteristics or specific demands) via MENTOR’s API in order to automate the process. The possible automation favors further steps towards a real-time recommendation of protection services.

As the MENTOR offers support for different algorithms, the recommendation algorithm can be selected by the end-user according to preference. In order to help in the decision process, different information (e.g., graphs, plots) are provided, representing how the algorithm classified each protection service. Thus, the end-user can visually process and understand the accuracy of a recommendation by comparing the vector describing the customer profile and the vector of each protection service.

To evaluate the dashboard’s feasibility, the database was populated based on real-world protection services against DDoS attacks. Prices were generated randomly because most of these services do not publicly disclose prices. The MENTOR not only optimizes the service selection for end-users, but also encourages PSPs to actively publish their prices, which in turn increases price competition and usually results in a decreased price for the end-user. New services can be automatically added by using descriptors provided through the RESTful
Other on-site protections (e.g., technologies) can be highly recommended for specific 
MENTOR in order to refine requirements and attack characteristics. Also, information 
automatically created via the dashboard, thus, describing 
the customer profile. The Algorithm 1 summarizes all steps 
of the recommendation process.

Listing 1: Example of JSON file describing a customer profile

```json
{
    budget: "200 USD",
    requirements:{
        protection_type: "Reactive",
        region: "Europe",
        deploymentTime: {
            "minutes"
        },
        leasingPeriod: {
            "days"
        },
        infrastructure: {
            technology: "Openstack",
            services_running: ["Apache Web Server", "MySQL Database"],
            protection_running: [
                "IPTables"
            ],
            priority: "high"
        },
        attack: {
            type: "SYN Flood",
            log_file: "attack.pcap",
            fingerprint: "attack.json"
        }
    }
}
```

By using the input of the end-user, a JSON file is automatically created via the dashboard, thus, describing requirements and attack characteristics. Also, information regarding the end-user's infrastructure can be described in order to refine MENTOR’s filters. For example, some protection services can be highly recommended for specific technologies (e.g., Openstack-based infrastructure), while other on-site protections (e.g., IPTables-based Firewalls) are already running. This file can be created manually by any PSP, for example, following the standard defined by MENTOR. Listing 1 presents an example of JSON file describing a customer profile. This file is used as one input for the recommendation engine (cf. Figure 2) and, based on the requirements described on such a file, MENTOR can apply filters and determines the similarity between each service and the customer profile. The Algorithm 1 summarizes all steps of the recommendation process.

### IV. Evaluations

The dataset generated for the evaluation contains 10,000 randomly generated protection services, such as each service was described based on parameters available for the customer profile (cf. Table II) and with a price range between 100 US$ and 1,000 US$. Thus, by using such data as an input to the MENTOR, the performance and accuracy of the measurement algorithms to recommend protection services were analyzed.

The four similarity measurements described beforehand were used to conduct this experiment. These requirements are indexed and translated into the vector composed by region, service type, deployment time, leasing period, and price, which is given as input to the recommendation engine. The customer profile (i.e., input) was defined to represent a request for a reactive service against a DDoS attack, running in Europe with a deployment time in minutes, a leasing period in days, and the maximum budget to be up at 200 US$

After the dataset's creation and the customer profile input, the recommendation engine applies a filter to discard unrelated services (e.g., outside the price range, region, or deployment time). The similarity is calculated based on the given vector (i.e., customer profile) by using each algorithm available on the current version of the MENTOR.

Figure 4 depicts the top fifty ranked services for each similarity algorithm, in which the best five are highlighted in Table III. Although these recommended services were similar concerning the properties being compared, there are major differences in how these algorithms work depending on how the input vector is mapped. For example, all features of a protection service are described as a vector in space, in which certain properties can significantly change their direction, and consequently their rating. Therefore, high-magnitude variables (e.g., price, deployment time, and leasing period) cause a major influence in the vector's direction in space, and thus, change the rating of its recommendation. For instance, a "worse" rating can be given to services that, in practice, may be better than those specified in the customer profile. That is, a service with a slightly higher price and a significantly lower deployment period may have a worse ranking due to the disparity, in absolute terms, between the properties of the protection service.

This is observed in the distance-based algorithms (e.g., Cosine, Euclidean, and Manhattan in Table III), in which the price was the most significant factor for the ranking of a service. For example, as observed in Figure 5, the service with ID 5362 was the service most similar to the vector specified by the customer profile (according to the distance-based algorithms), but it was not necessarily the best service. In this sense, services with a shorter deployment time (in the order of seconds) and without a significant price difference obtained a worse ranking due to the price difference. This happened for services ID 8182 and 7512 in the Tables of the Cosine, Manhattan, and Euclidean algorithms.

However, the major difference between the Pearson correlation and the distance-based algorithms is that it is invariant to the magnitude of elements. Hence, differences in service prices do not cause a major impact on their ratings because it mainly observes, whether properties of protection services and the customer profile vary in a similar way. Thus, the service
ID 7512 is recommended as the best service because they consider an insignificant increase in the price in contrast to a significant smaller deployment time. Therefore, considering the mapping of these characteristics of a protection service as a vector in space, the Pearson Correlation algorithm is presented as a generally better alternative in contrast to other distance-based similarity algorithms.

A possible alternative to circumvent these differences is given by grouping the vector of protection services for each attribute. Thus, it is possible to compare these service attributes with customer profile attributes in a 1-to-1 manner. Therefore, the final rating of a service is achieved by an average of the rating of its attributes. It should be noted, however, that attributes of protection services offering better conditions than those specified in the customer profile would receive worse ratings. Thus, an alternative can be a rearrangement of input attributes to the best possible conditions, making the recommendation algorithms offer the best alternative possible instead.
of the closer to the end-user request. For example, if one wants a protection service with deployment time in minutes, protection services a bit more expensive but with deployment time in seconds can be a most suitable recommendation since this still fits the budget and others requirements.

Lastly, such an evaluation indicates that MENTOR can recommend adequate protection services considering the price, geolocalization, and other requirements defined by end-users. The distance-based algorithms recommended the cheapest service that is adequate for the end-user according to their demands. However, this service recommended is not necessarily the best one in terms of performance. The Pearson correlation decided toward a bit more expensive service fitting the end-user’s budget, while delivering the best performance possible.

A. Discussion and Limitations

Beyond the evaluation concerning the recommendation process provided above, others technical aspects and open challenges are important to be discussed in direction to improve MENTOR and also to shed light on further directions for cybersecurity researches on the recommendation of protection services.

Although a large number of protection services are available in the market, this number will arise together with a global deployment of novel paradigms, such as NFV and SDN. Also, novel business models can be used as an incentive for the development of innovative cybersecurity solutions. Based on that, a recommendation system should be able to understand the nuances of services running on different technologies in order to recommend a service efficiently. Besides, mechanisms to deploy the service directly on the customer’s infrastructure or in a third-party host should be available, thus simplifying the process of acquisition of such protection services by non-expert end-users.

For the MENTOR’s evaluation, 10,000 possible protection services were randomly generated. Such services containing general information (e.g., price, deployment time, and leasing period) helps to demonstrate the feasibility of the solution. However, those services do not represent the real amount of protection services available neither contains exhaustive information of protection services. Most studies should be conducted in order to create a data model (e.g., descriptor) able to define different services and demands, which may include the categorization by technology supported, features provided, and performance aspects.

Also, the reputation of the PSP and protections services itself should be considered during the recommendation process. One should be able to verify the feedback provided by other customers as well as verify performance logs and issues related to past experiences. Besides that, mechanisms to apply penalties to PSP that does not meet the agreement demands should be considered. In such a direction, decentralized reputation mechanisms (e.g., blockchain-based) can be developed to provide a trustworthy and immutable record of reputation regarding the protection services and its different vendors [12].

Another critical aspect of the recommender system is related to the trust of costumers to share data. This discussion is critical, and it is still an open challenge, not only for the MENTOR but for other work related to cybersecurity that demands real data to achieve an accurate output. Currently, as a proof-of-concept, it is assumed a consortium of companies and institutions that trust in each one. Thus, one trusted node receives data from customers and offers the MENTOR recommendation. Besides, the MENTOR is designed to run locally as well, which means that a customer can run his/her own instance of MENTOR in a private infrastructure, thus ensuring that the data will not be shared with third-parties.

Lastly, the process of recommending protection services assumes that end-users are able to provide data and the correct parameters to find adequate protection. However, in some cases, users may not know the kind of attack they are under so reactive service matching based on user input would be impractical. In addition, it is a challenge to integrate a recommender system with a variety of logs, because, for example, there is no a single standard of logs when concerning the different type of services and technologies. There is still a lack of mechanisms to deal with the deployment and management of different technologies in an integrated solution, such as APIs and wrappers that help to automate the deployment of recommended services without additional users interactions.

V. SUMMARY, CONCLUSIONS, AND FUTURE WORK

This work introduced MENTOR, a protection services recommender system supporting the cybersecurity decision process. The MENTOR recommender system maps different customers’ requirements to recommend off-site protection services concerning not only price conditions, but also the capacity of services to address specific attacks. In addition, MENTOR leverages a competitive market, allowing end-users to acquire services from companies that openly announce their protection services. Also, a modular recommendation engine is provided to support further recommendations algorithms (as openly accessible code [20]). The offering of a dashboard for human interactions in cybersecurity management tasks enables a practical and deployable solution. Since MENTOR does additionally offer an open API, the use of such a recommender
system within an existing Operation Support System (OSS) can automate decisions to be taken, too.

The mapping of the protection services as well as their attributes enables an accurate evaluation of the similarity between customer requirements and offered security services. MENTOR, in this sense, offers a viable approach for the recommendation of services (e.g., possibly offered in open marketplaces based on blockchain). Specifically, the Pearson correlation presented the best balance between cost/benefit considering the mapping of services as a vector. Therefore, in the defined implementation, non-binary characteristics have a significant impact on the evaluation of similarity in contrast to binary ones due to the order of their magnitude, which affects the direction of the vector in space, and as a consequence, its similarity rating.

Although these results are very promising, further investigations are planned in the direction of consolidating the recommendation of protection services, such as by supporting new attributes for the customer profile and services. Also, future work includes: (i) investigation of machine learning techniques to combine different similarity measurements, (ii) investigation of cybersecurity decisions during real-time cyberattacks, which involves techniques to recognize patterns of different attacks and recommend protections fast, (iii) investigation of recommender systems in the context of service function chaining creation, which involves the determination of which protection services can be part of a chain in order to achieve an adequate level of cybersecurity, and (iv) development of a blockchain-based marketplace and reputation system for protection services to introduce a trustworthy public hub, where service providers and independent developers can announce their cybersecurity solutions. Also, technology-agnostic solutions that allows the deployment and management of the different recommended services should be investigated.
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