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Zusammenfassung

Föderales Lernen wird immer populärer, da die herkömmlichen Methoden des maschi-
nellen Lernens immer mehr an ihre Grenzen kommen. Mit dem technologischen Wandel
können die heutigen Geräte wie mobile Telefone, immer mehr Daten speichern. Um die-
se kostbaren Daten nutzen zu können, müssen immer mehr Daten transferiert werden.
Zum einen verletzt dies die Datenprivatsphäre, da nicht jede Person seine persönlichen
Daten teilen möchte. Zum anderen ist es nicht immer möglich die Unmengen von Daten
zu transferieren. Um dieses Problem entgegenzusetzen ist Föderales Lernen entstanden.
Mit dieser neuen Technik lässt sich die erwähnten Probleme umgehen, da keine Daten
Transfer mehr benötigt wird. Es gibt zwei Hauptmethoden, die sich bisher bewährt ha-
ben, ein zentralisierter und dezentralisierter Ansatz. Zum zentralisierten Ansatz gibt es
schon viele Methoden, da diese auch sehr beliebt und oft genutzt wurde. Der andere
Ansatz hingegen, blieb bisher noch im Schatten. Diese Arbeit zielt daraufhin, eine neue
sichere Aggregationsregel zu finden, welche im dezentralen Ansatz funktioniert, um die
Forschung in diesem Gebiet voranzutreiben. Dies geschieht durch eine Erweiterung auf
einem existierenden Framework fedstellar, welches den dezentralen Ansatz simuliert oder
sogar ausführt. Die Evaluation des Algorithmus hat gezeigt, dass dieser situationsabhän-
gig ist und in manchen besser funktioniert als anderen. Des Weiteren wird auch gezeigt,
wo die Grenzen sind und wie man diesen Algorithmus auf andere Plattformen erweitern
kann, um seine Performance weiter zu testen.
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Abstract

Federated learning has become increasingly more popular due to limitations of the tra-
ditional machine learning methods regarding the data privacy. In addition due to tech-
nological evolution, the data volume in general has increased by a lot. Mobile devices
are capable of storing more and more data. While traditional machine learning methods
struggle to deal with these concerns, federated learning emerged from these problems.
Two main approaches have been mainly used namely Centralized and Decentralized Fed-
erated Learning. The former one has gotten much more attention in comparison with
its counterpart and thus possesses many aggregation rules which are resistant to attacks.
The goal of this thesis is to propose a new aggregation rule which is resistant to attacks
against the machine learning model for the decentralized setting to fill a gap where the
research has no reached yet. This is done by extending an existing framework fedstellar,
for federated learning. The case studies as part of the evaluation evaluate the algorithm
on performance and resource consumption related metrics. They indicate that the per-
formance of the algorithm depends on the situation. They also show the limitation of the
algorithm and possibilities of expanding the algorithm to other applications.
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Chapter 1

Introduction

”Traditional” machine learning methods usually rely on centralized structure where data
is collected from various sources and then transferred to a central server. After the data
transfer typically a single model on the central entity is trained on the data set. While
these methods have proved to be effective, they ignore issues like data privacy. Federated
learning (FL) is a newer approach to machine learning. In contrast to traditional machine
learning where data is centralized, it is retained by the participant instead and not shared
with anyone else by relying on a new way to handle data. Instead of transferring data to
a central entity, the training and aggregation process is done by the participants where
data is collected. This approach has several advantages over ”traditional” approaches.

First, as mention before, data privacy is violated by transferring data, because in many
cases the data is sensitive and not desired to be shared. In FL, the data remains on the
participants side and only the model updates which are calculated after local aggregation,
are being shared. This preserves data privacy issues, because the raw sensitive data is
not being exposed anymore. Second, another challenge with data transfer are the data
volumes. Raw data can get up to higher numbers really quickly which is why it is not
always possible in the first place to transfer data. FL allows the use of data without
having to transfer them. Furthermore depending on the data volume, a data center is
needed for the training process, as no single device could handle such huge amount of
data.

Thanks to these properties, FL is getting increasingly more popular. A new opportunity
also comes with new danger. Because of its distributed nature, it is vulnerable to specific
attacks, especially poison attacks. It is also vulnerable to byzantine faults. To mitigate
the impact of such attacks, a proper defense in form of an aggregation mechanism or rule
is needed. It means that before the update parameters are being aggregated to compute
a new model, some precaution measures have to be taken, so that the new model is no
being affected by malicious clients.
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2 CHAPTER 1. INTRODUCTION

1.1 Motivation

FL has gained a lot of attention in recent years. Since its birth date, Centralized FL
(CFL) has always been commonly used. In CFL a central entity manages the whole
training process. The local devices perform their training on their respective local data
and sent their updates parameters to the central sever which then aggregates and updates
the global model. This process is repeated many times. A centralized approach is often
vulnerable to a single point of failure where for example the central entity can malfunc-
tion. To address these concerns, Decentralized FL (DFL) has come into the picture. In
DFL there is no central entity managing the training process and aggregation. Instead
the participants exchange the update parameters with themselves, more specifically their
neighbors. Despite its relevance and advantages, the field of DFL has not advanced far
enough especially regarding the security and robustness.

With a variety of environments using DFL, the need for more secure aggregation has risen
as well. This is because different aggregation work better on different environments. This
is where this thesis focuses its work on. By comparing multiple aggregation mechanisms
and their usage, a new aggregation is going to be proposed, where it fits the scenarios
where other aggregation have not covered yet.

1.2 Description of Work

This thesis aims to propose a new aggregation mechanism for DFL. It should have several
properties to resist byzantine attacks. To achieve this goal, this thesis is split into several
sections. First section revolves around the literature research. First an introduction
to machine learning and its most important concepts are being talked about. This is
particularly important for knowing the difference between FL and traditional machine
learning with its strength and weaknesses. The focus lays on the weaknesses because
the understanding of them are needed for developing of a defense. Different aggregation
mechanisms are going to be compared with each other on their attributes such as their
robustness overall, usage, environment they are being most effective in. Next, an existing
framework for DFL has to be analyzed on its functionality in order to gain knowledge to
develop a new aggregation later on this framework. Finally, a new aggregation is going to
be proposed. This includes a theoretical view on how this algorithm works and satisfies
all the condition, a pseudo code for a better understanding on what the algorithm does
and the implementation and changes themselves on the framework. Furthermore the new
algorithm will be evaluated on different setting criteria which will be discussed in the
evaluation chapter.

1.3 Thesis Outline

The thesis is going to be structured as following. The second chapter serves as an in-
troduction to machine learning as well as to the more specific topic federated learning.
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Because federated learning is a topic within the machine learning field knowledge about
it must be obtained first. This thesis will start with an overview of machine learning,
then move on to data processing to understand what what attributes data has in machine
learning and what labels are. The next will be about supervised and unsupervised learn-
ing where classification, regression types in machine learning and also gradient descent
algorithms which are important in this thesis are being looked at. Last this thesis will
tackle neural networks because this is also something important for this thesis.

After the background chapter where the necessary knowledge have been gathered, this
thesis will move on to works which have been done on federated learning topics which
are relevant to our thesis. These include byzantine robust approaches, poison attacks on
federated systems, several techniques to improve robustness.

The chapter after that will be about the implementation. The implementation is done
on a framework. This means that some part of the code will change and this thesis will
discuss what changes have been made and what their impact is. It will also explain the
whole idea behind this in detail. Starting of with the rough idea and then going step by
step more into detail.

As seen above, the implementation is done on a framework. In this chapter this thesis
will evaluate the implementation. By creating several case studies, the most important
factors can be examined. In each of the case studies, one of the factors will be chosen
to be evaluated on. This means that the other factors are being ”fixed” and vary the
chosen factor to see the differences. This will be repeated for each factor. CPU usage,
performance, accuracy and more performance and resource related attributes are being
taken into consideration. The conclusion and summary of this work will end the thesis.
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Chapter 2

Background

With the rise of chatGPT [1] the word machine learning and artificial intelligence are
a hot topic right now. But fewer understand what machine learning actually is. Thus
the concepts of machine learning have to be understood first, before moving to FL. After
knowing roughly how machine learning works, an introduction to FL is provided to un-
derstand the differences between FL and traditional machine learning in particular their
strength and weaknesses. The architecture is also being mentioned. Afterwards the two
main approaches in FL, namely Centralized Federated Learning and Decentralized Fed-
erated Learning, are being explained. Lastly a short view on the main weakness of FL is
being shown.

2.1 Machine learning

2.1.1 Introduction

Machine learning [2] is as its name suggest is a field in where revolves around understand-
ing and building methods that let machine learn, on specific tasks with the help of data
to improve their performance over time. The key point is being able to learn without ex-
plicitly being told to do so. The following example shows an environment which machine
learning can be used in. There is a game called ”rock-paper-scissors”. In this game the
objective is to mimic these following three objects with the hand. A full open spread hand
represents a paper. A fist equals a rock. Putting two fingers up and the rest down would
be scissors. The rules are that rock beats scissors, scissors beats paper and paper beats
rock. For example, paper wins against rock. Now without machine learning, to identify
scissors, the computer must be told exactly how it looks like. This could be something
like this.

I f 2 f i n g e r s up and 3 f i n g e r s c l o s ed then i t s a f i s t

First of all, this is a very vague description. What is a finger? How does the computer
know how they look like? So maybe it would be better to describe the silhouette of the

5



6 CHAPTER 2. BACKGROUND

scissors in terms of coordinate. This could be one condition for scissors. The problem is
that the computer would have to add new rules every time they differ from the current
model of scissors. For example the skin color, size etc. would be factors to consider.

Machine learning aims to solve this problem by adding those new rules by itself without be
told to. To be able to do this, a machine learning model usually needs data. A plethora of
pictures of scissors can be the data for the machine learning model. To emphasize, machine
learning is, to program computers to optimize performance by using example data, such
that they can predict or ”make their own decisions”. Machine learning algorithms aim
to build a model based on example data, also now as training data, because it conducts
its ”training (learning)” on that data. The goal is that these models can do decisions
or predictions without specifically having us to tell them to do by changing the code.
They also improve as time and training cycle go on. So for this example, in the end the
expectation is, that the computer can recognize the hand gestures.

There are several types of machine learning such as supervised learning, unsupervised
learning. But first, a closer look at how data is managed is provided in the next section.

2.1.2 Data in Machine Learning

Data is a key component in machine learning. They come in many different forms such as
numerical, time series, information [3]. It contains of sets of observation of past events or
experiment which can be used to train the machine learning model. They can be collected
using techniques such as measurement, observation and analysis. The quality of data is
an important factor which can determine the outcome of a learning process of a machine
learning model. ”Bad”data can lead to results which are not meaningful. Machine learning
models use data to find patterns and relation between inputs and outputs. With more
iteration passing of this process, they learn and can be used for various purposes.

Data is usually divided into two different categories; Labeled Data [4] and Unlabeled
Data. Labeled data is a pair of a data point and a target variable (label). The model
tries to predict the result and can look it up if it was correct or not with the help of the
label. A picture of a banana and the word ”banana” together would be an example for
labeled data.

Unlabeled data does not have a label so it only contains a picture in the case above.
When thinking about machine learning data, usually the first thing to come into mind is
the example above. The second thing is mostly a series of numbers like 2,3,5,8,12,17,.. in
which the model should predict the pattern. Those are the two most typical data form
called categorical for the picture example and numerical for the series example. Numerical
data usually contain values that can be sorted. Few examples are weight, height, age.
Categorical data contain values that represent a category such as gender, sex, age group,
education level. Figure 2.1 shows an example of labeled data.
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Figure 2.1: Objects with their respective label

When using data for machine learning, the data is split into three sets. The first one is the
training set which is used to feed the model for the training phase. This is done repeatedly.
One training round is called an epoch. It consist of the machine learning model going
over the entire provided data set (here the set used for training). It is important to note
that the same data is used in each iteration. Training set should be diverse in terms of
input so the model can cover a lot of ranges and scenarios that might appear. The goal
is that it can predict any unseen data in the future. Obviously this is not going to be
possible for 100 percent of the time, but the goal is to cover as much as possible.

The second set is the validation set. This set is used to evaluate during the training. It
indicates, if the model is going into the right direction. After each epoch the evaluation
will be done on the validation set. By doing this the models hyper parameters are being
tuned. The main goal is to prevent over fitting which is the case when the model can
make accurate decisions on the training data set but not on unseen data.

The last set is the testing set. This data set is used after the training has been completed
and serves as an test. It is unseen data an acts as an last instance to answer the question
on how good our model performs.

A machine learning model’s training route is similar to how humans learn. An example
of a course at an university shall demonstrate the process. In school, a new subject is
being taught, for example new technique in math. To strengthen the knowledge about
the new learned principles, usually weekly exercises have to be done on that topic. This
is similar to the training set and validation set cycle which. One epoch would be solving
exercises. At the end of a semester an exam takes place, which would be a equivalent of
the evaluation on the testing set. Just like the testing set, new questions which have not
seen before (unseen data) are being asked and by applying the learned knowledge, the
problems can be solved.
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Data has to be pre processed first before its use. This means preparing the data to be
used. ”Bad” data quality can lead to bad results. So it is very important to have good
data. Pre processing data includes normalizing data, handling missing values and filtering
(not suitable) values out.

2.2 Supervised Learning

Machine learning can learn from past experiences based on data which is being fed to
the model. For example, consider the rock-paper-scissors game . The machine learning
model should predict if a picture provided is rock, paper, scissors or none of them. The
model will look up past experiences which in this case are pictures it has seen before.
According to the features, it will decide if the new picture matches one of the three signs
or not. As discussed before a rock would be represented by something like a fist. This
is the basic concept of how machine learning ”learning” process works. Machine learning
models have to train on data set in order to be able to make prediction like this. There
are various methods on how to train. The first one is called supervised learning [5]. With
this method labeled data is used to train the model. Labeled data consist of a pair of
input and output data. For example, a picture of a rock, and the string ”rock” together.

The machine learning model tries to learn the relation between the input and output so
it can predict the output in the later stages of the training process based on the input
data. The input consist of features, attributes or characteristics of the data. Based on
those criteria the model has to make a decision. Output data is basically the answer to
the input data. It can be simply a string or other targets that the algorithms and the
models tries to predict. Supervised learning can be divided into two categories.

2.2.1 Classification

As the name already tells us, classification is a process of dividing things into categories,
by a machine. [6] So for example, by holding an apple before the camera, the goal is,
that the computer should be able to tell, that it is an apple. This can also work with
other items such as recognizing pictures and other objects. Classification is basically
the problem of identifying things. Categories are for example, ”fruits”, ”blood-type”,
”size”(small, medium, large). The machine learning model trains on a data set containing
many items which are labeled with the category they belong to. Then it tries to categorize
them. This process is repeated many times until a certain amount of items have been
identified correctly. If the machine learning model is accurate enough, in the last step it
can be tested on unseen data to see if it actually is working. For example, assume pictures
with cats and dogs on it. They are also labeled with ”cat” and ”dog” respectively. For
each of the pictures, the task now for the machine learning model is, to put them either
in the category ”cat” or ”dog”. After each epoch (after all pictures have been categorized),
an evaluation will be done to see, how many of them the model got correct.

The example above only has two categories. This is called binary classification. If there
are more than two categories then it becomes a multi class classification. For example,
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blood type would fit into multi class classification because there are more than two blood
types. Some of the relationship between input and output are really simple. So simple that
there is a linear relation between them. These linear classification are computationally
efficient. Non-linear classification are more complex and the relation is not linear.

Classification learners can learn during or after the training phase. Lazy learners learn
after the training phase and only store training data and to nothing else with it. When
the testing phase arrives, they will use their technique(e.g. k-nearest neighbors) to return
a result. This is also the phase where they actually learn and update their model. With
this method, the training time is significantly shorter than usual as they only store data.
A eager learner in comparison learns during the training phase, meaning they update their
model during training. This makes it such that the training phase takes much more time
as more computation have to be done. But during the testing phase a eager learner will
return the result immediately as it already has learned and can apply its model to the
new data as soon as possible.

After all the training, some values or guidelines on how our model performed is needed. To
do this evaluation is needed. In this step different metrics are used in order ton measure
the performance of the model.

Following metrics could be a possible parameter for evaluation:

• Accuracy is the percentage of correct identified instances

• Confusion matrix is a table that shows true positives, true negatives, false positives
and false negatives

• Precision and recall: precision is true positive over total number of all predicted
positives including those not identified correctly, where as recall is true positives
over total number of actual positives

• F1 score is an accuracy metric, the harmonic mean of precision and recall

• Receiver Operating Characteristic curve and Area Under the Curve are plots for
performance

• Cross validation is dividing data into subset and training several model on it eval-
uating them against each other

2.2.2 Regression

In contrast to classification, regression aims to produce numbers like height, age and
income amount. Regression finds the relation between the output variable and one or ore
input variables [7]. The probably most known one is linear regression where one finds
a line which fits the data set. By doing this, an estimate of a trend or rule of the data
points can be found. Using the result the model can predict outcomes with it. A popular
application of this is in the finance world. Assume that the market index is m where the
movement of the market index is shown. Also assume that a fictional firm a which has
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its own index n. Now it would be interesting to see how the index of the firm a moves in
contrast to the market index. By doing linear regression, the relation between those two
index can be calculated. Figure 2.2 shows an example of linear regression.

Figure 2.2: Linear Regression: A line through the data which indicates the trend of the
data points

There are other regression types which will not be covered in this thesis.

2.2.3 Gradient Descent

With the knowledge on how important the accuracy and performance of the model is and
how to measure it, adjustments need to be done. These adjustment are needed to improve
the model. This can be done by applying a so called gradient descent on a loss function
of the model. First, a loss function is a function which indicates the difference between
the value of our model and the actual true value. The number gets increasingly higher
the less accurate a model is. A loss function could look like this:

This is an important function as it tells us if our model is going into the right directions.
By changing the model parameters, the function indicates, if the changes are actually
doing anything. By using the loss function the performance changes can be measured,
with each change of model parameters.

Gradient descent is basically the procedure of doing the above. A gradient is a vector
which points in the direction of the largest increase of value per step. [8] This means
going into this directions will eventually lead us to a local minimum or maximum. The
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loss functions indicates how well the model performs. The higher the number, the worse
it is are doing. So by finding the gradient in the loss function it knows in which direction
it should not go. Instead it goes in the opposite way of the gradient which gives this
method its name. These are the following steps for gradient descent:

1. Initiate the parameters randomly

2. Calculate the gradient of the loss-function after each epoch of training

3. Walk the opposite way of the gradient and update the parameters accordingly

4. Repeat 2 and 3 until meaningful results have been gathered

As this is not a mathematical thesis the mathematical background and proof of this
method will not be covered . This is just a theoretical point of view.

2.3 Unsupervised Learning

Learning methods with labeled data has been explained. They act similar to solutions
provided to exercises which can help to see if the exercises were solved correct or not.
However unsupervised learning does not have labeled data. So there is no more guide or
help for that matter. Instead finding the solutions is the goal here with out the label.
Consider the example with cat and dogs. This time the machine does not know anything
about cat or dogs. But it can differentiate them according to their features.

Figure 2.3: Various types of dogs and cats. Even plush toys dogs can be identified

A human can easily differentiate the objects shown in figure 2.3. He or she would divide
the five animals into two different categories. Note that the person also did not have to
learn anything before but still could differentiate them. So in this case the person had to
work on its own, to detect features and pattern to sort them in order to categorize the
things. [9]

Unsupervised learning is also divided into two main categories similar to supervised learn-
ing. The first one is clustering. As the name suggest, it is a method where features are
being divided into groups according to references which they may have. In general it



12 CHAPTER 2. BACKGROUND

is used to bring some structure into the non-labeled data, by grouping (clustering) at-
tributes. For example, following picture displays three main areas where the data dots
are. So by nature, clustering them together makes most sense, meaning there will be three
clusters at the end. Figure 2.4 shows three data heaps being grouped into three clusters.

Figure 2.4: Our natural eyes cluster them by instinct, because they are so close to each
other

Clustering has no rule or strategic plan on how to do it. It depends on the user or
machine. For some cases there are more than just one way to cluster things. Thus a
machine learning algorithm has to make assumption in order to do the clustering process.
There exist multiple variation of clustering. There is density based clustering which is the
example above. Density based ones tend to cluster the region or areas with most data
points in them together. They have good accuracy and can merge two clusters if needed
to.

Hierarchical Based Methods form a hierarchical tree where groups are clustered. An
example would be dividing customers into groups based on their income.

Partitioning methods divide objects into several clusters. Each partition typically forms
a cluster. A very popular method is the k-means clustering. It is one of the simplest
algorithm where it simply assigns the data points into clusters based on their nearest
cluster which is calculated by the mean of the local data points.

2.3.1 K-Means Clustering

A concrete method for unsupervised learning is the following. K-Means aims to divide the
data into several groups where k indicates the number of groups it creates in the process.
These groups are also called clusters. The goal of such clustering is to make the data
points from each group more comparable to the other groups. It is basically a grouping
based on how similar or different they are from each other. [10] Assuming a data set with
data points. To calculate the similarity for grouping, the euclidean distance is a possible
way to do so. Then proceed as follow

• First randomly initialize k points. They act as the mean or the ”central points” for
each of the k clusters
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• Then categorize for each data point closest to one of the k points and update the
mean of them. So at the beginning, there will be only one point which is the k point
itself. In the second iteration add another data point to the cluster and update the
mean of the cluster

• Repeat this process then until no more data points are available

As the methods name already suggest the k points are called mean because they are the
mean of all the data points allocated to them. There are multiple ways to initiate them at
the beginning, not only random as before. But simplest way is to just randomly initiate
them. So in this case choose k data points and mark them as k points.

Figure 2.5: Three red stars as k points initiated in the center

Assume that the initiated marked points are k points as indicated in the figure 2.5. This
is the initial state. The k stars are randomly being created in the center. To solve this
problem the euclidean distance is used again. If the distance from a data point to the k
point is greater than a threshold then consider this a new k point. Figure 2.6 shows the
situation after the algorithm has finished.

The mean changes overtime and at the end of the clustering they are in the right position
as their name suggests.

Alternatively, set the condition that the k points have to be x distance away from each
other. But this would require us to vaguely know the topology of the data points. The
second way to initiate them is to select points in the boundaries of the data set. In this
case it does not necessarily have to be a data point in the data set.
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Figure 2.6: End position of the k points

Algorithm 1 shows how a k-mean initialization can look like. Algorithm 1: K-Mean
Clustering

K−Means C lu s t e r i ng i n i t i a l i z a t i o n

S e l e c t k random data po in t s and mark them as k po in t s
For each data po int in data s e t :

Find c l o s e s t k po int to the cur r ent data po int
Add cur rent data po int to that c l u s t e r
Update the mean o f the c l u s t e r

End f o r

2.4 Reinforcement Learning

Reinforcement Learning is a method where the machine learns how to maximize the reward
or minimize the penalties given, for a specific scenario.[11] It is different from supervised
learning as there are no key answer attached to the problem but instead an agent that
decides on what to do next. To illustrate this consider following situation. A person is
put in a maze like structure where there are several ways leading to an exit. But some
of the paths are littered with hazards meaning he has to suffer ailments to get through
like fire. So a possible solution would include the path through fire but there are other
paths with less pain to get through. This is where the agent of the reinforce learning has
to make decisions which path it will pick. By trial and error it can identify those hazard
as something negative. So it would try to avoid them as much as possible. Reinforcement
learning is all about decision making. Similar for machines, they also try to optimize their
decision making to maximize the reward for a given scenario. The main difference between
reinforcement learning and the other two above (Supervised and Unsupervised Learning)
is that data is not part of the input but instead accumulated from trial and error methods
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(e.g. walking through fire equals bad). After each step the machine learning algorithm
makes it has to evaluate if the step was good, bad or neutral. It is basically an automatic
system which can learn without human guidance.

2.5 Dimensionality Reduction

Data is huge in the field of machine learning. It is not only big but may be high dimensional
too. To handle or work with complex data is not always desirable or possible. High
dimensional data is computationally hard to deal with and thus aiming to reduce the
dimension of the data to a certain amount where the core information of the original raw
data is sill preserved , but gaining the advantages of lower dimensional data, is preferred.
Dimensionality Reduction is the process of said reduction of dimension while still retaining
as much original information as possible. [12] A dimension in a data set can be a feature
or variable. For example speech recognition and signal processing do have large amount
of variables and observations. In machine learning the reduction of dimensions can lead
to better performance and reduction of complexity of a model. It is also easier to visualize
data as it is difficult to display higher dimensional data. Higher dimensional data have
the common problem called ”curse of dimensionality” which are problems that only occur
at higher dimensions but not in lower ones. In machine learning the complexity of the
model worsens quickly in such situations as the number of dimension increases. Thus the
reduction of the dimensions to a feasible amount to work with needs to be done There
are two main approaches for dimensionality reduction.

First one is feature selection. Here a subset of relevant features of the data set is selected.
This is done for various reasons, for example, for complexity reasons as less feature means
that it is easier to understand or to lessen the training time of the machine learning
model. The main assumption in feature selection is that there are some feature which are
simply irrelevant or useless for us. Thus, they can be removed without losing too much
information and thus preserving the core information. It is important to note that this
method simply returns a subset of the features already being in the data set.

The second one is feature extraction. In contrast to the one above, feature extraction
creates new features by combining, changing or transforming the original features in the
data set. Some features can be combined into one feature, others can be transformed such
that they fit the new data structure and fit the machine learning model as well. A good
example is a classic e-mail filter. The machine learning model has to decide if an e-mail is
a spam or not. An e-mail contains large amount of features such as title, content, pictures
and signature. Some of them may overlap. That is why combining them to reduce the
complexity instead of analyzing each of them separately is an option.

2.6 Neural Networks

When thinking about machine learning the term ”neural network” pops up quite often.
These artificial neural networks are based on biological neural networks. An artificial



16 CHAPTER 2. BACKGROUND

neural network is a collection of nodes(neurons) which very vaguely represent the biological
brain. Each connection between the nodes equals the synapses in a brain. They can sent
and receive signals to and from other neurons. The connections between neurons are called
edges just like the connections in a graph. [13] They have a graph like representation where
it consists of nodes and edges. Typically nodes have weights which change overtime as
the training proceeds. The weights affect the strength of the signals emitted. A neural
network consist of an input layer, one or more hidden layers and an output layer. Each
node has a weight as mentioned before and a so called threshold. A node will be activated
if the output of that singular node is above the threshold. An activation will cause it to
sent a signal to its connecting nodes. Otherwise nothing will happen meaning no data
will passed to the next layer as long as the threshold is not reached. How does a neuron
work?

The following network has 3 neurons A,B,C and connections between A and C (q) and B
and C (r) as shown in figure 2.7.

Figure 2.7: C is the input and the outputs are A and B

For this topology the input would be q*A + r*B and the output would be the application
of the activation on the input, Function(input). Neural network also rely on data to
improve their accuracy over time, but once they finished their training they become really
powerful. They allow us to do classification and cluster (supervised and unsupervised
training) at very high speed. One of the most known neural network is actually the
google search engine.

2.6.1 Example of a Neural Network

The scenario is that a person has to predict if he should go on vacation or not in times of
the pandemic season. The final decision should be a one or zero depending on the output,
where one means he is going on vacation and a zero means he is not going on vacation.
Following factors have an impact on the decision making:

1. Is the country he wants to go to heavily infected or not? (yes: 0,no: 1)

2. Is he vaccinated? (yes: 1, no: 0)

3. Are the regulations regarding the pandemic strict or not? (Yes: 0, no: 1)

Consider following weights:
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• Weight 1 = 2, since he does not care about it too much

• Weight 2 = 7, since he thinks that this probably has the largest impact on his
decision making

• Weight 3 = 4, since he does not really want to deal with the regulations at the
airport and in the target country, but rather focus on vacation

Finally some threshold has to be set, in this case it is set to 8, meaning a bias of -8.
After putting in everything in the formula it the result is: (0*2) + (1*7) + (0*4) - 8 =
-1 Since 0 > - 1, this means that it is a negative decision. This means even though he is
vaccinated but because the country is heavily infected and the regulations are strict, he
does not decide to go there. For other people this decision could be different depending
on their bias and weights. That example was only for illustration. In reality the neurons
have sigmoid-like functions which always have values between 0 and 1 and not strict 0 or
1.
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2.7 Federated Learning

Machine learning requires huge amount of data for their models to train on. This is
why all the processes to handle data like dimensionality reduction are needed in the first
place. In traditional machine learning data is gathered from the participant. This happens
everywhere and all the time. For example surfing on the internet an visiting websites.
There are many websites that have tried to display ”personalized” adds. A person uses
google search to travel the web. As he goes through our live and use the internet, google
remembers where he went. Thus it generally knows what he prefers, or at least which
websites he prefers to visit. According to the history then, the adds by google have access
to our history and try to create adds based on them. So if he often visits sports websites,
whether it is for watching soccer games or shopping, the adds will be sport-themed. Now
how is this data huge , because after all its only the website google needs to remember.
First, it is not only us that is using the internet. So many people nowadays use google
search engine. This alone would be large already. But now factoring in that google does
not only remember the website’s name but it has to add tags to it, because a name
alone does not help a machine learning model. For example there are websites , whose
name does not reveal their intention at all. So tags like, ”shopping”,”sports”,”education”
etc. help later on. This is also called meta data. After the data collection it will be
transferred to a central entity usually a server or data center in case of huge data, which
will then analyse the data gathered, to get a benefit out of it. As mentioned a transfer
of data is required for the entity is going to compute a new model. Data transfer is not
always desired or feasible.

The following scenario shall illustrate the problems. A person is working in a car industry
and his job is to gather all the sensory data from the cars produced by your company
to analyse them such that the cars produced in the future can profit from the results of
the analysis. He intends to conduct an analysis each month. In order to do so, he would
need to get the sensory data from all the cars of our company. This is the point some
problems can be detected already. First the amount of data he would have to transfer is
huge. Sensory data of a whole month of a car alone could be huge already. Now imagine
each car from our company transferring their data. Second, not every customer is willing
to send their data. Maybe they do not want him to know in which places they went with
their car. The point is privacy. They would have to exposed their data to him for his
analysis. But how can he use those valuable data without violate the privacy issues?

Because of mentioned problems Federated Learning (FL) has been born. FL does not
require data from the participants which is the critical point in the situation before.
Instead the participants do the analysis of the sensory data themselves. Imagine if the car
could create a report each month which includes the most important things, for example
the total distance. Privacy has been respected more with this approach because there
would be no sharing of raw data but a ”summary” of it instead. This also solves the
problem with the data amount. A ”summary” is always less than its raw version.
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Figure 2.8: The participants do no share their raw data anymore, but their update pa-
rameters of their model

FL is a newer approach to machine learning. It aims to be able to scale which it does
by using data in privacy preserving way. Without transfer of raw data, the volume has
been reduced significantly which makes it suitable for larger scaled projects. [14] When
building machine learning models, data is collect and transferred to a central server so the
training process can begin. With all the data in one place operations like data exploration,
various techniques can be done in short amount of time. In contrast to traditional machine
learning where data is centralized, it is retained by the participant instead and not shared
with anyone else by relying on a decentralized training process. Instead of transferring
data to a central entity, as shown in figure 2.8, the training and aggregation process is
done on the participants where data is collected. This approach has several advantages
over ”traditional” approaches.

2.7.1 Why is Federated Learning needed?

Nowadays mobile devices have the ability to access huge amount of data. This in return
can be used for machine learning models, as a lot of data is required for the machine
learning models. Speech recognition and image models are some examples. However even
in the presence of availability of data, more often than not, they are sensitive. Thus
sharing those valuable training data for machine learning models becomes a problem.
With time, the amount of data produced is becoming larger and larger. This is where FL
comes in handy. To summarize the situation:

1. Data privacy is violated by transferring data. In federated learning the data remains
on the participants devices and only the model updates which are received after local
aggregation, are sent to the server. This preserves data privacy issues. Data can be
used without directly accessing it.

2. Another challenge with data transfer are the data volumes. Raw data can get up
to higher numbers really quickly which is why it is not always possible in the first
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place to transfer data. FL allows the use of mentioned data without having to
transfer them. Furthermore depending on the data volume a data center is needed
for handling of that data, as no single device could handle such huge amount of
data.

Most machine learning models assume IID data (Independently and Identically Dis-
tributed). This means that the assumption that all the data collected represent the whole
population, which makes sense because data was gathered from all over the place. With
enough data this assumption becomes more realistic. In federated learning however this
is not the case anymore. This is because of its distributed nature of the data. Because
the training and aggregation are done on local data, the amount could never be this large
as the whole population together, thus this needs to be remembered of. By not accessing
raw data directly, however there are other problems in federated learning. Communication
cost and reliability are major limiting factors here.

2.7.2 Fedaveraging

So before the start of the training process in FL the selection of eligible participants has
to be done first, because minimizing the negative impact of the participants they could
introduce is a priority. So in short each participant receives a global model or rather
a copy of it. Then they start the training on their locally gathered data. After the
training, only their update parameters from their models are sent to a central server. No
transfer of the raw data is happening here. After the central server has received enough
(threshold is flexible) updates it will start the aggregation process in which it uses the
update parameters received to compute a new global model. The process is repeated until
the goal has been reached (e.g. certain accuracy has been reached). Algorithm 2 shows a
possible approach.

The fedaveraging (fedavg) algorithm is divided by 2 segments. One for the server and
one for the clients (participants). [15] At the beginning of each round the server selects
participants, based on criteria, for aggregation. The criteria for selection, in case of
an iPhone as a local model for example, could be, that it is fully charged at the time
of selection and that a certain version of the IOS has to be installed on the iPhone.
Those selected participants receive the current global model for their training. Then the
respective participants start their training by using various already discussed methods such
as gradient descent, to produce new weights for their local model. After their training
has been finished for this round, they sent their model parameters to the central server
back. The server will then aggregate all the updates, to compute a new global model
by averaging the update parameters as the name suggests. With the new model, a new
round begins and the server will select the participants again.
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Algorithm 2: Federated Averaging from [15]

2.8 Centralized and Decentralized Federated Learning

FL is all about sharing update parameters instead of data directly. In federated learning
there exist multiple ways to achieve this. CFL as well as DFL are core settings in this
thesis. These settings differ from each other on a structure level mostly. They are still
federated learning approaches so they inherit the ”no data” sharing property and all other
properties too.

2.8.1 Centralized Federated Learning

In CFL the architecture looks similar to ”traditional machine learning”architecture where
a central server coordinates the training process. But only the update parameters are
being shared with the server. At the beginning, the central server will select participant
which it considers trustworthy or eligible. Then the chosen participants will receive the
initial global model from the central server to begin their training. The participants
start their training process on their local devices with their local data which is gathered
by themselves. For example, an iPhone can be such a devise as it passively collects data
from apps usage and if allowed some other useful data like sleep time and walking distance.
After the data gathering has been finished, they move on to the training phase. Finally
after the training epochs have been finished, they only sent their update parameters(new
model weights) to the central server. The server will collect the update parameters from
the participants and aggregate them by using the respective aggregation function(e.g.
fedavg) to compute a new global model for this round. A new round starts and the
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Figure 2.9: A structure similar to the ”traditional machine learning” setting

process is repeated. The server will select participants again and the whole process begins
anew.

In figure 2.9 the system works as follow:

1. This is where the training process happens

2. Here the participants share their update parameters with the server

3. In this step the aggregation is being done

4. At last but not least, the redistribution of the new global model takes place

Because a central entity is responsible for selection of participants and the aggregation, it
enhances coordination and synchronization of the whole system. The complexity is also
manageable as the whole process can be managed from a single point. But having a point
where everything is located brings disadvantages with it. For example, if some decides to
attack the system, they only have to consider one point to attack as the central server
is the most important location in the whole structure. Furthermore since all the selected
participants have to send their updates to a single entity, the server can also become a
bottleneck of the whole system. In case of an fatal error of the server, even the whole
system could be shut down. This is called a single point of failure.
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2.8.2 Decentralized Federated Learning

DFL works as the name suggest in a decentralized manner and this not only on a data
related level but on the nodes and communicating method as well. In DFL there is no
central server anymore which was responsible for basically most of the process. Instead
now the participants overtake the role of the server. [16] There are settings where every
single node could take the role of a server. What does that mean and how does it exactly
work? Figure 2.10 shows an example of a fully connected DFL structure.

There is a network of participants. A participant is a person with a mobile device which
can gather data can also conduct analysis and training on the data set. Furthermore it
is able to share the update parameters. The question now is, where do the participants
sent their update parameters to, after they finished their training.

If there is no central sever anymore and anyone can act as a server then the will sent
them to their neighbors. A neighbor is a node which has an edge to the current node. In
this example this could be the nearest participant to the current participant. They will
exchange their update parameters with each other. In DFL there are ”aggregators” and
”trainers”. The trainers only share their update parameters with their neighbors as well as
receiving the update parameters but they do not aggregate the updates. This means that
they do not compute a new model after each round. They only exist to perform training
on the data set to generate update parameters. In this example it can be compared with a
weekly report of the mobile device as the ”training on the data set”. The trainer will sent
the report to our closest participants but will do nothing further. The aggregators are
the ones that do the aggregation. Every aggregator will perform aggregation after it has
received enough update parameters from its neighbors. They also generate a new model
each round. In regards to this example, it could be a aggregation of all the weekly reports
they have received. With the new found model, they for example, know now on which
aspects of a mobile device they have to focus more on so that the next weekly reports are
going to be different from the last ones containing more needed information.

If all the aggregators reach consensus after set amount of rounds, then the training process
will be considered as finished. There is no more one entity responsible for the majority of
the process but instead there are more entities now. This directly solves the single point
of failure problem which is prevalent in the centralized federated learning setting.

But this setting comes with some downsides as well. First, because every node has to share
its update parameters with ALL of its neighbors, there will be a lot of communication
overhead. This means that the whole process takes longer. Second maintaining control is
more difficult critical information is not stored in one place anymore. In CFL everything
is stored at the central server, the search is easy. In DFL this is no longer the case.
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Figure 2.10: Example of a fully connected DFL structure

2.9 Byzantine Fault and Robustness

Because of its distributed nature FL is vulnerable to attacks and errors. The most preva-
lent one is a so called byzantine fault. [17] A byzantine fault is a condition of system in
which parts of the system may fail or not work as intended anymore and there is insuffi-
cient information on, if a part has failed or not. A byzantine fault it is difficult to detect
because a definition of what is ”wrong” has to be defined first. Behaving differently does
not necessary have to be ”wrong”.

FL does not have the property of independent and identically distributed (i.i.d.) data
because each local device conducts its training on its own data which does not have to be
the same as another local device, in fact that is rarely the case. Thus, every participant
will behave differently based on the data they get.

The origin of the name comes from a generals problem. [18] Considering there is a number
of generals having to consider attacking a castle. There are two options. Either they all
attack together or they do not attack and retreat. If they act on split decisions then it
would end up much worse than the two other options because they would for sure suffer
more losses, by ensuring chaos. Thus, they have to vote in order to make a decision.
But they are restricted by their location, as they cannot see each other so they must rely
on messengers to deliver their messages. Figure 2.11 shows an example of the generals
problem with six generals.

The problem is more clearly visible when there are traitors among the generals. For
example 11 generals, five of them are voting for an attack and five of them are voting
for retreat, there could potentially be one general which is trying to sabotage the army
by sending one vote for attack to all the attacking ones and one vote for retreat to the
retreating ones. This would exactly lead to the worst possible outcome.

The general would be nodes in this case and sending messages are the connections between
the nodes. A system which can still function without a major impact or decrease in
performance in presence of byzantine faults is called byzantine tolerant or robust system.
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Figure 2.11: Left: Initial positions, Right: 2 Generals are voting for retreat and 4 are
voting for an attack

This is an attribute especially important for FL because some participant could have
malicious intends. Furthermore it is easy for an attacker to create a fake clients, to
purposely infiltrate the system. In order to achieve byzantine robustness observers or
mechanism that prevent the malicious participants from going on a rampage are needed.

Coming back to the generals problem byzantine robustness can be achieved by having
a majority agreement of the non traitorous generals. In case of missing messages there
should be a special value for vote, for example the null value. If the majority of the
votes are null values then there should be a pre designed procedure for this case. It
could something like retreat, because missing votes means that they are probably not
fully prepared for an attack.
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Chapter 3

Related Work

In this chapter insight into most works related to byzantine robust aggregation and which
type of attacks exist in FL is given. With this knowledge, potential weaknesses can be
detected in order to develop a new algorithm which aims to fill the gap.

3.1 Attacks in FL

Why are aggregation rules needed? Obviously from time to time some models could be
malfunctioning or the data provided is corrupted. But the main reason is that there are
adversaries that try to poison the FL system to gain advantages [19] from it like data or
installing a backdoor. In this section some of the attacks will be explained.

3.1.1 Data Poisoning

Data poisoning are attacks where the adversary attempts to manipulate the data. If a
model uses said manipulated data its result will be influenced as well, because it is training
on manipulated data. Most common data used by machine learning model are labeled,
meaning they have a informative label added to the data so that a machine learning model
can learn from it. A picture of an elephant with the label ”elephant” is an example for
labeled data.

To manipulate such data, flipping the labels is an easy way to do so because no assumption
of loss function or deep neural network structure have to be made. It is very time efficient
and an popular option especially in federated learning as it is often executed on devices
that are not very well protected such as phones, local computers etc. Flipping the label
means changing it[20]. Out 50 labelled pictures of animals, some of them could be changed
and the model would suffer in accuracy already. There are several research on effectiveness
on some attacks and accuracy model out there.

The animal in the middle of the figure 3.1 is clearly not a dog. But due to label flipping
the machine learning model will use this as a guideline and always identify a bird as a

27
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Figure 3.1: The middle participant’s data has been poisoned

dog with this data pair. If a person has to learn new things and receive lectures about the
subject but with some of the information being incorrect, it is hard for them to identify
which one are the incorrect ones, as he has little knowledge about this subject. This is
the same scenario the machine learning model goes though. It has no knowledge at the
beginning of the training, and if the label is already wrong, then it will only continue to
learn wrong things making it worse and worse.

3.1.2 Model Poisoning

Apart from data poisoning there exist model poisoning as well, where the attack does
aim for the model parameters itself [21]. Normally in federated learning the training is
conducted on the local devices. By manipulation of the model parameter the model will
be affected and it will differ from the other models in the network. Figure 3.2 shows
an example of a neural network and a neural network with poisoned neurons. So the
poisoned model will always share manipulated update parameters. The neural network is
involved in the training process so knowledge of the architecture is required to manipulate
the training process. [22] Sneaking in a fake gradient is also a possibility. The impact of
fake clients on a FL systems have been researched by Yann Fraboni et al. [21] They found
out that many aggregation methods rely on outlier detection such as median or trimmed
mean. Malicious attackers providing abnormal updates would go unnoticed here.
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Figure 3.2: On the left side, everything works as intended. On the right side however,
some of the model parameters(neurons here) have been changed and the output of the
training round will be different than it would without manipulation

3.2 Aggregation

Aggregation is a process to basically compile a typically large amount of data into some-
thing more accessible In terms of machine learning, the central server in CFL or the
aggregating nodes in DFL receive a lot of update parameters. What the aggregator does
is combining the information it has received to generate a new output which then can be
used. The goal and output here is a new global model. So in FL, the aggregator generates
a new global model for further training process rounds. Fedavg is one of the aggregation
rule that has been mentioned before. This aggregation rule simply takes the averages over
all the update parameters. With that, it will calculate the new weights of the model and
shares it with the relevant participants.

Fedavg is not the only aggregation rule that exist. When talking about aggregation it
is necessary to filter out potentially malicious clients (participants). Not every update
parameter of a participant has the purpose of improving the machine learning model. In
case of an attacker they have other goals to realize and work against our machine learning
model. In order to protect from attackers and malfunctions byzantine robust aggregation
rules are needed. For example if only one client is infected and acts weird, the whole
system should not be affected as much. In this following chapter some byzantine robust
aggregation rules that have already been used in the past are being explained.
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3.3 Byzantine Robust Aggregation Rules

3.3.1 Krum

Krum is an aggregation rule proposed by Peva Blanchard et al[23]. The main idea consist
of identifying which nodes to aggregate. One way to do this would be to have some sort
of criteria which only the honest node would have. Assuming that each honest node n
produce a vector V(t,n) where t is the round and the number of honest nodes outweigh
the malicious ones, a malicious node m is going to try to produce a vector (t,m) which is
a random vector instead of one it is supposed to produce.

The server then for example computes a vector by applying a deterministic function to the
vectors received. The correct nodes are assumed to produce vectors near the ”real” vector
An update from a malicious node will differ from the computed vector a lot and will not
be considered for aggregation next round. The function used to compute such vector is
called ”krum-function”which will not be explained here. Using the krum aggregation rule,
it is applicable to many machine learning models as it is easy to implement and supports
scenarios where the honest nodes outweigh the malicious ones.

3.3.2 Trimmed Mean and Median

Amore mathematical approach is an aggregation based around statistical methods. Under
different conditions of the loss function, certain statistical approaches perform better than
others. Mainly 2 approaches haven been suggested by D.Yin et. al. [24] First one being
coordinate-wise median and second one coordinate-wise trimmed mean. Without going
into details how they actually work, the main idea behind this, is to let the majority
carry the weight of the contribution. Because the mean is more vulnerable to outliers an
adjusted version of it has been proposed. Before taking the mean of the contribution a
certain percentage of the data is being cut off from both sides. With this it can be ensured
that the extreme outliers do not impact the result as much as before. While the theory
behind this is rather difficult the actual implementation is not. Using only statistical
methods such as mean and median the implementation looks straight forward and is used
in many machine learning models. Furthermore the algorithm is time efficient.

3.3.3 FLTrust

Moving on to the more advanced algorithm ”FLTrust” (FLT). FLT works on a reputation
system. Assume that every node is equally trustworthy at the beginning. With time
(rounds/epochs) their reputation can and will increase and decrease based on their per-
formance in relation to the average. Generally speaking if the participant performs much
worse than the average they lose reputation. Otherwise they gain reputation. This thesis
will not elaborate on how exactly the reputation is going to be computed. This can be
seen in this paper [25]. The reputation of the nodes affect their contribution weight. The
better the reputation of a participant, the ”more important” its contribution becomes.
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Vise versa if its reputation is very low, its contribution does not matter as much. Such
a system is very adaptable, as the contribution changes overtime based on the perfor-
mances of the respective participants. The thing to be concerned about most is the fact
that it needs a warm up in the sense of reputation, because in the early rounds there is
no reputation set yet.
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3.3.4 Bulyan Aggregation

Bulyan aggregation rule aims to enhance the already existing ones like Krum and Me-
dian. (El Mahdi et al)[26] show that in in case of non-convex loss function and higher
dimensional neural network, convergence is not enough. Thus a stricter rule is needed to
achieve byzantine resilient results. In the aggregation step the aggregator has to choose
which updates in will take for the aggregation. Updates received from participants come
in form of vectors, as the Stochastic gradient descent gives us a vector. For higher dimen-
sional neural networks if the model follow the already known aggregation rules it may end
up with with vectors with one of its coordinate having extreme values. This is why in
addition to being byzantine resilient in sense of convergence, Bulyan also makes sure that
each coordinate of the proposed vectors is also agreed on by a majority of vectors similar
to a voting system. This rule can be applied to any existing aggregation rule. To ensure
mentioned properties Bulyan does following. Let A be a byzantine resilient aggregation
rule. Now let A choose from the received updates (vectors) closest to A. With Krum for
example this would be exactly A. Afterwards remove the chosen vector and add it to a
selection set S. Now repeat the process of choosing and removing again as long as the
cardinality of the selection set S is smaller than a condition. With this it is ensured that
S contains a majority of non byzantine gradients.

3.3.5 Scaffold

The disadvantage of using FL is non IID data. The results are slow convergence of the
global model which leads to longer training times and even inaccurate results. [27] It
introduces a so called ”drift” in the update parameters of the nodes which causes the slow
and unstable convergence. Scaffold is a algorithm which tries solving this drift problem.
Intuitively the idea is as following. The algorithm estimates the update directions for
both the server and the participants. The difference is the estimated ”client-drift” which
is used to correct the local models. With this correction, the convergence happens much
earlier thus reducing communication cost and other resources. This means however that
the server has to maintain additionally to the server model, a separate parameter for each
participant.

3.4 Federated Learning Ensemble Techniques

In machine learning combining several models to obtain better performance than a single
model could do, are called ensemble techniques. Ensemble techniques benefit from the
collected knowledge from all the involved models. Essentially ensemble techniques aim
to get results ”better” than the sum of its parts. The philosophy behind the idea is that
a single model cannot cover everything that is involved with machine learning processes
such as security, training techniques and so on. And where one model fails to do it,
another model succeeds. By combining the knowledge of all the models together, the the
”ultimate”model can be achieved, or at least that is the idea. In federated learning, where
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training is done locally and data distributed across multiple nodes, ensemble techniques
can be used to strengthen robustness and boost accuracy.

3.4.1 Fed-Ensemble

This technique is based on averaging over multiple models [28]. In a normal FL setup there
exist one server which aggregates updates from participant. Fed-Ensemble aims to have
multiple aggregators. They are independent from each other and each round fed-ensemble
assigns one of them to selected participants to train on their local data. Eventually they
all learn from the entire data set allow improvement of performance by averaging over all
of their predictions. Such process allows for more accurate predictions because multiple
models are involved. It also is more robust to attacks as poisoning only a single model
will not be having enough impact to affect the whole system.

3.4.2 Knowledge Distillation

There is more ways to utilise multiple models than just averaging over them. More often
than not it is computationally expensive to have multiple models training on data. This
is where knowledge distillation comes into play. Knowledge distillation makes use of a
student teacher system. The teacher model is trained on a large amount of data which
in return will have good generalization capabilities and knowledge[29]. Such model is
generally not used for deployment as it is cumbersome and requires huge computation.

Once this model has been trained, a different kind of training can be used for smaller model
more suitable for practical use called distillation. The goal is to transfer the knowledge
from the ”big model” to the smaller ones. Knowledge is transferred by creating ”soft
targets”. These ”soft targets” are probabilities produced by the teacher model. They
serve as guidepost or hints for the student models. By mimicking the teacher model’s
output distribution, the participant models can learn from its knowledge.

3.4.3 Federated Multi Task Learning

With more and more devices storing massive amount of data and getting more computa-
tional power, federated learning has also increasingly becoming popular. Training models
on local devices are more attractive than ever because of the problems with ”traditional
machine learning”. However the limitations of federated learning are not to be underesti-
mated such as high communication cost, because of the relatively high number of nodes
in a network. Thus, computational power and communication capacities can be limited
depending on the resources available. Additionally the fact that there is non IID data
present, the data amount and type can also vary from node to node. [30] As of now, the
aim has always been to train one model across the network. This method however aims
to train multiple models at once. The goal is to fit multiple separate but related models
with a multi task learning framework. [30]As with the huge number of nodes the aim is
to having some of the nodes train on additional models.
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In this table the byzantine robust approaches are being put into comparison mainly in
terms of resource management.

Byzantine Robust Aggregation Methods
Reference Year Approach Type Communication Complexity
[23] 2017 Krum Aggregation Little scalable
[24] 2021 Trimmed

Mean
Aggregation Little scalable

[25] 2021 FLTrust Aggregation Medium scalable
[26] 2018 Bulyan Aggregation Little scalable
[27] 2019 Scaffold Ensemble Large cost heavy
[28] 2021 Fed-

Ensemble
Ensemble Small medium

[29] 2015 Knowledge
Distilla-
tion

Ensemble Medium scalable

[30] 2017 Mocha Ensemble Small scalable

Communication refers to the amount of communication between the nodes. In CFL
the main point of communication are the central servers with the participants. In DFL
the communication between the participants themselves are the main focus. Complexity
refers to how well the system can perform with increasingly number of participants. Some
algorithm work well in small scale settings but with big number of participants, they start
to perform worse. Most of the are designed though, to function well in large scale settings
as well.

3.4.4 Which Technique is the best one?

There exist many more aggregation rules which are much more complex than the one
presented, and the question arises, which one is the best one. Our goal is to maximize pro-
tection as well as minimize the resource consumption. These two words are already good
indicators for the selection of an aggregation rule. In many cases a trade-off between pro-
tection and resource consumption is present. In theory a function can be designed, which
maximizes the protection amount while minimizing the resource consumption amount.
This alone could prove to be difficult already, as the ”protection amount” is not a clear
number. It is probably a threshold based on the machine learning model as well as the
setting it is in. Setting is the next keyword which is important. Some aggregation rule
are not as scale-able as others. Take for example fedavg. Averaging over all the update
parameters can be done in linear time. But if there is an aggregation rule which does not
work with linear complexity, then the time it would take to do the computation would
drastically increase with each additional node in the topology.



Chapter 4

Design and Implementation

4.1 Motivation

Now that criteria or area, security and robustness that can be improved on have been
explained, this work will propose an algorithm which can enhance and strengthen the
robustness of an aggregation rule. As DFL has not gotten much attention as its counter-
part CFL so are the byzantine robust aggregation methods[31], [32]. As such this thesis
try to enhance the most popular existing aggregation such as fedavg, krum, median and
trimmed mean. As they are relying on some majority of participant to dominate the
aggregation the number of participants are important.

With less participants it is easier to infect the system and the variance is bigger. A network
of 200 nodes is much more stable than a network with 20 nodes as the infection of one
node does not have a large impact. This may not be a important factor in CFL where
the central server takes all participant into consideration. In DFL however the situation
looks different. The aggregators in a DFL only take their neighbors into consideration for
parameter sharing. This can sometimes lead to a situation where a node does not have
enough neighbors for a reasonable aggregation, as the question arises, how can a node
trust its neighbor if it only has itself as the reference.

4.2 Neighbors-Problem

Considering a DFL system as a graph there are constellation where nodes only have
one neighbor. Other problematic constellation are when there are more central located
nodes with many single connections. In such case if the central node is malicious then
it is easy to infect all the edge nodes because their only connection is to the malicious
one. Furthermore because of the neighbor nature it is possible that local areas are being
poisoned.

For a node standing on the edge between a corrupted area and a clean one there are two
options. If the number of malicious neighbors overweight the honest ones then it will

35
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be poisoned as well as there are too many malicious updates for aggregation. Otherwise
the accuracy will be decreased stronger the higher the relation of malicious nodes is in
contrast to the honest ones. In either case it would impact the performance of the node
negatively.

The goal of this aggregation is to have an optimal selection for aggregation in case it is
not provided naturally. To do so there are three iteration where with each iteration the
goal is to make the system more robust.

In the first step this thesis will solve the one neighbor problem. In case of not having
enough natural neighbors, adding more neighbors will be done first. This can be done
by adding the neighbors of its neighbor. By doing so it is ensured that there are at least
three or more nodes for aggregation. With three or more it is also ensured that there is
a majority of nodes (positive and negative). With the assumption that not more than
50 percent of are malicious, on average there will be a majority of honest nodes for each
node in the network.

What remains is the fact that if the neighbors of the neighbor are also poisoned (local
poisoning) it would lead to the same problem. Also some topology do not allow this
”neighbor of neighbor” selection.

In the second step these issues have to be addressed. First an algorithm better than
”neighbors of your neighbor” has to be designed. After that the optimal number of nodes
for selection need to be calculated. With a network with n nodes and m malicious ones
and m < n/2, if a honest node has been selected, then the total number of available nodes
for the second selection is decreased by one and more important, so does the number of
honest nodes, because a honest node just got selected.

In the initial state the number of honest nodes over weigh the malicious ones. This is why
with each node further after the first one, the the chance of having a successful aggregation
where successful means that the model aggregates with more honest nodes than malicious
ones, increases. This continues as long as there are still more honest nodes than malicious
for selection. As mention before though, the relation of honest to malicious decreases with
each selection and at some point they are equal in number. Further selection beyond this
point would not benefit us in any ways as the have equal chance of selection a honest or
malicious one and beyond this the chance of a malicious on is greater than a honest one.

An algorithm that would perform better in terms of selection the neighbors would be
”neighbors of at least k-distance” where k is a natural number. So for a network like this,
neighbors of distance of at least three would be good to avoid said problems. The distance
must be adjusted depending on the topology of the network.

For he ideal amount of number for selection a network with n nodes where as m are
malicious is being considered. After picking a node, the total amount of nodes decreases
by one. It is beneficial for us to pick another node as long as there are less malicious nodes
than honest nodes as the probability of picking a honest node in this case is higher. The
selection stops when the remaining number of malicious nodes are equal to the honest
one.
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4.3 Neighbor-Selection

Algorithm 3 shows a possible solution for the neighbors problem. Neighbor Selection
simply goes over every node in the network and add neighbors of any certain distance
until the required amount has been reached, as shown in the Algorithm below. This
ensures that there is the right amount of neighbors for every node. If there are no nodes
of k-distance anymore to select and the required amount of nodes are not satisfied yet,
then random nodes in the network which have not been selected yet, are going to be
selected until the required amount is reached.

Algorithm 3: Neighbor Selection

Neighbor S e l e c t i o n :

For each node in graph do :
For each neighbour in ad j a c e n c y l i s t o f n od e do :

i f l en ( n e i g h b o r l i s t ) < th r e sho ld :
Repeat

add nodes o f k−d i s t anc e to n e i g hbou r l i s t
u n t i l l en ( n e i g h b o r l i s t ) = = thre sho ld

Endif
Endfor

Endfor

4.4 Neighbor-Selection with Reputation

To further strengthen the aggregation a reputation system can be introduced, in which
every node keeps track of its neighbors contribution. Algorithm 4 shows an approach
including the reputation parameters.

Similar to FLTrust where the server keeps track of the participants, in DFL everyone can
act as an aggregator. The nodes set the reputation for each neighbor at the beginning to
neutral. With each aggregation they increase or decrease the reputation of their respective
neighbor based in its performance in relation to the other neighbors. Just like FLTust if
they perform worse than the average (consisting of neighbors of the node’s perspective) the
aggregating node will decrease the respective reputation. Reputation impacts the weight
of the contribution. If a neighbor of node has a bad reputation, then its contribution
will not be weighted as much as a contribution from a neighbor with good contribution.
With a system like this the nodes can adapt dynamically and even consider choosing new
neighbors if the reputation drops below a certain threshold.
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Algorithm 4: Design with reputation

Neighbor−S e l e c t i o n with reputa t i on :

For each node in graph do :
For each neighbour in ad j a c e n c y l i s t o f n od e do :

i f r eputa t i on > r epu ta t i on th r e sho l d :
add neighbour to n e i g hbou r l i s t

Endif
Endfor
i f l en ( n e i g h b o r l i s t ) < th r e sho ld do :

Repeat
add nodes o f k−d i s t anc e to n e i g hbou r l i s t

u n t i l l en ( n e i g h b o r l i s t ) == thre sho ld do :
Endif

a f t e r aggregat ion do :
f o r each neighbor in n e i g hbou r l i s t do :

c a l c u l a t e new r epu ta t i on s c o r e
Endfor

Endfor

4.5 The Algorithm

This chapter provides insights into the implementation based on the algorithms discussed
in the chapter before. First the selection of neighbors as well as the transformation of
the graph is discussed. Second the framework on which this implementation is done on
is going to be explained. Afterwards the implementation on the framework is explained,
and last the limitation of this framework is discussed. Note that everything has been
implemented using python and its respective libraries.

4.6 Graph Discovery

In a real world scenario there is a given random topology without the knowledge of the
topology. This could be a scenario where the participants phones are being used to conduct
training on collected data and share their updates with their geographic neighbors. Such,
the exact number of participants and neighbors are unknown. Because of this, a discovery
of the neighborhood or even the whole network has to be done first before proceeding
further. From a more theoretical standpoint a graph represents the network and the
nodes represent the participants. Therefore a graph discovery has to be made first. There
are many graph traversal algorithm out there already. A modified version of Depth-first-
search (DFS) is being used, where the number of visited nodes are also being kept track
of during the process, as in a real world scenario it is not that simple to ”visit” another
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node. In order to to that it is necessary to establish a connection to that node with a
protocol. Because of the unknown structure, a counter has to be present to count the
steps.

As the implementation of the graph discovery is not the main focus and only done theo-
retically the computation cost with some assumptions will be included in later chapters.
In the chapter evaluation an example will be provided on how the cost changes with the
size of the network.

4.7 Modification of the Graph

This step of the algorithm requires us to modify the graph such that the conditions
are satisfied. The conditions were that if a node has only one neighbor or not enough
neighbors, depending on the threshold, then it has to add more neighbors according to
the searching algorithm. To achieve that iterate over every node in the graph and check
if they have enough neighbors. Algorithm 5 shows the iteration over every node. If they
have not enough neighbors the algorithm will search for appropriate neighbors and add
them until the required amount has been reached. If after the adding neighbors algorithm
there are still not enough neighbors, then the algorithm will start adding in random nodes.

Algorithm 5: Modification of the graph using calculating neighbors method:

f o r node in graph :
i f l en ( graph [ node ] ) < th r e sho ld :

c a l c u l a t i n g n e i ghbo r s ( graph , node , d i s tance , th r e sho ld )
i f l en ( graph [ node ] ) < th r e sho ld :

add random nodes

As in python a graph can be represented using a dictionary. Therefore a key represents
a node and its value their list of neighbors. So by taking the length of the list the
numbers of neighbors can be determined. If they do not meet the condition, add more
neighbors with the method calculating neighbors. calculating neighbors requires
four parameters. The graph itself which has been discovered, the node which needs more
neighbors, the distance of neighbors. Distance and threshold are obviously being defined
at the beginning. The method calculating neighbors is being explained in more detail in
the next section.

4.8 Adding Neighbors

The method calculating neighbors is used to add more neighbors. It works similarly
to a graph traversal as the algorithm needs to go to the nodes of k-distance to add
them. Breadth-first-search(BFS) visits all the sibling nodes first before the child nodes.
Therefore every time it has visited all the siblings it means that it is one distance further
away from the original node. A timer is being used to keep track of how many sibling
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nodes remain before advancing to the next depth-level. Algorithm 6 shows the design
of the depth parameter. By keeping track of the depth as well, it can tell when it has
reached the desired distance. A queue is used for the of nodes that are being visited next.

Algorithm 6: Demonstration of keeping track of the depth

i f t ime to dep th in c r ea s e != 0 :
t ime to dep th in c r ea s e − = 1

i f t ime to dep th in c r ea s e = = 0 :
depth += 1
pend ing depth inc rea se = False

The depth is initially at zero. In the first round it increases to 1 as it deques the root
node and get its neighbors. Based on the neighbors list, it sets the timer to this length
as every time it visits a node in this list, it decreases the timer by one. Upon reaching
0, it has visited all the sibling nodes meaning it advances to a deeper level which means
that time_to_depth_increase has reached 0. Algorithm 7 shows what happens when
the parameter has reached 0. The timer is being reset to the length of the queue.

Algorithm 7: Timer reset

i f not pend ing depth inc rea se :
t ime to dep th in c r ea s e = len ( queue )
pend ing depth inc rea se = True

Given a simple graph like this:

Graph = {
”0 ”: [ ”1 ” , ”2 ” , ”3 ”] ,
”1 ”: [ ”0 ”] ,
”2 ”: [ ”0 ”] ,
”3 ”: [ ”0 ” , ”4 ” , ”5 ”] ,
”4 ”: [ ”3 ”] ,
”5 ”: [ ”3 ”] ,

}

With the condition that the threshold is half of the nodes and the distance three the nodes
”1”, ”2”, ”4” and ”5” do not have enough neighbors. Therefore the algorithm has to return
us a graph where every node has at least three neighbors with the neighbors added having
the distance three from the original node. Running the algorithm with the setting above
a new graph is being formed:

New Graph ={
’ 0 ’ : [ ’ 1 ’ , ’ 2 ’ , ’ 3 ’ ] ,
’ 1 ’ : [ ’ 0 ’ , ’ 4 ’ , ’ 5 ’ ] ,
’ 2 ’ : [ ’ 0 ’ , ’ 4 ’ , ’ 5 ’ ] ,
’ 3 ’ : [ ’ 0 ’ , ’ 4 ’ , ’ 5 ’ ] ,
’ 4 ’ : [ ’ 3 ’ , ’ 1 ’ , ’ 2 ’ ] ,
’ 5 ’ : [ ’ 3 ’ , ’ 1 ’ , ’ 2 ’ ]

}
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On the first glance every node has three neighbors which is half the total number of nodes
in the graph. Second for 1 and 2 their new neighbors 4 and 5 are indeed 3 distance away
from them. The same thing can be said about 4 and 5. Their neighbors 1 and 2 are also
of distance 3 away from them.

4.9 Fedstellar Framework

Fedstellar [33] is a modular, adaptable and extensible framework for creating centralized
and decentralized architectures using Federated Learning. Also, the framework enables
the creation of a standard approach for developing, deploying, and managing federated
learning applications. The framework enables developers to create distributed applications
that use federated learning algorithms to improve user experience, security, and privacy. It
provides features for managing data, managing models, and managing federated learning
processes. It also provides a comprehensive set of tools to help developers monitor and
analyze the performance of their applications.

Fedstellar consist of a front end and a back end. First, a scenario must be created in the
front end after starting the application. A name, description and other configuration such
as topology and amount of rounds have to be defined first before the training can start.

After the initial setup the application can be started. First the controller will load the
configuration provided and start all participating nodes. Each node is running indepen-
dent from each other and they train just like DFL on their own data set. When a node
finishes its training it will sent its update parameters to all neighbors and enters a waiting
state in which it will wait for updates from its neighbors. After it has received them or
the neighbors timed out (after a set time) it will continue to aggregation and start the
next round. This is repeated until the set number of rounds have passed.

Afterwards several statistics can be viewed such as accuracy, CPU usage etc. As mentioned
before first thing to do is increase the amount of neighbors for node with only one or not
enough neighbor. This framework requires a predefined topology meaning that an initial
network of nodes can be used and apply the algorithm discussed above to it and then
enter the new topology.
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4.10 Implementation of Graph Transformation

As mentioned before there has to be parts where the code will be change accordingly such
that the transformation works. Because of the predefined setting nature, a modification
the input parameters of the framework before the main process starts has to be done. For
this the app.py file will be changed, which is located in the web server directory. This file
is responsible for the setup configuration before the main process. It manages the input
web page of the web server. Figure 4.1 shows the interface of the fedstellar framework.

Figure 4.1: Interface of the fedstellar framework

Here the input parameters such as title, data set type, topology can be seen, and in the
advanced tab even which aggregation rule is going to be used and so on.

All these input parameters are being managed by the app.py file. The input of the
topology is the most important parameter righ now, as it needs to be modified. The
input are the nodes on the right side. Edges and nodes can be added there. After the
input parameters have been set, they are being sent to the back end. In the back end in
the app.py there is following function to retrieve all the data:
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de f f e d s t e l l a r s c ena r i o d ep l oymen t run ( ) :
i f ”user ” in s e s s i o n . keys ( ) :

# Receive a JSON data with the s c ena r i o c on f i g u r a t i on
i f r eque s t . i s j s o n :

# Stop the running s c ena r i o
s t op s c ena r i o ( )

data = reques t . g e t j s on ( )
nodes = data [ ’ nodes ’ ]
scenar io name = . . .

a rgs = {
”scenar io name ”: scenario name ,
”c on f i g ”: app . c on f i g [ ’ c on f i g d i r ’ ] ,
” l o g s ”: app . c on f i g [ ’ l o g d i r ’ ] ,
”n nodes ”: data [ ” n nodes ”] ,
”matrix ”: data [ ”matrix ”] ,
” f e d e r a t i o n ”: data [ ” f e d e r a t i o n ”] ,
”topology ”: data [ ” topo logy ”] ,
”s imu la t i on ”: data [ ” s imu la t i on ”] ,
”env ”: None ,
”webserver ”: True ,
”python ”: app . c on f i g [ ’ python path ’ ] ,

}
. . .

The request line gets us the data from the front end. Then the data is extracted from
the json into an object called ”args”. Args has many parameters and for us the most
important one is the ”matrix” one. ”Matrix” consist of a so called incidence matrix which
is a matrix representation of a graph.
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By extending the base screen, the advanced view of the framework is shown which allows
input of the attacking type, poison amount and so on as shown in figure 4.2

Figure 4.2: Interface of the fedstellar framework
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4.11 Incidence Matrix

A incidence matrix is a logical square matrix which consist of ones and zeros for unweighted
graphs. The x-Axis and y-Axis are the same, consisting of all the nodes in a graph. If
there is an edge between two nodes, then this would be represented by a one in the field in
the matrix. For example, the following graph in figure 4.3 does contain an edge between
2 and 3, but not between 0 and 3.

Figure 4.3: A graph with 4 nodes

There fore the matrix contains a 1 in the column and row where the 2 and 3 cross and
contains a 0 where 0 and 3 are cross. The corresponding matrix has 4 entries in the x
and y axis, so it is a 4 x 4 matrix. Each node is represented in the x and y axis. The
corresponding values into the matrix it will look like this:


0 1 1 0
1 0 1 0
1 1 0 1
0 0 1 0


The python way to represent a matrix is a 2-dimensional array. In case of the matrix
above : [[0,1,1,0][1,0,1,0][1,1,0,1][0,0,1,0]] A weighted graph has the value of the weight
instead of ones in the matrix.
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4.12 Graph Transformation

So after receiving the data from the front end the matrix needs to be changed, such that
the condition satisfies the algorithm. To do so consider following. First, every node has to
be checked for its condition of neighbors. If they have enough neighbors, then it is okay.
Otherwise start adding neighbors to the current node. Figure 4.4 shows the initial graph.

Figure 4.4: This is the graph from the dictionary representation from earlier

Several nodes are missing the required amount of neighbors. So for those add neighbors
according to the algorithm, until they meet the conditions. Note that the incidence
matrix also changes because mostly edges have been added to simulate the new amount
of neighbors. For the whole algorithm four helper functions are being needed.

1. The first function is the neighbor-calculating function. This function takes a node,
a graph, a certain distance for neighbor selection and a threshold as input. For the
node considered it will add neighbors based on the distance to the current node
until the provided threshold is reached

2. The second function is a convert function. It converts the incidence matrix into a
dictionary because it is easier handle the graph this way

3. The third function is also a convert function which converts the dictionary back into
a incidence matrix because the framework requires such matrix as an input

4. The last function is the one that actually transforms the whole thing. It takes a
graph, a threshold and a certain distance again. But this time it iterates over every
node in the graph and applies the first function on it. With that every node should
get enough neighbors for further processes. If the first function cannot add anymore
neighbors due to lack of such nodes because for example, there are not nodes of
certain distance to add anymore, then it would just add random nodes from the
graph which have not been added yet.
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So to summarize, the whole process would look like the following:

1. Get the data from the front end

2. Extract the matrix provided ad the beginning on the web page from the json

3. Convert the matrix into a dictionary for further tasks

4. Transform the graph using the algorithm which adds neighbors for every node

5. Convert the dictionary back into the incidence matrix and plug in the matrix as the
new matrix for the training process

After modification of the inputs of the code, following lines are going to be added: Convert
the received matrix into a dictionary:

d i c t i ona ry = in c i d en c e ma t r i x t o d i c t i ona r y ( matrix )

Then apply the algorithm to it to find more neighbors if necessary:

new dic t ionary = numbe r e f f i c i e n t ( d i c t i onary , 0 . 5 , 3 )

0.5 is the threshold and 3 is the distance. These are variables that can be changed
depending on the needs and situation. After receiving a new graph with the algorithm, it
is converted back:

new matrix = conve r t d i c t i ona ry t o mat r i x ( new dict ionary )

Now the the matrix will replace the old one in the args object, in order to save the new
topology.

Afterwards the training will start as per usual but with the new matrix.

4.13 Two Examples of a Graph Transformation

4.13.1 Ring Topology

A ring topology is where every node has two neighbors and form a ring structure. In
a ring formation, the problem of having only one neighbor will never occur, but instead
the threshold of required nodes is the main problem. If one node does not meet the
requirement, then all of them do not meet the requirement, as the all have the same
number of neighbors at the beginning. So logically the algorithm will continue to add
edges until the threshold is met.
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Let us consider following graph in figure 4.5

Figure 4.5: Initial Graph

The threshold is half of the nodes (3) and the distance of adding nodes is two. In the first
step the node 0 is the start point. This has no special reason and every other node could
be the starting node. From here the nodes with distance two to 0 are node 2 and node 4.
The node 0 already has two neighbors, so it only needs one more. Node 2 will be selected
as a new neighbor as shown in figure 4.6. Again, choosing 4 or 2 does not matter.

Figure 4.6: Adding the node 2 as a new neighbor to the node 0

Next up is the node 1. It also only has two neighbors at the moment so, the node 3 is
being added. The result is shown in figure 4.7.
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Figure 4.7: Adding the node 3 as a new neighbor to the node 1

The next node is the 2. Note that this node now already has three neighbors, due to
the addition from the node 0. So in this case no more nodes are being added The same
situation occurs at the next node which is the node 3. This one also has three neighbors,
because of the node 1. The next node however, the node 4 has only two neighbors again,
so the 0 is being added as a new neighbor as shown in figure 4.8. Note that the node
0 has now four neighbors. This is not a problem, but certainly a optimization problem.
There are ways to add nodes in a way such that, only the bare minimum of neighbors are
being added into the system, but still satisfy the conditions.

Figure 4.8: Adding the node 0 as a new neighbor to the node 4

Lastly the node 5 adds the node 1 as its new neighbors. With this, every node has at
least three neighbors.
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4.13.2 Random Topology

In random topology there are no information upfront. So there are no assumptions be-
forehand.

The initial graph is shown in the figure 4.9.

Figure 4.9: Initial Graph

The starting point will be the node 0. This node has one neighbor thus, 5 and 1 are being
added as new neighbors, because there are distance of two away, as shown in figure 4.10.

Figure 4.10: Adding in 5 and 1 as new neighbors for the node 0

The node 1 already has three neighbors. The next node is the node 2, which will need two
neighbors as well, the 4 and 1. 4 is the random one, because the only node with distance
2, is 1. After that the algorithm will start adding random node in, as shown in figure
4.11.
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Figure 4.11: Adding in 1 and 4 as new neighbors for the node 2

Finally the node 3 needs one more neighbor which will be the node 4 again. At this point
every node has at least three neighbors, as shown in figure 4.12 , so the algorithm stops.

Figure 4.12: Adding in 4 as new neighbors for the node 3
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Chapter 5

Evaluation

5.1 Introduction

To evaluate the the performance of the implementation of the algorithm we will have
different configurations and compare them in terms of resource consumption like CPU and
GPU usage as well as more model related parameters like accuracy. Different scenarios
will be created in which each of them the parameters will all be fixed but one and vary the
one parameter to see its influence. Also after the single parameter scenarios some of the
parameters are also being examined by pair. For example, the combination of topology
and poison severity can be one scenario.

The standard setting for the DFL training is as follow:

• It is a fully DFL setting, meaning there are only aggregators

• The data set is always MNIST

• There are 10 rounds with 3 epochs per round

Furthermore following parameters are relevant for the case studies:

1. The topology. The topology is the structure of the graph. The configuration of how
it looks like is important here. For example, a fully connected graph will not be
affected in any way from the algorithm, as it cannot have more edges than it already
has, because it already has the maximum amount of edges. A ring structure instead
has much more room for edges. With this variable being flexible the impact of the
algorithm on different topologies will be investigated:

2. The number of nodes or the size of the graph. Depending on the size of the graph
there is more room for nodes to connect to each other. On average for a random
graph there will be more connection. There is also more connection to be made
possible so the algorithm has to add more edges in general if the threshold is always
at 50 percent. Eventually this could get out of control for very large networks.
Following sizes are being considered:
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• Small: Around 5-6 nodes

• Medium: This is the standard size which consist of round 10 nodes

• Large: Around 15-20 nodes

• The poison severity. Obviously more poison means less accuracy and perfor-
mance but the interesting part is how the algorithm is being affected by it,
because it keeps a high amount of connection to make sure that even in pres-
ence of malicious nodes, it can work ”properly”. This also tests the robustness
to poison. There are also 3 types of severity of the poison:

– Small infection: Around 5 percent

– Medium infection: Around 10 percent

– Large infection: Around 20 percent

Additionally the attack types are data poisoning and model poisoning. The base param-
eters for all the variables are as follow: The threshold is also set to be 50 percent of the
total number of nodes. The distance is 3. This is valid for all settings, unless specified
otherwise.

5.1.1 Evaluation metrics

To evaluate the results 2 types of evaluation metrics are being used. The first category
contains the resource related metrics. These include the communication between node
in bytes, CPU usage in percent, disk usage in percent and RAM usage in percent. The
second category contains the performance related metrics. These include accuracy, loss,
precision, recall and the F1-Score.

• Accuracy is the the ratio of the correct predictions made over the total number of
predictions. Everything is predicted correct, then the accuracy would be 1, because
the ratio is the same number over the same number

• Loss is the distance between the true value and the predicted one. For example, if
the true value is 5 and the predicted one is 3 then the loss would be 2. The greater
the loss the worse the model is in terms of performance

• Precision is the ratio of true positives over true positives plus false positives. As the
name suggest, it indicates how precise the model is. The more wrong predictions
the model makes, the lower the ratio gets as the number of false positives increases.
With no false positives, a precision of 1 (100 percent) is being achieved

• Recall is the ratio of true positives over true positive plus false negative. Recall
basically answers the question on how many true positives has the model predicted
correctly. So by predicting something into the negative category wrongly, the recall
ratio decreases. If every true positive is being identified as true positive, then a
recall ratio of 1 is being achieved.
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Fedstellar lists performance for each participant it is not really clear case after taking
one participant from each scenario because remember that some participants have more
connections to others, so it will depend on the choice of participant. The graphics shown
in this section are based on the average. They are only shown for easier reading as it is
unreadable to show every single participant on the grid.

5.2 The costs and benefit of applying the algorithm

The cost of applying algorithm are put together the following way. The first step is as dis-
cussed in the implementation chapter, the graph discovery cost. A simple graph traversal
algorithm like Depth First Search can count the cost of exploring the whole graph. After
discovering the graph calculate the number of new connections, that have to be made.
This is done by the algorithm. Consider the numbers of new connections and add them
to the cost before. The last parameter for the cost are the resource consumption during
the training. By adding in new connections, the training will also use more resources.
Figure 5.1 shows the resource consumption in comparison between the scenario without
the algorithm and the scenario with the algorithm.

Figure 5.1: While the CPU usage does not show significant differences the disk percent
and RAM usage do show a steady increase in resource consumption of the scenario with
the algorithm (here in yellow)

CPU consumption on both ends do not differ too much because the framework always
tries to fully use the resources it has to finish the training as fast as possible so most of
the time, every scenario has max CPU consumption and only decrease as time goes on.
Note that because of a strong computer, this parameter may not be affected as much as
a computer with less computation power. For disk and RAM percentages, the scenario
with the algorithm uses more in most cases. Due to more connections overall, the resource
consumption will also be higher.

The benefit from applying the algorithm are boost in accuracy. This is true for all sizes
of network. The figure 5.2 shows the accuracy and loss graphs.

The range of the difference is between 5 and 10 percent which is a substantial increase in
performance so overall the trade is worth it. For smaller scale runs the increase in resource
consumption does not impact us as much. In fact the run-time of both of the scenarios
are almost the same. The reason for this could be a very good computer which can handle
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Figure 5.2: Blue: With algorithm, Green: Without algorithm

small scenarios. The precision and recall behave in similar pattern as the accuracy and
loss as shown in figure 5.3

Figure 5.3: Blue: With algorithm, Green: Without algorithm

5.3 Case Study 1: Topology

This setting dedicates its focus towards the topology. Three different topologies are being
evaluated at the moment which are, the ring, star, and a random topology. In a ring
topology, every node has 2 neighbors and they form a ring formation. A star topology
consist of one central node and everyone else has a connection to that node as shown
in figure 5.4. They all have ten nodes. The poison amount is small (5 percent). The
attacking type is data poisoning.

First of all in a ring formation, the number of initial connections is also 10. So the
maximum amount of connections to be added is 30, because every node needs 3 more
neighbors to reach the threshold of 5. Now this is the worst case scenario. The algorithm
is not optimized for selecting the optimal solution. For example, if it has to choose
between 2 nodes to add, it will choose random. Also if there are no more nodes of the set
distance to add, then it will add random nodes anyways, so the total number of additional
connections vary. For example, the average new connections added in a ring topology with
10 nodes, is around 16. In comparison to a fully connected graph with 35 new connections,
a lot of resources is being saved here.
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Figure 5.4: A star with ten nodes

The resource consumption for all topologies look almost the same over all parameters as
shown in figure 5.5.

Figure 5.5: The erratic behaviour is caused by the ”waiting” time between the rounds

The reason for this behaviour is, by forcing them to behave similarly. Because of the
condition that every node needs at least half of the total number of nodes as neighbors,
it does not really matter which topology is being chosen. In the end they are being
forced to add new neighbors until they reach the threshold. With the similar amount of
connections, the training process will also look similar.

Figure 5.6 shows that the choice of topology also has no effect on the performance of
the model. This is because of the forced connection mentioned above. Because of the
algorithm transforming the initials graphs into almost equal looking graphs afterwards, it
was to be expected, that the they perform similarly.

Even though they behave similar, there are some outliers in the experiments as shown in
figure 5.7.

In a fully connected topology every node has the maximum amount of connections. This
means in a network with n nodes, every node has n-1 connections. The total number
of nodes in a fully connected topology is always n*(n-1)/2. This is a huge increase of
resource consumption. The benefits from a fully connected topology is a more stable
setting overall. As long as there are more honest nodes than malicious nodes (which is
the assumption), then the majority will always in the honest nodes’ favor. As discussed



58 CHAPTER 5. EVALUATION

Figure 5.6: The choice of the topology does not have an significant impact

Figure 5.7: This example stands out the most. With the black one being the random
topology, the orange being the star and green being ring, the difference is around 5
percent

before, the optimal number of connection is not a fully connected graph. This is because
the number of honest nodes decreases with each addition of a honest node as a neighbor.
So with each further addition of a honest node to the neighbors list, the chance of getting
a malicious node increases as well, to a certain point where there are equal number of
honest nodes and malicious nodes. At this point it is not better to add anymore nodes.
So in theory, the fully connected graph performs worse. But in practise, it would require
the knowledge of the number of malicious nodes as well as knowing which nodes have
been added. This is no a realistic assumption, therefore a fully connected graph can still
perform better as it is more stable, because the ratio of honest to malicious nodes is always
the same, where as the ratio with the algorithm varies from run to run.

5.4 Case Study 2: Size

In this setting the size variable is being investigated. As per usual there are ten nodes, the
poison amount is small (5 percent) and the topology is random. This time the number of
nodes are the following:

• First run: 6 nodes

• Second run: 10 nodes
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• Third run: 16 nodes

The poison amount is a percentage variable. The more nodes there are the more are
also infected(in absolute numbers). But it is always going to be 5 percent of the total
of nodes. Now it is safe to say that the resource consumption will increase drastically as
with each node added, a lot more neighbors have to be added. It is also safe to assume
that the reverse is true. Figure 5.8 shows the traffic between the scenarios. Because such
implementation is not done on the fedstellar framework, as it needs the whole graph as an
input already, this will only be done theoretically and calculate the cost from here. For a
network of 6 nodes, the approximately number of new nodes added to the network after a
simulation of 1000 graphs are 6.8. For a network of 10 nodes, the approximately number
of new nodes added to the network after a simulation of 1000 graphs are 15.6. For a
network of 16 nodes, the approximately number of new nodes added to the network after
a simulation of 1000 graphs are 34.8. Depending on the cost of the fedstellar framework
for adding a new connection, the cost will be added to the resource consumption.

Figure 5.8: The resource consumption with 16 is huge. The jump is much bigger between
the small and medium sized ones. As expected the resource consumption probably in-
creases exponentially or near that trend

This is to be expected as with nearly double the amount of nodes, more than twice the
connections are being added to the network. The jump from 10 to 16 is even larger as
with 50 percent increase of nodes, the connection amount is being doubled.

Even with different sizes of the network the performance does not really suffer or benefit
from it in any way. The differences in the performance are not really big. Note, that not
all participant perform the same. Also the poison attack type is random, so it is expected
to have some variance. So it is important to note that it only cost more resources to get
bigger networks but it still has the same performance. In this case it would be preferable
to have a small network with as little as possible number of participants. The conclusion
is that the algorithm works on all sizes of networks, having a more significant impact
on larger networks. Increasing the size of a network does not increase or decrease the
performance significantly.
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5.5 Case Study 3: Poisoning Type

There are 2 poisoning type. Data poisoning and model poisoning. Data poisoning leads
to wrong results during the training phase as well as sharing the wrong results with ones
neighbors. Model poisoning leads to change of model parameter, such that it does not
behave as intended anymore. In both cases they reduce the performance of the overall
system. In case of no algorithm applied to the system, the more poison introduced into
the system, the worse its performance gets. Figure 5.9 shows a comparison with 6 nodes.

Figure 5.9: The poison type does not matter as they perform similarly

In all scenarios there were no difference whether the data or the model has been poisoned.
They all performed equally. Following statistics in figure 5.10 and figure 5.11 are from
scenario with 10 and 16 nodes respectively.

Figure 5.10: Performance of both scenarios are almost equal with ten nodes

Figure 5.11: Even with larger networks no significant changes can be found
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The poison type does not matter because the algorithm did not change the way the models
share their parameters or implemented a check for the data. With only the change of the
neighbors, whom they share their weighs with, the result of their training remains the
same. Whether they are poisoned by data, or model, the result remains the same, which
is that they are sharing poisoned parameters. Because the algorithm does not differentiate
between the poison type. the results will be the same. The only factor that influences
the outcome is the impact of the poison on the fedstellar model itself. There could be
a chance, that the model is more susceptible to one poison type, but that is beyond the
control of this algorithm.

5.6 Case Study 4: Poison severity

By varying the poison severity the impact of the algorithm can the tested, on different
basis. Here the non poisoned setup is being compared with the poisoned setup on 3
different poison strength, to see if the algorithm performs worse or better based on the
poison strength. In theory the algorithm enforces more connection, so it should lessen the
impact of the poison on non poisonous nodes with poisonous neighbors. The algorithm
has no impact on already poisoned nodes because it only manages the neighbors, so that
the aggregation is not affected as much as it would be because it will have less poisoned
update parameters on average. As discussed in case study 3, the poison type does not
matter, so only consider data poisoning is being used here. Figure 5.12 shows the scenario
with little poison.

Figure 5.12: Black: With algorithm, purple: without algorithm

With little poison the overall accuracy does not suffer. But there is impact of the poison
in the loss chart. As there is some poison, the higher loss on the poisoned side occurs,
due to the label flipping inferring with the training such that now and there the machine
learning model completely misses the point. Other than that the impact of the poison is
not strong enough even in the base scenario.

The second scenario is with 10 percent poison. The expectation is at least to see some
difference between the two scenarios otherwise the algorithm did not have an impact.

There is a substantial amount of difference in the accuracy as well as in the loss perspective
in figure 5.13.
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Figure 5.13: Black: with algorithm, purple: without algorithm

Figure 5.14: Black: with algorithm, Light blue: without algorithm

Even the precision and recall values indicate, that the algorithm has an impact on the
overall performance of the system with the algorithm applied to in figure 5.14.

The last scenario is with 20 percent poison.

Figure 5.15: Black: with algorithm, Blue: without algorithm

The results in figure 5.15 do meet the expectations. In this category of poison amount the
algorithm does have a visible impact on accuracy and loss. What really stands out is that
the machine learning model with medium poison has a worse accuracy than the model
with large amount of poison in it. This is only the case if choosing those exact two models
for comparison. For example in this scenario in figure 5.16 the order of performance is
back to ”normal”.

The conclusion for this experiment is that while it had no impact on lower severity of
poison it lessened the impact in presence of larger amount of poison. Because of DFL
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Figure 5.16: The average performs as expected

though, it is still depending on the view of the participants. Some of the participant
perform worse because the poison struck there first. The center of the cause will perform
worse while getting further away from it will increase the performance. The algorithm
decreases the radius in which the performance drops significantly.

5.7 Case Study 5: Topology and poison severity

This case study considers two parameters at once, by combining topology and the poison
severity. With the intention to examine the impact of various poison strength on topology
such as star and ring. The expectation is that there is little to no difference between the
topologies as the algorithm forces more connection between nodes. There is actually
one case where adding in more neighbors could be worse. That is, when there is a ring
formation. By adding more neighbors, there will be essentially a shortcut for the poison to
spread through the system. But the topology will also gain more neighbors for parameter
sharing, so in the end it should not worsen the performance in presence of little poison
amount. In higher severity of poison this could worsen the performance as there is too
much poison spreading too much negating and even surpass the effect of adding neighbors.

Figure 5.17: All combination of poison severity and topologies in on display.

Neither the poison amount and the topology really matter as shown in figure 5.17. They
all are more or less in the same direction and have some variance, because of the single
participants view, but in general there is not much unexpected. Because of the randomness
of adding neighbors, if there are no nodes anymore matching the criteria and the special
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topology, some nodes do have much more connections than others. This leads to some
differences sometimes and figure 5.18 shows an example of it.

Figure 5.18: The effect of selecting single participants of a network

The difference is about 5 percent. But what really is strange is that the pink graph is
representing the performance of a model with large amount of poison in it. To test if this
is only an outlier or not, the same settings as above have been tested several times. The
result was that it was an outlier. In the end the amount of poison did not even matter.
They all scatter around the high 80 to 90 percents as shown in figure 5.19.

Figure 5.19: With enough number of experiment the result are in order again with some
outliers

This is an interesting observation as from the previous setting with poison severity, the
poison amount mattered in the medium and large poison amount scenarios, whereas in
here it does not matter. Because of the special topologies, for example the star, every
node only has one neighbor at the beginning. So with the algorithm, they add a lot more
neighbors than the usual random topology because in a random setup the nodes do have
more than one neighbor on average. And due to the restriction of adding neighbors of a
certain distance, especially in a star topology, every node is a distance of two away from
each other. So after the algorithm the network becomes almost fully connected and the
distance between the nodes is at max two. This makes them really close to each other
meaning the poison effect gets mitigated so heavily that it cannot have an impact unless
the poison amount is close or more than half of the nodes. The ring topology has the
property, that every node has two neighbors. So by forcing a connection of a certain
distance, the node will always find two additional neighbors of the distance, because it is
a ring. After that it will add one random node. From this the distance between the nodes
cannot be further than two in a network of 10 nodes. This also means that the node are
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relatively close to each other dampening the poison effect. Compare this to a random
topology where for example, it has a lot of long strings. Here it is much more likely to
get nodes of distance more than two. Note that for this section more runs are needed for
a conclusion. These result could be from a chain of topologies which have been formed
by the algorithm, that coincidentally lead to this.
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Chapter 6

Summary and Conclusions

6.1 Conclusion

The main research point in this thesis was to find a new way to enhance byzantine robust
aggregation rules. By changing the way of sharing the parameters of the participants in
A decentralized federated learning setting, this thesis increased the resource consumption
overall but also increased the accuracy, precision and recall in some scenarios. Because de-
centralized federated learning had not gotten that many attention yet, this thesis therefore
addressed the lack of materials in this regard.

The theoretical background served as an introduction to machine learning as well as an
introduction to federated learning. It was necessary to understand how they work, and
more importantly how they differ from each other. With the background knowledge the
aggregation rules had been analyzed to find their usage, advantages and disadvantages.
Based on the analysis a new way of enhancing byzantine robustness had been proposed.
The main idea behind the the algorithm was to increase the number of weights or model
parameters from other participant to balance out the poisoned one. This was especially
important for participants with only one neighbor as they could not tell if the neighbor
was poisoned or not. This for example, made fedavg really difficult to use, as averaging
over 2 model parameter where one of the could be poisoned, was not a good idea. So this
algorithm added more neighbors for such cases. Settings like the amount of neighbors
to be added or which neighbors to consider, could be modified to a certain extend. A
threshold allowed it to set the number of neighbors required for each participant and the
distance parameter allowed it to control the selection to certain degree.

The implementation was done on a given framework. The framework was a fully opera-
tional decentralized federated learning model, in which settings like topology, aggregation
rule, poison degree and so on could be set run an experiment. Because the framework
required everything to be set at the beginning, the modification of its ”starting file”had to
be modified by adding new rules to it before it started the whole training process. In this
case the incidence matrix represented the network input at the beginning. So by changing
this matrix according to the algorithm, a new matrix will serve as the matrix to be used
for training. With this modified version of the framework multiple experiment have been
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done based on a variety of criteria. Poison severity, number of participants, topology and
much more parameters were important to separate the experiment in order to get good
and wide covered results. In conclusion, the evaluation proved that the algorithm worked
in most cases but not all. Additionally the selection of the neighbors were not optimal,
for example, some participants got more than necessary numbers of neighbors.

6.2 Limitations and Future Work

As of now, the implementation of the algorithm takes place before the training process on
the fedstellar framework. It is static and once the modification has been done, it cannot
be changed anymore during the training period. So if a change is needed, because the
topology changes during the training, then this would not be possible. As mentioned
before, the algorithm does have weaknesses in several areas. The experiment for example,
only ran up to 16 participants. A more thoroughly series of experiment need to be done
on more situations. This could be a hard deciding factor for the algorithm as each node
we add, increases the resource consumption more than linear. In general more experiment
have to be done on this setting as we were limited by the capacity of our local machines.
The resource consumption is a important point in this work. An algorithm that works
properly, but can not be run in foreseeable future, because its complexity is too high, is
not really useful. This is why it is important to reduce as much redundant computation
as possible should be aimed for. At the current state, the algorithm does not balance the
distribution of neighbors. It means that if for a node it has the choice between 2 nodes to
add as a neighbor, it will pick randomly. This leads to some nodes having (much) more
neighbors than the threshold which leads to longer computation time during the training.
The question of if this is a bad or good thing has to be investigated further. Also if the
algorithm cannot find anymore nodes with the indicated distance to add, it will start add
randomly. This is also a point where improvement can done on, for example looking for
the nodes with the least number of neighbors at the moment. By doing so there arise
other problems such as what if the distance of that node is not high enough. Considering
all of this the algorithm satisfies many conditions, but can also use some improvement on
it.
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